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Abstract

Credibility signals represent a wide range of

heuristics that are typically used by journalists

and fact-checkers to assess the veracity of on-

line content. Automating the task of credibility

signal extraction, however, is very challeng-

ing as it requires high-accuracy signal-specific

extractors to be trained, while there are cur-

rently no sufficiently large datasets annotated

with all credibility signals. This paper investi-

gates whether large language models (LLMs)

can be prompted effectively with a set of 18

credibility signals to produce weak labels for

each signal. We then aggregate these poten-

tially noisy labels using weak supervision in

order to predict content veracity. We demon-

strate that our approach, which combines zero-

shot LLM credibility signal labeling and weak

supervision, outperforms state-of-the-art clas-

sifiers on two misinformation datasets without

using any ground-truth labels for training. We

also analyse the contribution of the individual

credibility signals towards predicting content

veracity, which provides new valuable insights

into their role in misinformation detection.

1 Introduction

In the era of rapidly spreading mis- and disinforma-

tion, the task of its automatic detection has emerged

as a prominent area of NLP research, with many

approaches being proposed recently (Zhou and Za-

farani, 2020). Nevertheless, a number of limita-

tions and challenges still need to be addressed.

Firstly, state-of-the-art data-driven supervised

methods rely heavily on high-quality manually an-

notated datasets. However, the creation of such

datasets is time-consuming, and the ever-evolving

nature of disinformation requires the continuous

development of new datasets (Fu et al., 2023; Ksie-

niewicz et al., 2020; Silva and Almeida, 2021). Sec-

ondly, debunking an article often requires looking

beyond its content, as articles containing misin-

formation are often intentionally crafted to appear

credible (Zhang and Ghorbani, 2020). Although

evidence-aware models have been developed to in-

corporate external information that can assist in

the debunking process (Vlachos and Riedel, 2015;

Popat et al., 2018; Xu et al., 2022), automatic ex-

traction of meaningful evidences is a challenge

in itself (Rinott et al., 2015; Thorne and Vlachos,

2018). Lastly, while there are efforts aimed at de-

signing approaches that can explain a model’s de-

cision (Shu et al., 2019; Lu and Li, 2020; Kotonya

and Toni, 2020), most methods differ from the pro-

cess carried out by journalists in that their primary

focus is on detecting misinformation without pro-

viding evidence or comprehensive explanations to

substantiate their decisions.

Instruction-tuned large language models (LLMs)

offer promising opportunities to address the afore-

mentioned challenges. While further research is re-

quired to fully understand their potential and limita-

tions, instruction-tuned LLMs achieve remarkable

performance in various NLP tasks, including com-

mon sense reasoning, reading comprehension, and

closed-book question answering (Touvron et al.,

2023), often surpassing state-of-the-art supervised

approaches (Brown et al., 2020). Petroni et al.

(2019) show that LLMs have a surprisingly strong

ability to recall factual knowledge without any fine-

tuning. This suggests that the external knowledge

acquired during pre-training can be leveraged to

support automated veracity classification, which

is a key part of debunking online misinformation.

Moreover, by framing this problem as a question-

answering (QA) task, instruction-tuned LLMs can

offer justifications for their decisions, thus enhanc-

ing the transparency and explainability of the con-

tent verification process.

However, since instruction-tuned LLMs are

prone to generating inaccurate yet convincing an-

swers, commonly known as “hallucinations” (Ji

et al., 2023), this poses limitations on their use in

assessing veracity directly, as it impacts the relia-
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bility, transparency, and predictive performance of

such approaches.

Instead, our approach is modelled on the verifi-

cation process typically adopted by journalists and

fact-checkers, who assess the veracity of online

content using a wide range of credibility signals1.

Our novel contribution is in investigating whether

large language models (LLMs) can be prompted

effectively with a set of 18 credibility signals to

produce weak labels for each signal. We then ag-

gregate these potentially noisy labels using weak

supervision in order to predict content veracity.

This multi-stage approach reduces LLMs’ sus-

ceptibility to “hallucinations”, since predicting indi-

vidual signals (with appropriately tailored prompts

for each) is simpler than relying on an LLM to

predict content veracity. Additionally, the final pre-

diction is less sensitive to the “hallucinations” in

the intermediate steps due to the weighted aggre-

gation of signals performed by weak supervision.

Moreover, it enables human fact-checkers to audit

model decisions and select which signals are used,

thus providing greater control and transparency.

In particular, the paper addresses the following

research questions: (RQ1) Is zero-shot prompt-

ing with instruction-tuned LLMs as effective as

fine-tuning text classifiers with ground-truth (GT)

data for the task of article-level veracity detection?

(RQ2) Does prompted weak supervision with cred-

ibility signals outperform zero-shot prompting?

(RQ3) Which credibility signals are the most useful

for predicting veracity?

2 Related Work

Misinformation detection and credibility signals

Building models aimed at detecting minsforma-

tion relies on the availability of human annotated

datasets. The majority of the benchmark corpora

annotated for misinformation based on distinct

categories focus on analysing short claims (Vla-

chos and Riedel, 2014; Ferreira and Vlachos, 2016;

Wang, 2017; Thorne et al., 2018) or social media

data, such as Facebook posts (Potthast et al., 2017;

Santia and Williams, 2018; Tacchini et al., 2017)

and Twitter threads (Zubiaga et al., 2016; Mitra and

Gilbert, 2015). Fewer such datasets are available

for the analysis of the trustworthiness of long arti-

cles from news outlets, which is the focus of this

paper (Abu Salem et al., 2019; Shu et al., 2020b).

1For an overview see the W3C credibility signals discussed
here: https://www.w3.org/2018/10/credibility-tech/

The FA-KES corpus (Abu Salem et al., 2019) com-

prises news articles on Syrian war from 15 different

sources, covering the period from 2011 to 2018. It

was first human-annotated for objective informa-

tion such as dates, locations, and actors, that was

compared against ground-truth facts obtained from

the Syrian Violations Documentation Center. Un-

supervised machine learning techniques were then

employed to cluster the articles into either misin-

formation or non-misinformation ones.

Previous approaches using the FA-KES dataset

for misinformation detection include Multinomial

Naive Bayes (Elhadad et al., 2020), optimized con-

volutional neural network (OPCNN-FAKE) (Saleh

et al., 2021), and a hybrid CNN-LSTM model

(Nasir et al., 2021). The latter approach outper-

forms previous methods by leveraging CNN and

LSTM models to capture local features and long-

term dependencies, respectively.

The term credibility signals refers to a wide

range of measurable heuristics which collectively

help journalists assess the overall trustworthiness

of information. Examples of credibility signals in-

clude the analysis of article titles (Horne and Adali,

2017), writing style (Afroz et al., 2012), rhetori-

cal structure (Rashkin et al., 2017), linguistic fea-

tures (O’Brien et al., 2018), emotional language

(Giachanou et al., 2019), biases (Dufraisse et al.,

2022), logical fallacies and inferences (Musi and

Reed, 2022). Additionally, credibility signals com-

prise meta-information that extends beyond the tex-

tual content of the article, such as the author’s repu-

tation and external references (Sitaula et al., 2020).

Zhang et al. (2018) presented a set of credibility

signals specifically for journalists, categorized into

content-based (or meta-level) and context-based.

W3C Credible Web Community Group (CWCG)2

performed the most extensive attempt to date at

cataloguing credibility signals, with more than 200

signals defined and documented.

The understanding of the significance of indi-

vidual signals for misinformation detection is lim-

ited. Dimou et al. (2022) selected 23 contextual

credibility signals defined by W3C CWCG and

built a modular evaluation pipeline to assess the

importance of each signal for web page credibility

analysis. The authors found that morphological,

syntactic and emotional features demonstrate the

highest predictive capability for determining the

credibility of web content.

2
https://github.com/w3c/credweb



Weak supervision for misinformation detection

Labelling large documents with many features,

such as credibility signals, is a very costly pro-

cess. Various approaches were proposed to address

this challenge, such as semi-supervision (Tarvainen

and Valpola, 2017), transfer learning (Zhuang et al.,

2021), and distant supervision (Hoffmann et al.,

2011). Programmatic weak supervision (PWS)

(Ratner et al., 2016) aims to combine the afore-

mentioned efforts by encoding potentially noisy

probabilistic labels using labeling functions. To

mitigate the noise from these weak signals, various

frameworks aim to combine the outputs of sev-

eral labeling functions into labels (Fu et al., 2020;

Varma et al., 2019).

Helmstetter and Paulheim (2018) performed one

of the pioneering works in applying weak supervi-

sion for misinformation detection on Twitter using

the credibility signals associated with the content

(e.g., bag-of-words, punctuation marks and senti-

ment) and context (e.g., user followers and retweet

frequency). The authors found that despite being

noisy, the source credibility labels are able to im-

prove the final classification objective. Similarly,

Shu et al. (2020a) apply weak social supervision for

misinformation detection using information regard-

ing users or their followers. In the follow-up work,

Shu et al. (2020c) apply meta weighting on weak la-

bels based on the user engagements with the news.

Wang et al. (2020) apply reinforcement learning

to leverage annotator reports for the selection of

high-quality samples representing misinformation

from a collection of weakly labelled news.

Prompted weak supervision The most relevant

work to our approach is the study by Smith et al.

(2022), which applies prompted PWS to spam de-

tection and relation extraction tasks. However, in

contrast to our prompts that require the model to

perform more nuanced content analysis through

reasoning and information retrieval capabilities, the

authors use prompts for the task of string matching

by translating regex patterns from the WRENCH

benchmark into QA prompts. For instance, in order

to identify the phrase ’check out’ in a text, they

prompt LLMs with the question: "Does the fol-

lowing comment contain the words ’check out’?".

Furthermore, their datasets primarily consist of rel-

atively short texts, such as descriptions extracted

from YouTube or SMS messages. In contrast, our

approach involves employing prompted PWS on

long documents that provide more contextual infor-

mation that can be leveraged to answer the ques-

tions. Smith et al. employ two instruction-tuned

LLM families: InstructGPT (Ouyang et al., 2022b)

and T0++ (Sanh et al., 2021). Their results show

that prompted PWS outperform the zero-shot base-

line by an average of 18.2% across all models and

datasets, with T0++ outperforming InstructGPT. In-

terestingly, the authors found that string matching

is superior to prompted PWS for the spam detec-

tion task, while the opposite is observed for the

relation extraction task.

Our approach differs from the previous work in

two key aspects. Firstly, by employing prompted

PWS for misinformation detection using credibility

signals, we tackle a more complex task that requires

nuanced analysis by the instruction-tuned LLMs.

Identifying credibility signals demands strong rea-

soning and information retrieval capabilities, along

with the ability to maintain factual accuracy, as op-

posed to the string matching tasks explored by the

authors or by the aforementioned works on PWS

for misinformation detection. Secondly, we lever-

age more recent instruction-tuned LLMs that have

demonstrated significant improvements over the

models experimented with by Smith et al. (2022).

3 Materials & Methods

Our approach employs a two-step prompting tech-

nique for obtaining the credibility signals and zero-

shot misinformation labels. As reported by Arora

et al. (2022), open-ended prompts tend to outper-

form prompts that pose restrictions or place specific

formatting conditions to the LLMs. Therefore, we

start with an open-ended prompt, then use a task-

agnostic restrictive prompt to map the answer to a

predefined class.

For credibility signals, we use an instruction

prompt along with the article text, followed by the

credibility signal prompt. This prompt pair is re-

peated for each credibility signal. For the zero-shot

prompt, we use a single instruction to detect mis-

information as a binary classification task. To map

the model’s answer to a label, we first apply simple

string matching rules. If unsuccessful, we employ

the task-agnostic category mapping prompt.

Figure 1 presents an overview of our prompt-

ing procedure using three examples of prompts for

obtaining credibility signals (the complete set of

prompts, along with examples of answers, can be

found in Appendix C).



Does the article make use of
sensationalist claims?

Does the article cite one or
more experts in the subject?

Does the article cite one or
more studies or documents?

Credibility Signals

Instruction-Tuned
LLM

Fact-Check Instruction Map Answer to Class
Instruction

Instruction-Tuned
LLM

Match

String
Match

Abstain

No

Yes

Label Model
Misinformation

Weak
Signals

Text
Classification

Model

Article Text
Article Text

Weak
Label

Figure 1: Two-step prompted weak supervision with credibility signals.

3.1 Credibility Signals

We selected eighteen credibility signals (Table 1)

shown to be important for misinformation detec-

tion by previous studies mentioned in Section 2.

There are five negative and thirteen positive sig-

nals, which contribute to ‘Non-Misinformation’

and ‘Misinformation’ respectively, given that the

answer to the respective credibility question is

’Yes’. Their contribution to the objective label is

the opposite if the answer is ’No’, and neutral if

the answer is ’Abstain’.

3.2 Instruction-Tuned Models

GPT-3.5-Turbo3 is a closed-source chatbot

trained to follow instructions using reinforcement

learning from human feedback (RLHF) (Ouyang

et al., 2022a). It is built on top of the GPT3 large

language model introduced by Brown et al. (2020).

We use the default API parameters for prompting:

100% probability mass for nucleus sampling, the

response’s maximum number of tokens as the max-

imum context length, and a presence penalty of 0.

To make the answers focused and deterministic, we

set the temperature to 0.1.

Alpaca-LoRA-30B (Taori et al., 2023) is an

open-source chatbot based on LLaMA (Touvron

et al., 2023), and finetuned with low-rank adapta-

tion (Hu et al., 2021) with 52K instruction prompts

generated using OpenAI’s text-davinci-003. The

prompting parameters used are: top-75% probabil-

ity token sampling, response’s maximum number

of tokens as 512, temperature of 0.1 and the num-

ber of beam search steps ranging from 2 to 4. We

also use 8-bit quantization (Dettmers et al., 2022).

OpenAssistant-LLaMa-30B (Köpf et al., 2023)

is a chatbot with open and crowd-sourced human-

annotated training data consisting of more than

160K messages in 35 different languages, 42.8% of

3
https://openai.com/blog/chatgpt

which are in English. Here, the dataset is used to

fine-tune a LLaMA-30B model for six epochs. The

prompting parameters were the same as the ones

used for Alpaca-LoRA-30B.

3.3 Datasets

As mentioned in Section 2, there are few datasets

for misinformation detection that (I) are not social

media data, (II) are not claim-level data, and (III)

have disjoint categorical classes as opposed to vary-

ing scales of trustworthiness.4 Next, we describe

these two datasets with further details provided in

Appendix A.

FA-KES We use the publicly available FA-KES

dataset. As described in Section 2, it consists of

long articles in English, that were annotated for

misinformation using a combination of human-

extracted named entities and unsupervised learning.

Each example contains the article text and the name

of the source that published the article. We perform

our experiments on the whole corpus of 804 news

articles, of which 426 are labeled as misinformation

and 378 are labeled as non-misinformation, and the

articles are collected from 15 different sources.

EUvsDisinfo contains articles flagged as pro-

Kremlin propaganda and disinformation by EUvs-

Disinfo5. Each article in the EUvsDisinfo database

includes a dedicated disproof section where Euvs-

Disinfo provides evidence to debunk the false in-

formation in the article. In this work, we extend the

original dataset from Kaggle6 by introducing "non-

misinformation" articles, which are news articles

referenced in the dedicated EUvsDisnfo disproof

sections. We selected a subset of English disproof

4Not suitable for our settings as each credibility signal is
designed to have a positive contribution to a single class.

5
https://euvsdisinfo.eu/about/ and https:

//euvsdisinfo.eu/disinformation-cases/
6
https://www.kaggle.com/datasets/corrieaar/

disinformation-articles



− Evidence* + Bias‡ + Inference#

− Document Citation# + Emotional Valence† + Call to Action†

− Source Credibility# + Incorrect Spelling† + Explicitly Unverified Claims†

− Expert Citation† + Personal Perspective† + Informal Tone#

− Reported by Other Sources† + Incivility† + Impoliteness†

+ Low Credibility Organisation† + Sensationalism† + Polarising Language#

Table 1: Credibility Signals.

+ Positive Signals (’Yes’ → Misinformation, ’No’ → Non-Misinformation)

− Negative Signals (’Yes’ → Non-Misinformation, ’No’ → Misinformation)

*Musi and Reed (2022) ‡Dufraisse et al. (2022) # Zhang et al. (2018) †https://github.com/w3c/credweb

articles, while preserving the original class distribu-

tion. The misinformation and non-misinformation

articles (covering 206 unique news sources) were

downloaded in March 2020 and March 2023, re-

spectively, and all articles were published before

March 2020. Each example contains the article text

and the name of the publishing source.

Both EuvsDisinfo and FA-KES datasets are split

into 80% and 20% for training and testing, respec-

tively. The distribution of true versus false articles

in both datasets is shown in Table 2.

FA-KES EUvsDisinfo

Objective Train Test Train Test

Mis/Disinformation 341 85 86 22

Non-Misinformation 302 76 311 78

Table 2: Veracity class distributions.

3.4 Classification Experiments

Our experimental setup consists of three scenarios:

supervised fine-tuning with ground-truth labels,

zero-shot prompting, and prompted PWS with cred-

ibility signals. We compute the mean and standard

deviations of the accuracy and F1-macro scores,

which were obtained over three independent runs.

Supervised fine-tuning. In the supervised fine-

tuning scenario, we use a RoBERTa-Base architec-

ture with the following hyperparameters: AdamW

optimizer, learning rate of 1e-5, batch size of 8,

max sequence length of 512, weight decay of 1e-2,

100 warmup steps, and 100 training epochs.

Zero-shot prompting. In the zero-shot scenario,

we simply prompt the instruction-tuned LLM to

perform veracity prediction on the test set.

Prompted PWS. For the PWS experiments, we

employ the Snorkel framework (Ratner et al., 2017).

Its label model, based on Ratner et al. (2019), com-

putes the inverse generalized covariance matrix of

the junction tree of the dependency graph obtained

from the weak signals. It then performs a matrix

completion-style algorithm to recover the accura-

cies of these weak signals, without using ground-

truth data. These estimated parameters are then

used to weight and combine the weak signals into

the binary veracity labels. The weak signals are as-

sumed to be conditionally independent with respect

to the binary veracity classes. We train the label

model for 500 epochs using the 18 weak signals

obtained from articles in the train split.

We experiment with the weak labels using two

different approaches:

• Label model only (L): the label model is

used to combine the 18 credibility signals ob-

tained from the test set into binary weak la-

bels, which are directly evaluated against the

ground-truth labels. With this approach, we

are not fitting a classifier to distinguish the

two classes by learning from textual features.

Instead the final prediction is a weighted com-

bination of the credibility signals.

• Full (FULL): we use the label model to com-

bine the 18 credibility signals from the train-

ing set into binary weak labels, which are then

used to train a text classifier optimized for bi-

nary cross-entropy loss. The text classifier is

based on a RoBERTa-Base architecture, shar-

ing the same hyperparameters as the super-

vised fine-tuning scenario. The trained text

classifier predicts labels for the test set, which

are subsequently evaluated against the ground-

truth labels. By incorporating textual features

and training a dedicated text classifier, FULL

(Figure 1) aims to generalise beyond the capa-

bilities of the label model and to make more

informed predictions.



3.5 Analysing Credibility Signals

Lastly, we analyse the individual impact of each

credibility signal at predicting the ground-truth bi-

nary misinformation labels. To do so, we evaluate

each credibility signal against the ground-truth ve-

racity labels for the entire FA-KES and EuvsDis-

info datasets.

4 Results

4.1 Classification Results

Table 3 shows the performance of each model on

both datasets. Zero-shot prompting produces the

lowest average scores for both datasets. While

GPT-3.5-Turbo with zero-shot prompting performs

better than the supervised classifier on the EuvsDis-

info dataset, the other two LLMs are outperformed

by the supervised classifier. Furthermore, the super-

vised classifier outperforms zero-shot predictions

for all three LLMs on the FA-KES dataset. These

findings suggest that fine-tuning a text classifier

with ground-truth data leads to higher average

scores than zero-shot prompting with LLMs.

In contrast, prompted PWS with credibil-

ity signals achieves the highest scores for both

datasets. The label model only approach sur-

passes zero-shot prompting for GPT-3.5-Turbo and

Alpaca-LoRA-30B on FA-KES, as well as for

Alpaca-LoRA-30B and OpenAssistant-30B for Eu-

vsDisinfo. Additionally, Alpaca-LoRA-30B-L and

GPT-3.5-Turbo-L manage to outperform the su-

pervised classifier for FA-KES and EuvsDisinfo,

respectively. The FULL approach further enhances

performance for both datasets. OpenAssistant-

30B-FULL achieves the highest scores for the FA-

KES dataset, with 55.3% accuracy and 54.8% F1-

macro. These values are respectively 2.4 and 1.9

absolute points higher than the supervised method.

For the EuvsDisinfo dataset, GPT-3.5-Turbo-FULL

achieves the highest scores, with 99.3% accuracy

and 99.0% F1-macro. These results indicate sig-

nificant improvements over the supervised model,

with increases of 22.3 and 37.6 absolute points

in accuracy and F1-macro, respectively, over the

supervised method. However, we must empha-

size the closed-source nature of GPT-3.5-Turbo.

At present, it is not feasible to verify whether the

model had prior access to the articles (i.e., data leak-

age), which would render any comparison unfair.

Nonetheless, it is noteworthy that OpenAssistant-

30B, an open-source model, attains the scores of

91.3% accuracy and 85.8% F1-macro using full

PWS, which are the highest scores for EuvsDis-

info when excluding the performance of GPT-3.5-

Turbo.

By directly comparing zero-shot against full

PWS, we observe that full PWS outperforms zero-

shot by an average relative increase across the three

models of +23.1% and +92.1% in F1-Macro for

the FA-KES and EuvsDisinfo datasets, respectively.

Notably, Alpaca-LoRA-30B demonstrates the high-

est increase in F1-Macro for both datasets, aver-

aging at +125.9%. Conversely, GPT-3.5-Turbo

achieves the lowest relative average F1-Macro in-

crease of +16% across both datasets.

Finally, in Table 4, we compare our results for

the FA-KES dataset with previous work. It is es-

sential to note that the FA-KES dataset lacks a

predefined test split, making precise comparisons

challenging. The cited papers were evaluated us-

ing different random splits of the dataset, albeit all

using the same test set size, which constitutes 20%

of the dataset. OpenAssistant-30B-FULL achieves

2nd place with 55.3% and 54.8% accuracy and F1-

macro scores, respectively, surpassing Saleh et al.

(2021) and Elhadad et al. (2020). Nasir et al. (2021)

achieves the highest scores, obtaining 60% accu-

racy and 59% F1-macro. However, we highlight

that unlike prior work, our model does not perform

fine-tuning with ground-truth labels.

4.2 Credibility Signals Analysis

Figure 2 reports the accuracy and coverage7 of

each credibility signal compared to the ground-

truth binary veracity labels. Due to space con-

straints, we report the fine-grained distribution of

the credibility signals extracted respectively from

mis/disinformation and non-misinformation arti-

cles in Appendix D.

For EuvsDisinfo, we observe a mean accuracy

(µacc) of 68%, with a total of 10 signals achieving

accuracy scores higher than 70%: Bias, Emotional

Valence, Polarising Language, Informal Tone, In-

correct Spelling, Reported by Other Sources, Impo-

liteness, Source Credibility, Incivility, and Sensa-

tionalism, in increasing order. Among these, Sen-

sationalism achieves the highest accuracy score

of 81%. Expert Citation and Document Citation

achieve less than 50% accuracy. In terms of cov-

erage, 14 signals achieve scores higher than 90%,

with the exception of Bias at 71%, Low Credibility

7percentage of examples in which the respective credibility
signal did not abstain from voting.



FA-KES EuvsDisinfo

Setting
Fine-tuned

with GT labels
Model Accuracy F1-Macro Accuracy F1-Macro

Supervised ✓ RoBERTa-Base 52.9 ± 1.9 52.9 ± 1.9 77.0 ± 4.0 61.4 ± 9.0

Zero-Shot

× GPT-3.5-Turbo 46.2 ± 2.5 43.3 ± 2.0 87.7 ± 5.1 83.8 ± 5.7

× Alpaca-LoRA-30B 52.7 ± 0.7 34.9 ± 0.9 24.0 ± 3.5 21.1 ± 5.3

× OpenAssistant-30B 52.3 ± 4.3 50.4 ± 5.5 58.7 ± 4.7 56.1 ± 3.8

Weakly Supervised

× GPT-3.5-Turbo-L 47.9 ± 4.8 47.4 ± 4.3 77.0 ± 3.5 73.5 ± 4.5

× Alpaca-LoRA-30B-L 53.8 ± 1.9 53.2 ± 2.6 54.0 ± 7.0 50.4 ± 8.0

× OpenAssistant-30B-L 49.2 ± 5.5 49.1 ± 5.4 69.0 ± 9.5 63.5 ± 11.4

× GPT-3.5-Turbo-FULL 49.8 ± 3.6 49.3 ± 3.0 99.3 ± 0.6 99.0 ± 0.9

× Alpaca-LoRA-30B-FULL 53.0 ± 4.5 51.2 ± 2.9 67.0 ± 10.0 64.4 ± 12.7

× OpenAssistant-30B-FULL 55.3 ± 3.5 54.8 ± 3.6 91.3 ± 2.5 85.8 ± 5.2

Table 3: Classification results according to accuracy and F1-macro for FA-KES and EUvsDisinfo. Mean ± 1 std

are computed over three random seed runs. Best results for each dataset are in bold.

L=Label model only, FULL=Label model + RoBERTa-Base

Model
Trained with

GT labels
Accuracy F1-Macro

Hybrid CNN-RNN

(Nasir et al., 2021)
✓ 60 ± 0.7 59

OpenAssistant-30B-FULL × 55.3 ± 3.5 54.8 ± 3.6

OPCNN-FAKE

(Saleh et al., 2021)
✓ 53.99 53.99

Multinomial Naive Bayes

(Elhadad et al., 2020)
✓ 58 50

Table 4: Indirect* comparison of results with previous
works for the FA-KES dataset. Results sorted by

F1-Macro.
*Obtained from different data splits.

Organization, Reported by Other Sources, both at

67%, and Emotional Valence at 45%.

In FA-KES, we attain a µacc of 49%, with 5 sig-

nals achieving accuracy scores higher than 50%:

Explicitly Unverified Claims and Bias, both at 51%,

Document Citation at 52%, Expert Citation at 53%,

and Low Credibility Organization at 54%. The re-

maining signals range in accuracy from 46% to

49%, with the exception of Reported by Other

Sources that achieves the lowest accuracy (39%).

In terms of coverage, 13 signals score above 90%,

with the exception of Source Credibility at 88%, Re-

ported by Other Sources at 66%, Bias at 58%, Low

Credibility Organization at 49%, and Emotional

Valence at 45%.

We obtain a similar standard deviation of 0.15

and 0.19 for the coverage scores of EuvsDisinfo

and FA-KES, respectively. However, the standard

deviation of the accuracy scores varies significantly

between both datasets, with 0.13 and 0.03 for Eu-

vsDisinfo and FA-KES, respectively. For example,
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Figure 2: Accuracy and coverage per credibility signal.

Expert Citation achieves accuracy scores of 33%

for EuvsDisinfo and 53% for FA-KES, while both

attain similar coverage scores of 95% and 98% for

EuvsDisinfo and FA-KES, respectively. This may



be a reflection of the variability in the distribution

of these signals across different datasets, and may

be correlated with their underlying characteristics.

In particular, Incivility and Sensationalism ob-

tain the top two highest average accuracy scores

of 79% and 81%, respectively, for the EuvsDisinfo

dataset. Since EuvsDisinfo consists of articles orig-

inating from pro-Kremlin media, it would be rea-

sonable to assume the presence of these signals in

articles promoting counterpropaganda, for example.

In the case of the FA-KES dataset, Low Credibility

Organization achieves the highest average accuracy

score of 54%, which may be attributed to the fact

that the 804 articles in FA-KES were published by

only 15 different sources.

We highlight that the Emotional Valence sig-

nal achieves over 98% coverage with the GPT-

3.5-Turbo model, despite its low average cover-

age of 45% across the three models. While both

OpenAssistant-LLaMa-30B and Alpaca-LoRA-

30B provide correct answers for this specific cred-

ibility signal, the extraction of the objective class

from the answer often led to the incorrect assign-

ment of ’Abstain’ labels by the second step of our

prompting method. For the remaining signals, we

consistently observed accurate mappings between

the answers and the objective classes.

5 Discussion of Key Findings

Returning to our research questions, we find that:

(RQ1) Zero-shot prompting for instruction-

tuned LLMs is consistently outperformed by fine-

tuning supervised text classifiers with ground-truth

data for long article veracity classification.

(RQ2) Prompted PWS achieves notable improve-

ments over zero-shot prompting, with relative per-

centage increases in F1-macro of +23.1% and

+92.1%, averaged across the three models for FA-

KES and EuvsDisinfo, respectively. Prompted

PWS also outperforms supervised text classifiers

trained on ground-truth data, achieving the highest

scores of 54.8% and 99.0% F1-macro for FA-KES

and EuvsDisinfo, respectively.

(RQ3) Certain signals, even when considered

individually, achieve competitive accuracy scores

compared to direct zero-shot prompting for verac-

ity classification. However, their accuracy varies

significantly across datasets, indicating a correla-

tion between the accuracy of certain signals and

the underlying properties of the datasets. This high-

lights the necessity of quality over quantity when

leveraging credibility signals for veracity classifi-

cation. Additionally, the performance of signals

such as Low Credibility Organisation and Source

Credibility highlights the capabilities of LLMs in

leveraging external knowledge acquired during pre-

training to accurately assess credibility, as these

signals often require information that is external to

the article’s text.

In conclusion, we highlight that a critical con-

cern within the AI community revolves around the

ethical application of LLMs. Significant efforts

are being made to align instruction-tuned LLMs in

adhering to safety protocols and enhancing factual

accuracy. The ability to evaluate the presence of

sufficient factual support and ethical considerations

before providing an answer, and to refrain from an-

swering when appropriate, is a valuable feature

when combined with PWS. In such cases, signals

can abstain from contributing to the objective label

for a specific example, rather than being forced to

offer a potentially hallucinated erroneous answer.

This resonates with our observed results on Section

4.2, as signals with moderate coverage rate often

achieve the highest accuracy scores.

6 Conclusion & Future Work

This paper reported experiments on two datasets

of long articles labeled for content veracity. We

employed weak supervision to combine 18 cred-

ibility signals obtained by prompting instruction-

tuned large language models. Our approach con-

sistently outperforms zero-shot prompting for all

three models across both datasets. Moreover, our

approach achieves better performance than super-

vised text classifiers trained with ground-truth data

and demonstrates comparable performance to other

related work on the FA-KES dataset, even though

we do not use any ground-truth labels for training.

Furthermore, we evaluated the performance of each

individual credibility signal in predicting content

veracity, providing valuable insights into their role

in misinformation detection.

In future work, we plan to extend this research to

multiple languages and incorporate different modal-

ities into new credibility signals.

Limitations

It is important to note that our focus is on assessing

the contribution of LLM-predicted credibility sig-

nals on article-level veracity classification. Further

research is required to determine if the proposed



method and the set of credibility signals can be ef-

fectively applied to claim-level fact-check datasets,

since our approach has access to significantly less

contextual information in such cases.

Also, the use of instruction-tuned LLMs comes

with significant computational demands, particu-

larly in terms of GPU resources, even when em-

ploying lightweight optimization techniques like

8-bit quantization. In fact, our proposed method is

considerably more GPU-intensive than zero-shot

prompting, as LLMs are prompted multiple times

per example instead of just once. Further research

is necessary to investigate the feasibility of obtain-

ing multiple credibility signals in a single prompt

without significantly reducing performance.

Finally, we emphasize that we investigated the

possibility of data leakage from the datasets of FA-

KES and EUvsDisinfo in both Alpaca-LoRA-30B

and OpenAssistant-LLaMa-30B using exact string

matching. Our investigation revealed no evidence

of data leakage. However, it is important to note

that due to the closed-source nature of GPT-3.5-

Turbo, we are unable to make similar observations

as the model architecture and training data remain

proprietary. Also, we highlight that we did not

investigate potential data leakage on LLaMA’s pre-

training corpora, which consists of 7 datasets to-

talling more than 4.5 terabytes of text. We describe

the data leakage investigation in more details in

Appendix B.
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computationally demanding due to the application

of LLMs to the assessment of large articles based

on 18 different credibility signals and the number
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A Datasets

In this section we detail characteristics of EuvsDis-

info and FA-KES.

A.1 FA-KES

FA-KES comprises 804 articles written in En-

glish, and collected from 15 different sources, of

which 426 are labeled as misinformation, and 378

are labeled as non-misinformation. Figure 4 dis-

plays the distribution of misinformation and non-

misinformation articles per source.

A.2 EuvsDisinfo

The dataset of EuvsDisinfo articles introduced in

this paper is composed of 497 articles written in

English, and collected from 206 unique sources, of

which 108 are labeled as disinformation, and 389

are labeled as reliable (i.e. non-misinformation)

content. Figure 3 displays the distribution of the

top 15 sources containing the most disinformation

and reliable articles respective.



A.3 Differences between datasets

The two datasets differ in many aspects, including

(I) their topic, (II) the way in which their ground-

truth labels were obtained, (III) the number of dif-

ferent news sources, and (IV) the length of the

articles.

(I) FA-KES news articles are focused entirely

on the Syrian war, while EuvsDisinfo’s articles

originate from a wide range of topics discussed in

pro-Kremlin media.

(II) FA-KES was annotated using unsupervised

approaches to combine human-annotated infor-

mation (e.g., dates and locations), and compared

against ground-truth facts from the Syrian Viola-

tions Documentation Center. In contrast, Euvs-

Disinfo’s disinformation articles were debunked

after thorough manual investigations by verifica-

tion, while the reliable, non-misinformation articles

were provided directly in the dedicated disproof

sections of each EuvsDisinfo article where the ver-

ification professionals used them as evidence in

debunking the pro-Kremlin disinformation.

(III) FA-KES contains only 15 different news

sources: ahram, manar, alalam, alaraby, dailysabah,

sana, sputnik, etilaf, trt, jordantimes, reuters, ara-

biya, nna, asharqalawsat, and tass. Additionally,

all sources contain both misinformation and non-

misinformation articles, often in similar propor-

tions, as shown in Figure 4. EuvsDisinfo contains

206 different sources, with the vast majority of

them exclusively publishing either disinformation

or reliable articles. The only exceptions are sput-

niknews.com with 1 article used as evidence and

28 disinformation articles, rt.com with 3 reliable

articles and 15 disinformation articles, and finally

defensenews.com and veteranstoday.com, both with

1 reliable article and 1 disinformation article each.

(IV) For FA-KES, the average number of charac-

ters per article is 1, 968, while the average number

of tokens per article is 336. For EuvsDisinfo, the

average number of characters per article is 6, 836,

while the average number of tokens per article is

1, 240.

B Data Leakage Investigation

In order to investigate whether the open-source

instruction-tuned LLMs had access to the FA-KES

or EuvsDisinfo datasets during the fine-tuning

stage, we conducted the following evaluation pro-

cess: Firstly, for each training sample of Alpaca

and OpenAssistant, we combined the instruction,

input, and output into a single string, with each

component separated by a newline character. Sub-

sequently, we lowercased and sentensized each

document on the four datasets: EuvsDisinfo, FA-

KES, OpenAssistant, and Alpaca. Finally, we it-

erated through the sentence pairs in two specific

datasets and computed the count of exact sentence

matches with the training data in both Alpaca and

OpenAssistant. Table 5 presents the percentage of

sentences that were matched for each dataset pair.

Upon performing exact matching for whole doc-

uments instead of sentences, we did not match a

single instance between any pairs of datasets.

Alpaca8

Dataset Sentences Matches Percentage

FA-KES 9767 41 0.4%

EuvsDisinfo 20494 199 1.0%

OpenAssistant9

Dataset Sentences Matches Percentage

FA-KES 9767 41 0.4%

EuvsDisinfo 20494 871 4.3%

Table 5: Amount of sentences from FA-KES and Eu-

vsDisinfo that were found in the training set of Alpaca

and OpenAssistant.

We highlight that we did not perform any inves-

tigation towards data leakage on the corpora used

to pre-train LLaMA, which consists of 7 different

datasets totalling more than 4.5 terabytes of text.

Within our limited time and resources, we our fo-

cused our efforts into investigating potential data

leakage in the instruction-tuning dataset.

C Prompts

In this section we provide a more in-depth descrip-

tion of the prompting strategy, along with the com-

plete prompts.

As stated in section 3, our prompting strategy

differs slightly for obtaining weak signals and zero-

shot labels. Additionally, we employ a two-step

prompting technique to map the answers to pre-

defined categories. The instruction prompts are

presented in Table 6, while the credibility signal

prompts are presented in Table 7.

8
https://huggingface.co/datasets/tatsu-lab/

alpaca
9
https://huggingface.co/datasets/

OpenAssistant/oasst1
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Figure 3: Distribution of the top 15 sources containing most Misinformation (bottom) and Non-Misinformation

(top) articles for EuvsDisinfo.

ah
ram

man
ar

ala
lam

ala
rab

y

da
ilys

ab
ah san

a

spu
tni

k
eti

laf trt

jor
da

nti
mes

reu
ter

s

ara
biy

a
nn

a

ash
arq

ala
wsat tas

s

Source

0

10

20

30

40

50

60

70

Nu
m

be
r o

f a
rti

cle
s

Class
Misinformation
Non-Misinformation

Figure 4: Distribution of Misinformation and Non-Misinformation articles per source for FA-KES.



To obtain the weak signals, we begin by using an

instruction prompt that guides the model to provide

objective answers to the upcoming questions. This

prompt includes the news article text. Then, we

use a credibility signal prompt to ask the model if

the respective credibility signal is applicable to the

provided article. This prompt pair is repeated for

each credibility question, and no context is shared

from one credibility signal to another.

As for the zero-shot prompt, we use a single

instruction prompt along with the article text to

ask the model if the article contains misinforma-

tion/propaganda or not.

To map the model’s answer to a specific class,

we follow a two-step process. First, we retrieve

the model’s answer to a question and apply simple

string matching rules to extract an objective class.

Effectively, we check if the answer starts with the

string representing one of the expected classes. For

the zero-shot prompt, the classes are ’Yes’ or ’No’,

while for the weak supervision prompts, the classes

are ’Yes’, ’No’, or ’Abstain’.

However, if the string matching fails, we resort

to a task-agnostic category mapping prompt. This

prompt provides both the question and the answer

to the instruction-tuned LLM, instructing it to map

the answer to one of the expected categories. No-

tably, the model does not have access to the article

text in this prompt.

In tables 8 and 9 we show complete sets of an-

swers obtained from prompting the best LLMs

on FA-KES and EuvsDisinfo, respectively, on a

randomly-selected sample from each dataset. Note

that a few long answers are truncated and signaled

with "[...]" due to space constraints.

D Credibility Signals

Figures 5 and 6 display the distribution of votes

towards the veracity classification objective for

each credibility signal for EuvsDisinfo and FA-

KES, respectively. We distinguish the distri-

butions obtained from mis-/disinformation arti-

cles from the distributions obtained from non-

misinformation/reiable articles.

For EuvsDisinfo, 11 signals vote towards false-

ness considerably more often on articles whose

ground-truth label is mis-/disinformation: Bias,

Emotional Valence, Explicitly Unverified Claims,

Impoliteness, Incivility, Inference, Low Credibil-

ity Organisation, Personal Perspective, Polarising

Language, Sensationalism, and Source Credibility.

In contrast, 7 signals present a similar voting pat-

tern towards falseness independently of the article’s

ground-truth veracity: Call to Action, Document Ci-

tation, Evidence, Expert Citation, and Reported by

Other Sources, Incorrect Spelling, Informal Tone.

For the FA-KES dataset, however, all signals

achieve a similar voting distribution independently

of the article’s ground-truth veracity label. These

distributions reflect the accuracy scores reported in

Section 4.2, with a mean accuracy score (µacc) of

49%.



Prompt Type Prompt Text

Weak Supervision

Instruction

I want you to assist me on fact checking news articles.

I will provide the whole article text, then I will ask a

series of questions about the content of the article.

You may elaborate objectively on the answer.

Below is the article we will analyse:

"{text}"

Weak Supervision

‘Map to Category’

Instruction

I will provide you with a question and the answer to that question.

Your job is to classify the answer into three possible categories.

You may only answer with the name of the category.

They are "YES", "NO", and "ABSTAIN".

Q: {question}

A: {answer}

Category:

Zero-Shot

Instruction

I want you to assist me on fact checking news articles.

I will provide the whole article text.

You should answer the following question:

Does this article contain misinformation or propaganda?

You should elaborate clearly on all the reasons why you would

find reasons to classify the article as misinformation or propaganda.

Below is the article we will analyse:

"{text}"

Zero-Shot

‘Map to Category’

Instruction

I will provide you with a question and the answer to that question.

Your job is to classify the answer into three possible categories.

You may only answer with the name of the category.

They are either "YES" or "NO".

You may not answer with anything other than that.

Q: Does this article contain misinformation or propaganda?

A: {answer}

Category:

Table 6: System Instruction Complete Prompts



Credibility Signal Weak Supervision Prompt

Evidence* Does the article present any supporting evidence

or arguments to substantiate its claims?

Bias‡ Does the article contain explicit or implicit biases?

Inference# Does the article make claims about correlation and causation?

Explicitly Unverified Claims† Does the article contain claims that are explicitly unverified?

Personal Perspective† Does the article express the author’s opinion on the subject?

Emotional Valence† Is the language in the article extremely negative

or extremely positive instead of neutral?

Polarising Language# Does the article make use of polarising terms

or make divisions into sharply contrasting groups

or sets of opinions or beliefs?

Call to Action† Does the article contain language that can be understood as a call to action,

requesting readers to follow through with a particular task

or telling readers what to do?

Expert Citation† Does the article cite one or more experts in the subject?

Document Citation# Does the article cite one or more studies or documents?

Source Credibility# Does the article cite sources that are generally considered credible?

Incorrect Spelling† Does the article have significant misspellings and/or grammatical errors?

Informal Tone# Does the article make use of all caps

or consecutive exclamation or question marks?

Incivility† Does the article make use of stereotypes and generalizations of groups of people?

Impoliteness† Does the article contain insults, name-calling, or profanity?

Sensationalism† Does the article make use of sensationalist claims?

Low Credibility Organization† This article was posted by a media outlet called {organization_name}.

Is this source known for publishing false, unverified, or propagandistic articles?

Reported by Other Sources† Was the story on this article reported by other reputable media outlets?

Table 7: Complete set of Prompts for the Credibility Signals

*Musi and Reed (2022) ‡Dufraisse et al. (2022) # Zhang et al. (2018) †https://github.com/w3c/credweb



Credibility Signal Answer Vote Ground-Truth

Evidence

Yes, the article presents some supporting evidence and arguments

to substantiate its claims. For example, it cites a statement from

Hezbollah al-Nujaba that its forces have killed 23 al-Nusra Front

militants and injured 18 others in Khan Touman. It also mentions

that [...]

Non-Misinformation Non-Misinformation

Explicitly Unverified Claims

Yes, the article contains claims that are explicitly unverified.

For example, the article states that "23 members of the al-Nusra

Front terrorist group were killed in clashes with Hezbollah al-Nujaba,"

but it does not provide any evidence or sources to support this claim.

Additionally, the article states that [...]

Misinformation Non-Misinformation

Personal Perspective
No, the article does not express the author’s opinion on the subject.

It is a factual report of events that have taken place in Syria.
Non-Misinformation Non-Misinformation

Emotional Valence The language in the article is neutral. ABSTAIN Non-Misinformation

Polarizing Language

Yes, the article uses polarizing terms and makes divisions into sharply

contrasting groups or sets of opinions or beliefs. For example, it refers to

the al-Nusra Front as a "terrorist group" and portrays Hezbollah al-Nujaba

as a "major Iraqi Shiite (Shia) resistance movement fighting against terrorism."

It also mentions the "Syrian government forces" and "militant groups"

as separate entities.

Misinformation Non-Misinformation

Call to Action

No, the article does not contain any language that can be understood as a call to action,

requesting readers to follow-through with a particular task or tells readers what to do.

It is a news article reporting on a military operation in Syria.

Non-Misinformation Non-Misinformation

Bias

Yes, the article contains biases. The article is written from the perspective

of the Hezbollah al-Nujaba movement, which is a Shiite resistance movement

fighting against terrorism in Syria. The article presents the group’s actions in a

positive light, highlighting their successes in killing al-Nusra Front militants

and destroying their equipment. The article also presents [...]

Misinformation Non-Misinformation

Inference No, the article does not make any claims about correlation and causation. Non-Misinformation Non-Misinformation

Expert Citation No, the article does not cite any experts in the subject. Misinformation Non-Misinformation

Document Citation No, the article does not cite any studies or documents. Misinformation Non-Misinformation

Source Credibility

Yes, the article cites sources that are generally considered credible,

such as the Syrian Army, Hezbollah al-Nujaba,

and the Russian and Syrian air fleets.

Non-Misinformation Non-Misinformation

Incorrect Spelling No, the article does not have significant misspellings or grammatical errors. Non-Misinformation Non-Misinformation

Informal Tone No, the article does not make use of all caps or consecutive exclamation or question marks. Non-Misinformation Non-Misinformation

Incivility

Yes, the article makes use of stereotypes and generalizations about groups of people.

For example, it refers to members of the al-Nusra Front as "terrorists" and "militants,"

and it describes Hezbollah al-Nujaba as a "major Iraqi Shiite (Shia) resistance movement

fighting against terrorism." These terms can be seen as stereotypes and generalizations

that oversimplify complex situations and groups of people.

Misinformation Non-Misinformation

Impoliteness No, the article does not contain insults, name-calling or profanity. Non-Misinformation Non-Misinformation

Sensationalism
No, the article does not make use of sensationalist claims. It presents the

information in a factual and objective manner.
Non-Misinformation Non-Misinformation

Low Credibility Organisation

Alalam is a media outlet based in Iran and is known for having a pro-Iranian

government slant in its reporting. However, it is not necessarily known

for publishing false or unverified articles. It is important to consider the source

and potential biases when evaluating the information presented in the article.

ABSTAIN Non-Misinformation

Reported by Other Sources

Yes, the story was reported by other reputable media outlets.

According to the article, Hezbollah al-Nujaba, a major Iraqi Shiite

resistance movement fighting against terrorism in Syria, killed 23 members of

the al-Nusra Front terrorist group in clashes in the strategic town of Khan Touman

in the Northern Province of Aleppo. The Syrian Army troops and its popular allies,

backed up by the country’s fighter jets and artillery units, launched large-scale operations

[...]

Non-Misinformation Non-Misinformation

Table 8: Complete set of answers obtained from prompting OpenAssistant-LLaMa-30B for credibility signals for

a single randomly selected sample from FA-KES.



Credibility Signal Answer Vote Ground-Truth

Evidence

The article does not present any supporting evidence or arguments to substantiate its claims.

It is written in a highly opinionated and biased tone, using inflammatory

language and making sweeping generalizations without providing any

factual evidence to back them up.

Non-Misinformation Misinformation

Explicitly Unverified Claims

Yes, the article contains several claims that are explicitly unverified.

For example, there is no evidence provided to support the claim that the

Trump administration gets unreasonably excited when other entertainers

find employment atop the political ranks of other countries.

Additionally, there is no evidence provided to support the

claim that the US is stealing elections in the UK.

Misinformation Misinformation

Personal Perspective Yes, the article expresses the author’s opinion on the subject. Misinformation Misinformation

Emotional Valence The language in the article is extremely negative and uses a lot of hyperbole and sarcasm. Misinformation Misinformation

Polarizing Language

Yes, the article makes use of polarising terms and creates divisions

between the ruling American elites and other countries,

particularly Ukraine and the UK. The article portrays the Trump

administration as a circus and compares it to the use of a

chambrière whip to command animals.

The article also suggests [...]

Misinformation Misinformation

Call to Action
No, the article does not contain language that can be understood

as a call to action or request for readers to follow-through with a particular task.
Non-Misinformation Misinformation

Bias

Yes, the article contains explicit biases against the Trump administration and

the United States government. The author portrays the Trump administration

as a circus and compares them to animal handlers using whips to command animals.

The article also suggests that the US government is stealing elections in the UK

and is convinced that it is [...]

Misinformation Misinformation

Inference

The article implies a correlation between the Trump

administration and a circus, as well as a correlation between the American ruling elites

and the use of a chambrière whip. However, it does not provide evidence

to support a causal relationship between these things.

Misinformation Misinformation

Expert Citation The article does not cite any experts in the subject. Misinformation Misinformation

Document Citation

No, the article does not cite any studies or documents.

It is an opinion piece that presents the author’s views on the

Trump administration and its actions in relation to other countries.

Misinformation Misinformation

Source Credibility

The article does not mention any specific sources that are not considered credible.

However, the article itself is an opinion piece and may not be considered a credible

source for factual information.

ABSTAIN Misinformation

Incorrect Spelling
There are a few minor errors, such as "in plain worlds" instead of "in plain words,"

but overall the article is well-written and coherent.
Non-Misinformation Misinformation

Informal Tone No, the article does not make use of all caps or consecutive exclamation or question marks. Non-Misinformation Misinformation

Incivility

Yes, the article makes use of stereotypes and generalizations of groups of people, particularly

in its comparison of the Trump administration to a circus and its characterization of Ukrainian

and British politicians as clowns and showmen. The article also portrays the American elites

as ruling and untrustworthy, and suggests that the US is willing to steal elections in the UK.

These generalizations and stereotypes are not based on factual evidence

and can be harmful and misleading.

Misinformation Misinformation

Impoliteness
Yes, the article contains insults and name-calling towards the Trump

administration and Boris Johnson.
Misinformation Misinformation

Sensationalism

Yes, the article makes use of sensationalist claims by comparing the Trump administration

to a circus and using exaggerated language to describe their actions and motives.

The article also presents some claims without providing evidence to support them,

such as the accusation that the US is stealing elections in the UK.

Misinformation Misinformation

Low Credibility Organisation

As an AI language model, I cannot make claims about the credibility

of a media outlet without sufficient evidence. However, it is always important

to fact-check and verify information from multiple sources

before accepting it as true.

ABSTAIN Misinformation

Reported by Other Sources
There is no information provided in the article to confirm

whether the story was reported by other reputable media outlets.
ABSTAIN Misinformation

Table 9: Complete set of answers obtained from prompting GPT-3.5-Turbo for credibility signals for a single

randomly selected sample from EuvsDisinfo.
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Figure 5: Distribution of votes towards the content veracity objective per credibility signal extracted from Mis-

/Disinformation articles (top) and Non-Misinformation/Reliable articles (bottom) from EuvsDisinfo. Obtained

from the best performing LLM (GPT-3.5-Turbo) for this dataset. Means and stds are averaged across across three

different runs.
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Figure 6: Distribution of votes towards the content veracity objective per credibility signal extracted from Mis-

/Disinformation articles (top) and Non-Misinformation/Reliable articles (bottom) from FA-KES. Obtained from the

best performing LLM (OpenAssistant-LLaMA-30B) for this dataset. Means and stds are averaged across across

three different runs.


