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ABSTRACT

The task of retrieving already debunked narratives aims to detect

stories that have already been fact-checked. The successful detec-

tion of claims that have already been debunked not only reduces

the manual efforts of professional fact-checkers but can also con-

tribute to slowing the spread of misinformation. Mainly due to

the lack of readily available data, this is an understudied problem,

particularly when considering the cross-lingual task, i.e. the re-

trieval of fact-checking articles in a language different from the

language of the online post being checked. This paper fills this gap

by (i) creating a novel dataset to enable research on cross-lingual

retrieval of already debunked narratives, using tweets as queries

to a database of fact-checking articles; (ii) presenting an extensive

experiment to benchmark fine-tuned and off-the-shelf multilingual

pre-trained Transformer models for this task; and (iii) proposing

a novel multistage framework that divides this cross-lingual de-

bunk retrieval task into refinement and re-ranking stages. Results

show that the task of cross-lingual retrieval of already debunked

narratives is challenging and off-the-shelf Transformer models fail

to outperform a strong lexical-based baseline (BM25). Neverthe-

less, our multistage retrieval framework is robust, outperforming

BM25 in most scenarios and enabling cross-domain and zero-shot

learning, without significantly harming the model’s performance.
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1 INTRODUCTION

Automated fact-checking systems play a vital role in both counter-

ing false information on digital media and alleviating the burden

on fact-checkers [8]. A key functionality of these systems is the re-

trieval of previously fact-checked similar claims, which essentially

means the retrieval of already debunked narratives [18, 19, 25]. To

achieve this, prior work involves training retrieval models, primar-

ily focusing on monolingual retrieval [13, 18, 19, 25]. In this, the

underlying assumption is that these monolingual retrieval models

consider previously fact-checked claims to be exclusively present

in one language. However, previous studies [22, 29, 30] demon-

strate that similar false narratives continue to spread in multiple

languages, despite the availability of fact-checks for several months

in another language. Hence, automatically finding debunked narra-

tives in multiple languages is crucial to make the best use of scarce

fact-checkers resources. For this research, łdebunked narrativesž

are defined as false narratives that spread even after they have

already been debunked by at least one professional fact-checker.

In this study, we define the task of cross-lingual retrieval

of already debunked narratives (CLRADN) as a cross-lingual

Figure 1: Cross-lingual retrieval of already debunked narra-

tives: tweet is in Hindi and the relevant debunk is in English.

information retrieval problem. Here, we use a misinformation tweet

as a query and retrieve from a corpus of fact-checking articles in

multiple languages (Figure 1). The primary goal of CLRADN is to

assist fact-checkers in identifying false narratives that continue

to spread in one language, even after being debunked by some

fact-checker in another language. Our main contributions are:

• The Multilingual Misinformation Tweets (MMTweets) dataset:

a novel corpus of annotated tweets containing false narra-

tives in English, Portuguese, Spanish and Hindi, together

with their corresponding fact-checking articles in different

languages. In total, it comprises 1, 600 query tweets and 30, 452

fact-checking articles for retrieval1 (see Table 1 for examples).

• A multistage retrieval framework that effectively tackles the

cross-lingual nature of the CLRADN task. An extensive compara-

tive evaluation with lexical, off-the-shelf and fine-tuned state-of-

the-art Multilingual Pretrained Transformer(MPT) models shows

that our method achieves highest scores on five different lan-

guages, demonstrating its effectiveness and broad applicability.

• Cross-lingual and cross-dataset evaluations using different

datasets for training and testing. With these evaluations, we

demonstrate the challenge of building a generalisable CLRADN

model that can be used across different languages and domains.

In the following section, we discuss the related work. Section

3 details the MMTweets dataset. Section 4 presents the various

experimental methods and the results are presented in Section 5.

We conclude the paper in Section 7.

2 RELATED WORK

In order to minimise the spread of misinformation and speed up

professional fact-checking, the initial verification step often in-

volves searching for fact-checking articles that have already de-

bunked similar narratives [18, 19]. This task is accomplished by

1The dataset and code are available at https://doi.org/10.5281/zenodo.7144808.
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Table 1: Sample Hindi and Spanish query tweets and their corresponding debunks from the MMTweets dataset.

Fields Hindi Query Tweet - English Debunk Spanish Query Tweet - English Debunk

Tweet Covid19 es el arma biológica que se cree q fue creado en el Lab.

d Wuhan [...] (English translation: COVID-19 is the biological

weapon that is created in the Wuhan Lab [...])

Debunk title Old Photo Passed Off As Justin Trudeau Sitting

In An Anti-Farm Laws Protest

It is impossible to implant a chip in the vaccine against COVID-

19 to control the population

Debunk claim Justin Trudeau sits in protest in support of the

protesting farmers.

They will implant a microchip in the coronavirus vaccine to

control the population for political and economic purposes.

Debunk article A photo from 2015 of Canadian Prime Minisiter

Justin Trudeau attending a Diwali celebration [...]

Current technologies and international legal and health con-

trols would not allow the introduction of a chip in future [...]

training of debunked-narrative retrieval models, which use misin-

formation claims as queries to find relevant debunked narratives

[16, 17, 24, 28]. Shaar et al. [24] propose the task of detecting previ-

ously fact-checked claims and released a dataset of claims and fact-

checking articles from Snopes and PolitiFact. Shaar et al. [23] study

the role of context in claims made in a political debate, while Vo and

Lee [33] investigate the use of multimodal information in tweets

to retrieve previously fact-checked content. The CLEF CheckThat!

Lab evaluations [2, 18, 19, 25] focus on a fully automated pipeline

of fact-checking claims, where fact-checked claim retrieval is one

of the steps in the claim verification workflow. Nevertheless, all the

above mentioned work only focuses on the monolingual scenario.

Kazemi et al. [13] addressed the task of claim matching to iden-

tify pairs of similar claims. They conduct retrieval experiments

with BM25 and different off-the-shelf Transformer models such as

LaBSE [6] and XLM-RoBERTa [3]. They found that multistage re-

trieval [20] using BM25 and XLM-RoBERTa [3] re-ranking beats the

competitive BM25 baseline in some cases. Although they present

results for multiple languages, they only experiment with mono-

lingual settings and do not perform cross-lingual claim retrieval.

Next, Kazemi et al. [14] work on cross-lingual claim retrieval. They

find that the BM25 outperforms or is on par with MPT models on

monolingual claim retrieval and LaBSE to be performing best on

cross-lingual claim retrieval. However, they do not train custom

claim retrieval models or perform cross-lingual zero-shot testing,

which we do in this paper (see Section 4.2).

Furthermore, this paper investigates how MPT models can be

exploited in a multistage retrieval setting to encode useful seman-

tic information from fact-check pages in a way that effectively

tackles the cross-lingual nature of the CLRADN task. For this, we

propose a retrieval framework which trains powerful bi-encoder

and cross-encoder models for the task of CLRADN (see Section

4.2). Moreover, the majority of previous work [19, 24] builds mod-

els that retrieve claims from corpora of fact-checks produced by a

single fact-checking organisation. In order to explore method gen-

eralisability, we experiment with fact-checking articles published

by multiple fact-checking organisations (Section 3). This allows

us to build retrieval models that are agnostic to fact-check article

structure which is particularly crucial for cross-lingual retrieval.

In summary, our research is novel because it differs from previ-

ous work by (i) presenting a new dataset for the task of debunked-

narrative retrieval that enables cross-lingual and multilingual re-

search; (ii) proposing a multistage retrieval framework for CLRADN

that shows competitive results in domain adaptation and zero-shot

learning settings; and (iii) providing the first cross-lingual study to

compare changes in retrieval performance using different off-the-

shelf and fine-tuned MPT models.

3 MMTWEETS DATASET

MMTweets is a new dataset of misinformation tweets annotated

with their corresponding fact-checked articles, both available in

multiple languages. MMTweets primarily comprises COVID-19-

related misinformation tweets in English, Hindi, Portuguese and

Spanish. The languages were selected based on two criteria: 1)

these are the most frequent languages in previous publicly available

COVID-19misinformation datasets [15, 29]; 2) the chosen languages

are among some of the most widely spoken ones worldwide.

The dataset was built in two steps: first the raw data was col-

lected, followed by manual data annotation.

3.1 Raw Data Collection

First, we collect total of 30, 452 fact-checking articles published by

different fact-checking organisations covering our target languages,

namely Boomlive2 (English), Agence France-Presse (AFP)3 (German,

English, Arabic, French, Spanish, Portuguese, Indonesian, Catalan,

Polish, Slovak and Czech), Agencia EFE4 (Spanish) and Politifact5

(English). For each fact-checking article, we collect the following

information fields: article title, the debunked claim statement and

the article body full-text. Next, we select a random sample of 1, 600

fact-checking articles with a focus on COVID-19 misinformation

published between January 2020 and March 2021, so as to allow for

temporal and topical variety as the pandemic unfolded. Due to the

global nature of the COVID-19 pandemic, this sampling approach

also maximises the chance of including similar narratives spreading

in multiple languages.

2https://www.boomlive.in/
3https://www.afp.com/
4https://www.efe.com/
5https://www.politifact.com/
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Table 2: Details of the MMTweets dataset: class count, Fleiss Kappa and textual misinformation ratio. Please note that the class

count does not sum up to the total tweet count due to the overlap between textual and non-textual misinformation cases.

Language Tweet Count
Class Count

Fleiss Kappa
Textual Misinformation

Ratio
Textual Mis-

information

Non-textual Mis-

information

Debunk Other

Hindi 400 328 254 11 27 0.53 0.86

Portuguese 400 310 200 5 30 0.59 0.77

English 400 247 166 68 82 0.79 0.61

Spanish 400 291 233 14 62 0.57 0.70

Total 1600 1176 853 98 201 Average: 0.62 Average: 0.74

Finally, following the previous work [14, 24], we collect the

misinformation tweets that were debunked in the sample of fact-

checking articles.We use Twitter API 6 to extract the tweet text from

URLs.We chose Twitter because of its easy open access as compared

to other social media platforms. In this, we aim to maximise cases

where the language of the tweet differs from that of the relevant fact-

checking article. For instance, Boomlive publishes fact-checking

articles in English, but the associated tweets may be in Hindi. This

ensures the cross-lingual coverage of the MMTweets dataset.

3.2 Data Annotation

The approach described in Section 3.1 does not guarantee that

retrieved tweets contain text-based misinformation. We found that

some contained only images or videos, while others made general

comments or debunked the misinformation itself. Therefore, the

retrieved tweets were classified manually to create gold-standard

data for evaluation. In particular, we recruited 12 student volunteers

who were native speakers of either English, Hindi, Portuguese or

Spanish (three native speakers per language).7 The annotators were

shown all information fields from the fact-checking articles and

asked to annotate the tweets as belonging to one of three classes:

• Misinformation: with two sub-classes ś A) Textual misinfor-

mation, if the textual part of a tweet expresses the false claim

which is being debunked by the fact-checking article. B) Non-

textual misinformation, if a tweet contains misinformation in

image or video only. Please note that a tweet can have both text

and non-textual misinformation. For such cases, annotators were

asked to label the tweet as having both łtextual misinformationž

and łnon-textual misinformationž.

• Debunk: If the tweet does not express misinformation uncriti-

cally, but instead is exposing the falsehood of the claim.

• Other: If the tweet is neither łmisinformationž nor łdebunkž,

then it should be classified as łotherž. For instance, this can be a

general comment or a general enquiry relevant to the false claim

that is being debunked.

We also implemented a final adjudication step, where problems

and disagreements flagged by the annotators were resolved by do-

main experts. For instance, there were some tweets which agreed

with the misinformation, but did not state it directly or the au-

thor was unsure about the claim’s veracity. All such cases were

6https://developer.twitter.com/en/docs/twitter-api
7The dataset annotation received ethical approval by the Sheffield Ethics Board.

considered łotherž due to the chosen narrower definition of misin-

formation tweets.

Table 3: MMTweets language diversity.

Query Tweet Language Fact-check Language Count

Portuguese Portuguese 287

Portuguese Spanish 18

Portuguese Indonesian 4

Portuguese English 1

Hindi English 326

Hindi Portuguese 1

Hindi French 1

Spanish Spanish 278

Spanish Catalan 9

Spanish English 2

Spanish Indonesian 2

English English 126

English Spanish 62

English Indonesian 25

English Polish 9

English Portuguese 9

English Slovak 5

English French 4

English Catalan 4

English Czech 3

3.3 Data Statistics

A total of 1, 600 tweets were annotated, resulting in approximately

400 tweets per language (see Table 2). Following previous methodol-

ogy [14, 27], we randomly selected 100 tweets from each language to

be annotated by three annotators so as to compute inter-annotator

agreement (IAA). The Fleiss Kappa scores indicate moderate to

substantial IAA for all languages. Table 2 also shows the textual

misinformation ratio (i.e. the proportion of tweets annotated as łtex-

tual misinformationž out of all annotated tweets) for each language.

The ratio is variable due to the varied nature of the debunks in each

language and the different ways in which fact-checkers refer to

misinformation-bearing tweets. On average, textual misinformation

comprised 74% of all tweets in the dataset.
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Table 4: Volume of fact-checking articles by month in the MMTweets dataset; darker colour means higher volume.

Year 2020 2021

Month 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3

Hindi 20 27 18 22 24 11 21 29 24 31 23 24 18 19 17

Portuguese 0 3 1 4 0 3 24 30 22 33 32 42 48 42 26

English 13 13 25 34 28 16 22 5 7 17 15 5 19 17 11

Spanish 14 6 2 17 9 10 7 1 8 24 10 34 82 52 15

Table 5: English translations of the top most frequent words

in misinformation tweets in our dataset.

Language Frequent words

Hindi delhi, corona, government, farmers, ram temple

Portuguese vaccine, covid, trump, bolsonaro, virus, minister

English coronavirus, people, china, wuhan, virus

Spanish vaccine, covid, government, nurse, spain

Table 3 shows the count of query tweet and fact-check pairs

in different languages8 for textual misinformation cases. In par-

ticular, in 40% of instances, the language of the tweets and their

corresponding fact-checks is different, which makes our dataset the

one with the highest proportion of cross-lingual instances (Table

6). The majority of these cross-lingual pairs have tweets in Hindi

and corresponding fact-checks in English, followed by instances

with misinformation tweets in English and fact-checks in Spanish.

3.4 Dataset Diversity

In order to check the dataset diversity, we analyse the temporal

characteristics of the fact-checking articles. Table 4 shows that

fact-checking articles for Hindi and English are more uniformly

spread between Jan 2020 and Mar 2021, whereas Portuguese and

Spanish articles are concentrated in the second half of 2020. It is

important to note that the MMTweets dataset covers at least one

fact-checking article for each month starting from Jan 2020.

Table 5 depicts the top five most frequent words in misinforma-

tion tweets for each language. These words represent events in the

country where the language is spoken. The words related to coron-

avirus are apparent in all four languages. Some distinct words are

specific to a given language. For instance, in Hindi tweets, words

such as łfarmersž and łDelhiž are related to the misinformation

that spread during the farmers’ protest in Delhi, India9. The word

łvaccinež is dominant in both Portuguese and Spanish misinforma-

tion tweets which is likely because the tweets for these languages

are mainly from the end of 2020 (Table 4), when vaccine-related in-

formation was at its peak [35]. Appendix A.1 shows a more detailed

topic analysis per month for each language. Overall, we find that

the misinformation tweets in the MMTweets dataset are topically

diverse for each language (Table 9).

8We use 𝑙𝑎𝑛𝑔𝑑𝑒𝑡𝑒𝑐𝑡 (https://pypi.org/project/langdetect/) for detecting the language.
9https://en.wikipedia.org/wiki/2020%E2%80%932021_Indian_farmers%27_protest

Table 6: Count and language of query claims in MMTweets

and the existing debunked-narrative retrieval datasets; where

Mono - monolingual, Cross - cross-lingual pairs.

Dataset Items Language

Snopes [24] 768 Mono (EN)

Politifact [24] 1,000 Mono (EN)

CLEF 20 - Snopes 1,197 Mono (EN)

CLEF 21 2A - Snopes 1,401 Mono (EN)

CLEF 21 2A-AraFacts 858 Mono (AR)

CLEF 21 2B-PolitiFact 669 Mono (EN)

CLEF 22 2A-Snopes 1,610 Mono (EN)

CLEF 22 2A-AraFacts 908 Mono (AR)

CLEF 22 2B-PolitiFact 752 Mono (EN)

Snopes [33] 11,202 Mono (EN)

Politifact [33] 2,037 Mono (EN)

CrowdChecked [9] 330,000 Mono (EN)

Kazemi et al. [13] 382 Mono (EN, HI, BN, ML, TA)

Kazemi et al. [14] 6,533 Cross (10% - HI-EN lang pairs)

MMTweets 1,600 Cross (40% - multiple lang pairs)

3.5 Comparison to Existing Datasets

Table 6 shows the count and the language of claim queries in pre-

viously published datasets for debunked-narrative retrieval task.

Generally, the number of claims in our dataset compares favourably

to other existing datasets, with most of them being smaller in size

(see Table 6). Moreover, all tweets in our dataset are manually classi-

fied as misinformation, unlike other existing datasets [14, 26] where

tweets are automatically extracted from the fact-check articles and

are considered to be misinformation even though our dataset clearly

shows that’s not always the case (see Table 2). Finally, among the

existing datasets, Kazemi et al. [14] is the only one that offers cross-

lingual instances, but it comprises only 10% of Hindi-English pairs

(where the claim is in Hindi and the fact-checking article is in

English), while our MMTweets dataset contains 40% cross-lingual

instances across multiple language pairs (see Table 3). Moreover, it

is not possible to run replication or comparative experiments on the

Kazemi et al. [13, 14] datasets because the papers do not release the

corpora of fact-checked articles used in the retrieval experiments -

only the claims are released.

4 CROSS-LINGUAL RETRIEVAL OF ALREADY
DEBUNKED NARRATIVES

CLRADN is formulated as an information retrieval task where

tweets are used as queries to search for relevant fact-checking ar-

ticles. To accomplish this, we conduct experiments utilising three

4



distinct fields of fact-checking articles, which we refer to as debunk

fields. These fields include debunk title (debunkTitle), debunk

claim (debunkClaim), and debunk article full-text (debunkArticle),

as outlined in Section 3.1. The primary objective is to retrieve the

most appropriate fact-checking article based on a query tweet that

contains misinformation, ultimately aiming to provide the most

relevant and accurate fact-checking information to the user.

4.1 Data Pre-processing

In this paper, we only consider tweets classified as textual misinfor-

mation (1, 176 in total ś Table 2) because we aim to find relevant

debunks for tweets that spread misinformation. We divide this

dataset into training and test sets. The test set is composed of 100

tweet queries per language, i.e. the same triple annotated tweets

used for calculating IAA (Section 3.3). The remaining tweet queries

in each language are used as training data. It is important to note

that during test time, we do not know if a tweet has been debunked,

because tweets linked with fact-checking articles in the test set do

not occur in the training set.

In our evaluation experiments, for retrieval, we use previously

collected 30, 452 fact-checking articles in multiple languages (see

Section 3.1). We remove the occurrences of misinformation tweets

in the MMTweets dataset that appear on the fact-checking article

body to prevent lexical overlap. We also remove Hindi characters

(if any) from the English fact-checking articles linked with Hindi

misinformation tweets in our dataset.

4.2 Multistage Retrieval Framework

In this study, we introduce a multistage retrieval framework for

CLRADN, inspired by the success of similar approaches in other

information retrieval (IR) tasks [20, 31, 32]. Our proposed frame-

work divides the CLRADN task into two retrieval stages: a first

refinement stage and a second re-ranking stage.

In the first retrieval stage, we fine-tune an MPT model as a

bi-encoder instead of the standard BM25-based lexical retrieval

approach adopted in prior work [13, 24], since an MPT model is

more suitable for the cross-lingual nature of the task. In the second

re-ranking stage, we fine-tune an MPT model as a cross-encoder to

re-rank the top candidate debunks. Although the utilisation of MPT

models as a bi-encoder or cross-encoder is not new, our contribution

lies in the novel way we train and provide input to these models

that is specifically tailored for the CLRADN task. The details are:

Refinement stage. MPT models are fine-tuned as bi-encoders

on misinformation tweet and debunk pairs10 using in-batch mul-

tiple negatives loss [10, 21]. We use in-batch negative training

because it is a memory-efficient approach to utilise the negative in-

stances already in the batch rather than creating new ones [10, 12].

Consider a dataset of misinformation tweets 𝑡 = (𝑡1, ..., 𝑡𝑁 ) and

their corresponding debunks 𝑑 = (𝑑1, ..., 𝑑𝑁 ). During training, each

batch of size 𝐾 contains one tweet 𝑡𝑖 , one relevant debunk 𝑑𝑖 , and

𝐾 − 1 irrelevant (negative) debunks. Every debunk 𝑑 𝑗 is essentially

treated as a negative candidate debunk for tweet 𝑡𝑖 if 𝑖 ≠ 𝑗 . The

MPT model is trained to minimise the negative log-likelihood of

the data using softmax normalised scores. This updates the model

10For debunks, we use concatenated debunkClaim, debunkTitle and debunkArticle
fields (Section 4).

parameters such that the embedding of a misinformation tweet

lie in proximity of its relevant debunks as compared to the other

irrelevant debunks in the high dimensional vector space. The loss

for a single batch of size 𝐾 is defined as

𝐿𝑜𝑠𝑠 (𝜃 ) = −
1

𝐾

𝐾∑︁

𝑖=1

log
𝑒𝑥𝑝 (𝐷𝑆 (𝑓𝜃 (𝑡𝑖 ), 𝑓𝜃 (𝑑𝑖 ) ) )∑𝐾
𝑗=1 𝑒𝑥𝑝 (𝐷𝑆 (𝑓𝜃 (𝑡𝑖 ), 𝑓𝜃 (𝑑 𝑗 ) ) )

(1)

where 𝑓𝜃 is the sentence encoder using the MPT model and 𝐷𝑆 is

the cosine similarity score between misinformation tweet 𝑡𝑖 and

debunk 𝑑𝑖 . We refer to this score as łdebunk scorež (𝐷𝑆) hereafter.

It is defined as

𝐷𝑆 (𝑢𝑡𝑤𝑒𝑒𝑡 , 𝑣𝑑𝑒𝑏𝑢𝑛𝑘 ) =
𝑢𝑡𝑤𝑒𝑒𝑡 · 𝑣𝑑𝑒𝑏𝑢𝑛𝑘

∥𝑢𝑡𝑤𝑒𝑒𝑡 ∥2∥𝑣𝑑𝑒𝑏𝑢𝑛𝑘 ∥2
(2)

where𝑢𝑡𝑤𝑒𝑒𝑡 is the embedding of a tweet and 𝑣𝑑𝑒𝑏𝑢𝑛𝑘 is the embed-

ding of a debunk, both obtained via mean-pooling (i.e., by averag-

ing embeddings of the constituent subwords of the input text). We

employ cosine similarity with mean-pooling technique due to its

proven effectiveness in prior research [21]. The L2 norm of 𝑢𝑡𝑤𝑒𝑒𝑡
and 𝑣𝑑𝑒𝑏𝑢𝑛𝑘 are denoted as ∥𝑢𝑡𝑤𝑒𝑒𝑡 ∥2 and ∥𝑣𝑑𝑒𝑏𝑢𝑛𝑘 ∥2, respectively.

The fine-tuned MPT model in the first stage is used to rank all

debunks based on the 𝐷𝑆 between the tweet and the debunk. Please

refer to Appendix A.2 for hyperparameter details.

Re-ranking stage. MPTmodels are fine-tuned as cross-encoders

and applied to re-rank the top-𝐾 retrieved debunks from the first

stage. Here, the output of the MPT model is a single relevance

score between 0 and 1 representing how relevant a debunk is to a

misinformation tweet. The input to the model follows the structure:

[𝐶𝐿𝑆] [𝑇1] ....[𝑇𝑛] [𝑆𝐸𝑃] [𝐷𝑒𝑏𝑢𝑛𝑘𝐶𝑙𝑎𝑖𝑚] [𝐷𝐶1] .....[𝐷𝐶𝑖 ] [𝐷𝑒𝑏𝑢𝑛𝑘

𝑇𝑖𝑡𝑙𝑒] [𝐷𝑇1] .....[𝐷𝑇𝑗 ] [𝐷𝑒𝑏𝑢𝑛𝑘𝐴𝑟𝑡𝑖𝑐𝑙𝑒] [𝐷𝐴1] .....[𝐷𝐴𝑘 ], where𝑇𝑛
represents the tweet subword tokens and 𝐷𝐶𝑖 , 𝐷𝑇𝑗 and 𝐷𝐴𝑘 are

the debunk claim, debunk title and debunk article subword tokens,

respectively. The explicitly added DebunkClaim, DebunkTitle and

DebunkArticle tokens in between the input are placed to guide the

model to learn to utilise the different types of available information.

[𝐶𝐿𝑆] and [𝑆𝐸𝑃] are the default tokens to indicate łstart of inputž

and łseparatorž, respectively, used in the Next Sentence Predic-

tion task [4]. Although cross-encoder is compute intensive [32],

if the number of debunks to be re-ranked is small, it can perform

self-attention over the given misinformation tweet and all the de-

bunk fields in order to get the final relevance score. Please refer to

Appendix A.2 for hyperparameter details.

4.3 Evaluation Setting

MMTweets. The multistage retrieval framework is trained on

three different settings and then tested on MMTweets test set:

• MMTweets-default: Training on the complete training set of the

MMTweets dataset and then evaluation on the respective test

sets for each language.

• Cross-dataset: In order to test the domain adaptation capa-

bilities of the multistage retrieval framework, we train on the

previously published dataset [24], which contains English-only

fact-checking articles from Politifact and Snopes (referred to as

łSnopesPolitifactž hereafter) and then evaluate the model on the

test set of MMTweets. In addition, we only use debunks that are

published before January 2020 in SnopesPolitifact in order to
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achieve as little overlap as possible withMMTweets. This ensures

a real-life test methodology which checks the generalisability of

the model to different datasets.

• Zero-shot: We also test the zero-shot capabilities of our multi-

stage approach by experimenting with cross-lingual zero-shot

learning. In this case, the model is trained on three languages

and tested on the unseen fourth language in MMTweets. For

instance, in order to test zero-shot for Hindi, the MPT models

are trained only on English, Spanish and Portuguese data and

then applied to Hindi data only. Hence, in total four models are

trained for four different languages in the MMTweets dataset.

CLEFArabicDatasets. Apart from evaluating on theMMTweets

dataset, we also test the performance of our multistage retrieval

framework on two additional monolingual Arabic datasets: the

CLEF-21 Subtask 2A Arabic dataset [19] and the CLEF-22 Subtask

2A Arabic dataset [18] (see Table 6). We only use the title and claim

field since the article body is not available [19]. By testing our

framework on these different datasets, we aim to demonstrate its

generalisability and robustness in different scenarios.

4.4 Baseline models

Okapi BM25. We use the ElasticSearch11 [7] implementation

of BM25 [11], with default parameters in ElasticSearch (𝑘 = 1.2

and 𝑏 = 0.75). BM25 is a lexical-based retrieval method and only

works for monolingual retrieval. Therefore we employ machine

translation as a way of applying BM25 to cross-lingual query -

document pairs. To this end, we translated all non-English tweets

and debunk fields to English using the Fairseq’s m2m100_418Mmodel

[5]. Then, we index the complete corpus of fact-checking articles

in elasticsearch [7] and use the translated tweets as queries over

the different debunk fields (title, claim or article full-text).

MPT Models. We use off-the-shelf state-of-the-art MPT models,

namely mulitlingual BERT (mBERT) [4], XLM-RoBERTa [3] and

Language-Agnostic BERT Sentence Embedding (LaBSE) [6]. Addi-

tionally, we also test the pre-trained Universal Sentence Encoder

(USE) [34] variant which supports around 50 languages12. We test

these models in their default configuration without any supervision

from the training dataset to assess their zero-shot performance. In

particular, MPT models are applied to extract contextualised em-

beddings of a tweet and a debunk. Finally, all the debunks in the

corpus are ranked based on the debunk score (Equation 2) between

tweet and debunk embeddings.

Fine-tuned MPT Models. To ensure a fair comparison with our

multistage framework, we also fine-tune the above mentioned MPT

models (Section 4.4) using the first stage of our retrieval framework.

This involves training the MPT models as bi-encoders on pairs of

tweets and debunks with in-batch negatives loss (Section 4.2).

4.5 Evaluation Measures

We employ two widely used ranking evaluation metrics [18, 19]

for evaluation : Mean Reciprocal Rank (MRR) and Mean Average

Precision (MAP@1 &MAP@5).

11https://www.elastic.co/elasticsearch/
12https://huggingface.co/sentence-transformers/distiluse-base-multilingual-cased-
v2

5 RESULTS AND DISCUSSION

5.1 Baseline models

Table 7 shows the evaluation results of BM25 and fine-tuned MPT

models on: MMTweets (HI, PT, EN & ES), CLEF-21 Subtask-2A

Arabic (CLEF 21-AR) and CLEF-22 Subtask-2A Arabic (CLEF 22-AR).

While BM25 is evaluated on four different debunk fields, including

title, claim, article, and All (concatenated claim, title, and article

field), MPT models are only evaluated on the All field due to the

practical limitations of training different models on separate fields.

BM25 and MPT models. The BM25 results show that using

combined debunk fields (referred to as All in Table 7) generally

leads to better performance as compared to using only the title,

claim, or article fields. In particular, retrieving matching debunks

based on titles alone produces the lowest results for all datasets,

highlighting its insufficiency. The off-the-shelf MPT models exhibit

lower retrieval effectiveness as compared to BM25 results on com-

bined debunk fields (see Appendix A.3). Given the impressive results

of BM25 on combined debunk fields, we retain it as the baseline to

compare against other experimental methods.

Fine-tunedMPTmodels. Fine-tuned LaBSE generally performs

better than the BM25, indicating its effectiveness (Table 7 ś 9th

column). However, the performance of fine-tuned LaBSE varies

depending on the dataset and evaluation metric. For example, on

the MMTweets-HI dataset, LaBSE achieves the highest MAP@5

score of 0.74, while BM25 achieves a score of only 0.61. On the other

hand, on the MMTweets-ES dataset, LaBSE achieves the MAP@5

score of 0.72, while BM25 achieves the highest score of 0.75.

The results also show that the BM25 baseline outperforms both

fine-tuned mBERT and XLM-RoBERTa. Surprisingly, the fine-tuned

LaBSEmodel performs comparatively better than fine-tunedmBERT,

XLM-RoBERTa, and USE. The multi-task training objective, cou-

pled with standard self-supervised translation andmasked language

modeling, is likely the reason for LaBSE’s superior results [6]. While

LaBSE outperforms BM25 in average metric scores, BM25’s strong

competitive results are likely attributed to the lexical overlap be-

tween the translated text, providing BM25 with an extra edge.

Summary of baselines. Overall, the results indicate that BM25

being a lexical retrieval model performs relatively well, especially

when evaluated on combined debunk fields. However, the other

models, particularly LaBSE and USE, outperform BM25 on several

metrics and datasets. In terms of datasets, the models perform the

best on the CLEF datasets, followed by the MMTweets-PT dataset.

The evaluation scores on the different languages are reflective of

how topics found in each language impact a model’s performance.

For example, the English tweets (MMTweets-EN) has the lowest

performance across all models and evaluation metrics, which sug-

gests that the topics found in these languages are quite challenging

for the model and there is room for improvement (see Table 5 for

more details regarding topics found in each language).

5.2 Multistage Retrieval

The last column of Table 7 shows the scores of our multistage re-

trieval framework. Based on the results of baseline models, we only

test LaBSE for training our multistage retrieval framework since it
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Table 7: Results for BM25, fine-tuned MPT models and our proposed multistage framework. All denotes retrieval based on the

concatenated claim, title and full-text of the debunk articles. NA means that the article field is not available. ★ denotes results

with statistically significant improvement over the BM25 baseline (with 𝑝-value < 0.01). The best scores are in bold.

Dataset Metrics BM25 mBERT XLM-RoBERTa LaBSE USE Multistage Retrieval

Title Claim Article All All All All All All

MMTweets-HI MAP@1 0.09 0.27 0.53 0.55 0.28 0.23 0.67 0.48 0.76★

MAP@5 0.12 0.29 0.59 0.61 0.34 0.29 0.74 0.56 0.81★

MRR 0.13 0.31 0.60 0.62 0.36 0.31 0.75 0.57 0.82★

MMTweets-PT MAP@1 0.27 0.36 0.63 0.65 0.72 0.67 0.67 0.61 0.84★

MAP@5 0.39 0.47 0.74 0.75 0.77 0.72 0.77 0.71 0.89★

MRR 0.43 0.48 0.75 0.76 0.78 0.73 0.77 0.72 0.89

MMTweets-EN MAP@1 0.13 0.23 0.34 0.39 0.34 0.24 0.40 0.37 0.44

MAP@5 0.25 0.35 0.49 0.52 0.46 0.33 0.55 0.51 0.57

MRR 0.27 0.37 0.51 0.54 0.48 0.35 0.56 0.53 0.58

MMTweets-ES MAP@1 0.32 0.34 0.66 0.66 0.62 0.46 0.61 0.48 0.73

MAP@5 0.40 0.42 0.75 0.75 0.71 0.53 0.72 0.59 0.80

MRR 0.40 0.43 0.75 0.76 0.72 0.55 0.72 0.60 0.81

CLEF 21-AR MAP@1 0.54 0.75 NA 0.76 0.67 0.51 0.82 0.75 0.81★

MAP@5 0.64 0.88 NA 0.87 0.76 0.59 0.95 0.88 0.94★

MRR 0.68 0.90 NA 0.90 0.81 0.64 0.96 0.90 0.96★

CLEF 22-AR MAP@1 0.74 0.78 NA 0.80 0.74 0.70 0.88 0.90 0.94★

MAP@5 0.78 0.83 NA 0.86 0.78 0.75 0.91 0.92 0.96★

MRR 0.79 0.84 NA 0.86 0.79 0.76 0.91 0.93 0.96★

Average MAP@1 0.35 0.46 0.54 0.64 0.56 0.47 0.67 0.60 0.75

MAP@5 0.43 0.54 0.64 0.73 0.64 0.53 0.77 0.70 0.83

MRR 0.45 0.55 0.65 0.74 0.66 0.56 0.78 0.71 0.84

outperforms all other MPT models. The number of documents re-

ranked in the second stage is set to 200. Refer to Appendix A.4 and

A.5 for the analysis of the count of documents re-ranked and MPT

model used in the second stage. Statistical significance is calculated

using a pairwise t-test against the BM25 performance on com-

bined debunk fields. Table 8 reports the results for our multistage

retrieval framework trained on Cross-dataset and Zero-shot

settings along with the MMTweets-default setting (from Table 7).

The proposed multistage retrieval framework outperforms all

other models across all datasets and metrics, achieving an average

MAP@1 score of 0.75, an average MAP@5 score of 0.83, and an

averageMRR score of 0.84 (Table 7 ś last column). This suggests that

the proposed framework is more effective for CLRADN as compared

to other models. In particular, our multistage retrieval framework

significantly outperforms the strong BM25 baseline for MMTweets-

HI, MMTweets-PT, CLEF 21-AR and CLEF 22-AR (𝑝-value < 0.01).

The multistage retrieval framework even outperforms the previous

state-of-the-art model for CLEF 21-AR and CLEF 22-AR shared

task [18, 19], demonstrating the generalisability of our approach

to different datasets and languages. For instance, the previous best

performance on CLEF 21-AR shared task is 0.92, 0.79 and 0.91 for

MAP@1, MAP@5, and MRR, respectively[19]13.

Default MMTweets (in-domain). The extent of improvement

varies across languages within MMTweets. For example, in the

MMTweets-HI dataset, the multistage retrieval approach achieves

the highest MAP@1, MAP@5, and MRR scores compared to BM25

13There are no reported results for CLEF-22 AR as the scores are zero for the submitted
systems [18].

on all fields, with an increase of 38%, 33%, and 32%, respectively.

Conversely, the improvement is relatively low for the MMTweets-

ES dataset, with an increase of only 11%, 7%, and 7% for MAP@1,

MAP@5, and MRR scores, respectively. We hypothesise that this

difference in performance for the different languages is mostly due

to differences in the structure of the fact-checking articles in the

different languages and their associated meta-data. Furthermore,

it is interesting to note that the effectiveness of the multistage

retrieval approach is consistent across metrics. Overall, multistage

retrieval improves the results by a significant amount, with an

average increase of 18% in MAP@1, 14% in MAP@5, and 13% in

MRR compared to BM25. In comparison to fine-tuned LaBSE, the

multistage retrieval has an average increase of 12% for MAP@1, 7%

for MAP@5, and 7% for MRR metric.

Considering only themonolingual pairs in theMMTweets dataset,

i.e. when the language of the misinformation tweet and that of the

retrieved fact-checking articles are the same, the MRR scores are

0.84 , 0.94 and 0.82 for English, Portuguese and Spanish, respectively.

For Hindi, there are no monolingual pairs (see Table 3). The scores

for monolingual pairs are, as expected, higher than for cross-lingual

pairs due to the simpler nature of mono-lingual retrieval.

Domain adaptation. Next, we evaluate the usefulness of do-

main adaptation (Table 8). For that, the Cross-dataset setting

shows competitive performance, mainly when compared to the

baselines in Table 7. The results for MMTweets-HI and MMTweets-

PT show statistically significant improvements over BM25 (𝑝-value

< 0.01). Nevertheless, the competitive results in this setting indicate

that the models can generalise across datasets and they are resilient
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Table 8: Results for multistage retrieval framework using

a LaBSE model trained on different datasets. * denotes sta-

tistically significant improvement over the BM25 baseline

(𝑝-value < 0.01). The best average scores are in bold.

MMTweets

Languages
Metrics

MMTweets-

default

Cross-dataset

(SnopesPolitifact)

Zero-shot

(cross-lingual)

HI MAP@1 0.76* 0.66 0.67*

MAP@5 0.81* 0.71* 0.73*

MRR 0.82* 0.72* 0.73*

PT MAP@1 0.84* 0.80* 0.43*

MAP@5 0.89* 0.87 0.59

MRR 0.89 0.87 0.60

EN MAP@1 0.44 0.43 0.40

MAP@5 0.57 0.53 0.52

MRR 0.58 0.54 0.54

ES MAP@1 0.73 0.65 0.71

MAP@5 0.80 0.75 0.78

MRR 0.81 0.75 0.79

Average MAP@1 0.69 0.64 0.55

MAP@5 0.77 0.71 0.66

MRR 0.78 0.72 0.67

to temporal drift. Moreover, all claim statements in the SnopesPoli-

tifact dataset (used for training of the Cross-dataset model) are

in English, whereas our test set contains multiple other languages.

This makes it even more challenging for the Cross-datasetmodel

to retrieve the best matching debunk. We hypothesise that training

MPT models in a siamese architecture (Section 4.2) makes them

learn features that can help bring the misinformation tweet and

its relevant debunk close to each other in the representation space

even though there is a difference in the domains of the training and

testing datasets.

Zero-shot learning. The Zero-shot setting also shows impres-

sive results (last column of Table 8). The zero-shot models signifi-

cantly outperform BM25 on MMTweets-HI and MMTweets-PT (𝑝-

value < 0.01). Although multistage retrieval in MMTweets-default

and Cross-dataset setting achieved higher average scores than

Zero-shot, it is worth noting that zero-shot models are capable of

achieving good results in this challenging setting (Section 4.2).

The competitive results show that transferring knowledge be-

tween languages is feasible with our multistage framework and

perform cross-language debunk retrieval in low-resource languages

without a significant loss in performance. The results also highlight

the potential of our approach in scenarios where language-specific

models are not available or feasible to train.

Discussion. BM25 demonstrates strong performance, evenwhen

debunks require machine translation. In comparison, the multistage

framework yields significant improvements. Although BM25 is

faster than the multistage approach, the need to machine-translate

data for BM25 introduces additional costs and time overheads14.

Conversely, the multistage framework can be optimised by caching

the embeddings. Finally, the findings suggest that the multistage

framework facilitates effective knowledge transfer between datasets,

14For instance, the machine translation model we used in Section 4.4 operates at 22
sentences per second on a V100 GPU.

especially for low-resource languages where it may be difficult to

collect a large-scale dataset for training a dedicated model.

6 ERROR ANALYSIS AND FUTUREWORK

We manually inspect the misinformation tweets for which the

model is unable to rank the most relevant debunk near the top.

For this, we check the top five retrieved debunks for 50 randomly

selected cases from the test set. We find that the primary cause

of such errors is when the tweet is associated with multiple fact-

checking articles debunking similar narratives (12 out of 50). For

example, the false narrative łCristiano Ronaldo planning to turn his

hotels in Portugal into hospitals for people with COVID-19ž has been

debunked by AFP and Boomlive. In such cases, the model assigns

all relevant fact-checking articles with highly similar high scores,

even though in our dataset each tweet is linked to a single best

matching fact-checking article. Nevertheless, this does not affect

the comparative analysis of our results. Moreover, CLRADN dif-

fers from a traditional information retrieval task because it is not

aimed at finding all relevant debunks, but instead it is sufficient to

find a single relevant debunk, since that would be sufficient for the

fact-checkers with establishing that the claim in the tweet is false.

Finally, we also find that CLRADN becomes even more chal-

lenging when misinformation spans multiple modalities, i.e. both

the text and the image or video of the tweets. In such cases, the

retrieval models fail to find a relevant debunk on the basis of tweet

text alone (1 out of 50). For instance, a decontextualised video of a

protest outside the Ohio Statehouse has been shared as a protest

outside the White House following the police killing of George

Floyd in Minneapolis [1]. In such cases, the retrieval models would

also need to make use of information contained in the video, since

the text of the tweet alone is not sufficient. This motivates future

work on multimodal debunked-narrative retrieval, where models

could exploit joint information from the different modalities.

7 CONCLUSION

This paper focused on cross-lingual retrieval of already debunked

narratives (CLRADN) for automated fact-checking. One of the key

contributions of the paper is the new MMTweets dataset of an-

notated misinformation tweets along with their matching fact-

checking articles. A second contribution is in the extensive com-

parative evaluation of the performance of the BM25 lexical model,

off-the-shelf and fine-tuned state-of-the-art MPT models on the

CLRADN task. We empirically validate that without any task-

specific fine-tuning, MPTmodels fail to outperform a BM25 baseline

on machine translated text. However, if our multistage retrieval

framework is adopted, then this outperforms the BM25 baselines

and fine-tuned MPT models for both MMTweets and CLEF Arabic

datasets. In order to assess the zero-shot and domain-adaptation ca-

pabilities of our proposed approach, we also perform cross-dataset

and cross-lingual evaluations and demonstrate the effectiveness of

our approach in transferring knowledge between datasets and lan-

guages. This demonstrates the wider practical applicability of our

research findings and methods on unseen data. Finally, MMTweets

is released as a benchmark dataset and we invite fellow researchers

to evaluate their retrieval models on the presented dataset.
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Table 9: English translations of the top six most frequent words between January 2020 and March 2021, grouped into quarters

per language.

Language
Month

Jan-Mar 2020 April-Jun 2020 July-Sept 2020 Oct-Dec 2020 Jan-Mar 2021

Hindi hindu, world, murder,

police, delhi, people

death, corona, world,

people, virus, religion

foreign, affairs, temple,

hindu, lion, country

government, farmers,

country, modi, supreme,

hindu

city, india, farmers, peo-

ple, father, movement

Portuguese bolsonaro, water, mer-

cury, venus, saturn,

pyramids

lions, streets, supermar-

ket, carnival, bahia, gov-

ernment

vaccine, world, covid,

minister, france, pales-

tine

vaccine, people, trump,

years, votes, covid

people, vaccine, world,

masks, health, woman

English coronavirus, wuhan,

china, patients, war,

ronaldo

japan, coronavirus, epi-

demic, professor, italy,

nobel

covid, mask, mother,

kali, people, video, vio-

lence

passport, singa-

pore, mask, pharaoh,

crocodile, hyderabad

myanmar, pakistan,

military, woman, khan,

news, coup

Spanish tarragona, explosion,

day, petrochemical, girl,

election

government, people,

coronavirus, world,

order, health

years, vaccine, age,

spanish, influenza,

deaths

october, vaccine,

netherlands, nurse, cnn,

video

vaccine, covid, people,

spain, minister, trump

opinions on Twitter. International Journal of Infectious Diseases 108 (2021), 256ś
262.

A APPENDIX

A.1 Word Distribution

Table 9 shows the English translations of the top most frequent

words per month. For a better understanding, these are grouped

into three months each. Although our dataset spans from January

2020 to March 2021, we find that the tweets are topically diverse

for each language. For instance, in Hindi tweets, misinformation

related to the farmers’ protest in Delhi15 is highly concentrated after

October 2020. In addition, misinformation related to the Ayodhya

temple land dispute16 is rampant between July and September 2020.

We also find that vaccine misinformation is dominant after July

2020 in both Portuguese and Spanish misinformation tweets. The

English misinformation tweets mostly contain COVID-19 related

misinformation until the end of 2020, however, it’s different from

January to March 2021 (Table 9).

A.2 Hyperparameters

This section presents the training details. The first stage model is

trained for four epochs with a batch size of 16, a learning rate of

4𝑒 − 5 and maximal input sequence length of 512. For the second

stage, the cross-encoder model is trained with a batch size of 16 and

4𝑒−5 learning rate for two epochs. The subword tokens beyond 512

are truncated. For training the second stage model, we randomly

sample ten negative debunks for each misinformation tweet. For

all the models, we use linear warmup as the learning rate sched-

uler and AdamW as optimiser. The models are validated using the

MMTweets training set and we manually tune the hyperparameters.

The bounds for each hyperparameter are as follows: 1) 1 to 5 epoch

2) 1e-5 to 5e-5 learning rate 3) 8 to 64 batch size which is limited

to model’s GPU requirement. The training time for each epoch in

first and second retrieval stage is 10 and 15 minutes respectively.

15https://en.wikipedia.org/wiki/2020%E2%80%932021_Indian_farmers%27_protest
16https://en.wikipedia.org/wiki/Ayodhya_dispute

Table 10: Results of BM25 and off-the-shelf MPT models.

Dataset Metrics BM25 mBERT XLM-RoBERTa LaBSE USE

MMTweets-HI MAP@1 0.55 0.01 0.00 0.45 0.27

MAP@5 0.61 0.02 0.00 0.49 0.34

MRR 0.62 0.04 0.01 0.50 0.37

MMTweets-PT MAP@1 0.65 0.16 0.00 0.64 0.36

MAP@5 0.75 0.26 0.00 0.72 0.48

MRR 0.76 0.28 0.01 0.73 0.50

MMTweets-EN MAP@1 0.39 0.01 0.00 0.21 0.31

MAP@5 0.52 0.02 0.00 0.30 0.45

MRR 0.54 0.02 0.00 0.33 0.47

MMTweets-ES MAP@1 0.66 0.12 0.00 0.45 0.46

MAP@5 0.75 0.18 0.00 0.57 0.53

MRR 0.76 0.21 0.01 0.58 0.55

CLEF 21-AR MAP@1 0.76 0.20 0.07 0.74 0.72

MAP@5 0.87 0.23 0.08 0.86 0.84

MRR 0.90 0.28 0.11 0.89 0.88

CLEF 22-AR MAP@1 0.80 0.14 0.10 0.88 0.76

MAP@5 0.86 0.17 0.11 0.90 0.80

MRR 0.86 0.19 0.12 0.90 0.81

Average MAP@1 0.64 0.11 0.03 0.56 0.48

MAP@5 0.73 0.14 0.03 0.64 0.57

MRR 0.74 0.17 0.04 0.66 0.59

All experiments are conducted on a machine with NVIDIA GeForce

RTX 3090.

A.3 Results of MPT Models

Table 10 shows the results of the of the off-the-shelf models, namely

mBERT, XLM-RoBERTa, LaBSE, and USE, while also incorporat-

ing the BM25 outcomes from Table 7 (6th column) for reference.

The results indicate that BM25 performs consistently well across

all datasets and metrics. Among the Transformer models, LaBSE

and USE deliver the most favorable outcomes across most datasets

and metrics, with LaBSE exhibiting superior performance on most

metrics, especially on the MMTweets-PT and CLEF 21-AR datasets.

However, other Transformer models, such as mBERT and XLM-

RoBERTa, tend to perform poorly in most cases.
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Table 11: Evaluation results of the multistage retrieval frame-

work using various values of𝐾 , which represents the number

of documents re-ranked in the second stage.

Dataset Metrics K=50 K=100 K=200 K=300 K=400

MMTweets-HI MAP@1 0.75 0.75 0.76 0.76 0.76

MAP@5 0.80 0.80 0.81 0.82 0.82

MRR 0.80 0.80 0.82 0.82 0.82

MMTweets-PT MAP@1 0.84 0.84 0.84 0.84 0.84

MAP@5 0.89 0.89 0.89 0.89 0.89

MRR 0.89 0.89 0.89 0.89 0.89

MMTweets-EN MAP@1 0.45 0.44 0.44 0.44 0.43

MAP@5 0.59 0.58 0.57 0.57 0.57

MRR 0.60 0.59 0.58 0.58 0.58

MMTweets-ES MAP@1 0.73 0.72 0.73 0.74 0.74

MAP@5 0.81 0.80 0.80 0.82 0.82

MRR 0.81 0.80 0.81 0.82 0.82

Average MAP@1 0.69 0.69 0.69 0.70 0.69

MAP@5 0.77 0.77 0.77 0.77 0.77

MRR 0.78 0.77 0.78 0.78 0.78

In conclusion, LaBSE emerges as the optimal choice after BM25

as it outperforms other Transformer models in most cases. Thus,

researchers and practitioners in the field of information retrieval

may consider utilising LaBSE as a substitute for BM25 when they

aim to achieve better performance without the need for machine

translation that is required in BM25.

A.4 Influence of Number of Documents
re-ranked

Table 11 shows the evaluation results of the multistage retrieval

framework on MMTweets using various values of 𝐾 , which repre-

sents the number of documents re-ranked in the second stage. The

results show that increasing the value of 𝐾 generally improves the

model’s performance, as indicated by higher MAP and MRR scores.

For instance, the MAP@5 score for Hindi increases from 0.80 and

0.82, when 𝐾 is increased from 50 to 400, indicating a consistent

improvement in the model’s performance. On the other hand, for

Portuguese, all three metrics remain constant.

Overall, the results suggest that increasing the number of docu-

ments re-ranked in the second stage can improve the performance

of the model, but the magnitude of the improvement may vary

depending on the dataset and the evaluation metric used. Further-

more, it’s worth noting that increasing 𝐾 also results in a longer

time taken to retrieve relevant documents, which can be a drawback

in real-world applications. Therefore, in our experiments, we chose

a value of 𝐾 as 200 to balance the trade-off between performance

and efficiency.

A.5 MPT Model in the Second Stage of
Multistage Retrieval Framework

Table 12 shows the results of using three different MPT models

(mBERT, XLM-RoBERTa, and LaBSE) in the second stage of the

multistage retrieval framework. Please refer to Appendix A.2 for hy-

perparameter details. We find that the average performance across

all datasets and metrics is highest for LaBSE, followed by mBERT

Table 12: Results of different MPT models used in the second

stage of the multistage retrieval framework.

Dataset Metrics mBERT XLM-RoBERTa LaBSE

MMTweets-HI MAP@1 0.49 0.17 0.76

MAP@5 0.59 0.24 0.81

MRR 0.60 0.27 0.82

MMTweets-PT MAP@1 0.87 0.14 0.84

MAP@5 0.91 0.30 0.89

MRR 0.91 0.34 0.89

MMTweets-EN MAP@1 0.38 0.03 0.44

MAP@5 0.53 0.06 0.57

MRR 0.54 0.11 0.58

MMTweets-ES MAP@1 0.68 0.21 0.73

MAP@5 0.78 0.37 0.80

MRR 0.79 0.40 0.81

Average MAP@1 0.61 0.14 0.69

MAP@5 0.70 0.24 0.77

MRR 0.71 0.28 0.78

and then XLM-RoBERTa. In particular, LaBSE outperforms the

other two models significantly in the MMTweets-PT dataset, while

XLM-RoBERTa performs the worst across all datasets and metrics.

Therefore, we choose LaBSE as the model for the second stage of

retrieval in our experiments.
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