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1 INTRODUCTION

Tackling false information (i.e., disinformation and misinformation) has attracted significant attention in recent years

from researchers, media professionals, AI/social media practitioners as well as a general public. From the research

perspective, a considerable focus emerged notably after the US presidential elections in 2016. Since then, researchers

have been addressing false information by means of a wide range of classification task, leveraging AI technologies

such as machine learning, natural language processing, computer vision, or social network analysis [269]. The primary

stream of research works, commonly denoted as a fake news detection, focuses on predicting whether a piece of

content (considering different modalities and context) contains false information1 [274]. Proposed solutions to fake

news detection can be broadly categorized into style-based, propagation-based, source-based, and knowledge-based

[341]. Style-based methods analyze linguistic and stylistic features of content, propagation-based methods focus on

the spread patterns within networks, and source-based approaches assess the credibility of the information’s origin.

Knowledge-based methods, on the other hand, involve content verification (fact-checking) against reliable sources,

such as research studies, encyclopedias, knowledge graphs, or even large language models.

Despite commendable efforts with a clear contribution to protecting societal democratic values, proposed solutions

for fake news detection have been recognized to lack (i) sufficient accuracy on out-of-distribution data (mostly due to

over- or under-fitting of the detection models) [111], (ii) generalizability (to new topics and emerging techniques for

creating and spreading false information) [291] and (iii) explainability (especially in the case of state-of-the-art deep

learning models) [1]. All these factors play a crucial role in effectively combating false information.

Since these drawbacks of fake news detection are inherently related to the high-level nature of the task itself, a sibling

task of credibility assessment has a potential to bring more accurate, better generalizable and explainable solutions

as it is rather based on a two step approach. Firstly, a more granular credibility signals (sometimes denoted also as

credibility indicators) are detected. Secondly, such credibility signals are aggregated by a credibility assessment algorithm

resulting into a single credibility score. Typical examples of credibility signals include factuality, subjectivity and bias

present in the content, persuasion techniques, logical fallacies or detection of recently emerging machine-generated

text. While credibility signals can be analyzed in a piece of online content by a user manually, they provide a real value

especially when detected automatically. Such automatic detection of credibility signals can range from simple (e.g., rule-

or heuristic- based) approaches to complex solutions requiring AI that is capable of in-depth content understanding.

As a result, credibility assessment provides an interesting potential to extend and supplement the existing stream of

works on fake news detection. Credibility signals are more flexible and more widely-applicable as a binary/multiclass

classification of fake news. Besides their primary usage, to be further aggregated into a credibility score, they can also

be utilized and interpreted by a user directly (e.g., as an “information nutrition label” [94]), provide valuable inputs to

information retrieval engines or recommender systems in order to prefer content/sources associated with a high level of

credibility, or even serve as features in subsequent classification tasks (including fake news detection itself [278]). Study

by Lu et al. [181] showed that even if people are influenced by others when judging the veracity of online content,

providing accurate AI-based credibility indicators can effectively improve people’s ability in detecting misinformation.

Credibility assessment and credibility signals are, furthermore, especially useful in cases in which we cannot easily

ascertain that something is true or false (on a single dimension) ś concept of credibility provides a necessary level of

granularity to represent a potentially complex information from multiple perspectives.

1Some works go beyond a binary classification and predict multiple classes, such as veracity labels with varying degrees of trustworthiness commonly
used by fact-checking organizations: true, mostly true, mixture, mostly false, false.
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Credibility signals are also more easily interpretable and naturally support semi-automatic human-centered AI

approaches that attempt supporting instead of replacing a human expert or a lay person (individual credibility signals

can be automatically detected and their interpretation can be subsequently done by a human). Last but not least, they

are more aligned with journalistic/fact-checking workflows for identifying false information.

In contrast to other related research areas (including fake news detection), research works on automatic credibility

assessment are mostly carried out in isolation (as we show in this survey, there is a lack of works addressing multiple

categories of credibility signals at once and, moreover, many research works do not explicitly state that the outcome of

their solution can actually serve as a credibility signal). Getting familiar with the existing works on automatic credibility

assessment and detection of credibility signals is challenging due to an ambiguous and inconsistent terminology used by

researchers, a lack of clear definition of credibility and credibility signals as well as due to a missing standardized taxonomy

of various credibility signals’ categories. At the same time, automatic credibility assessment can significantly benefit

from a holistic approach. For example, due to common underlying similarities, there is a big potential of multi-task

learning.

While there is a wide range of possible categories of credibility signals, we specifically focus on such signals that

relate to textual content and can be automatically detected by Natural Language Processing (NLP) methods. This area is

currently at the spotlight due to the recent advancements of Large Language Models (LLMs). Their rapid development has

a revolutionizing effect on many text classification tasks, automatic credibility assessment and detection of credibility

signals not being an exception.

Despite multiple surveys addressing fake news detection (e.g., [1, 127, 274, 296, 341]), to the best of our knowledge,

there is no survey on automatic credibility assessment and detection of credibility signals from the NLP perspective. In this

paper, we therefore provide the first comprehensive and systematic literature overview of credibility signal detection

with the focus on NLP and LLMs. The main contributions are as follows:

(1) We provide a necessary background overview of definitions and dimensions of credibility assessment (including

various taxonomies of credibility signals used in the existing literature) to setup the common understanding

that is currently missing in the existing works.

(2) We analyze and describe a total of 175 NLP works tackling with automatic credibility assessment and detection

of credibility signals. We provide an in-depth description of 3 major categories of credibility signals, which

have been selected due to a considerable NLP research interest and their recognition as important by end users,

namely: (i) factuality, subjectivity and bias; (ii) persuasion techniques and logical fallacies; and (iii) claims and

veracity. This analysis is complemented with an overview of additional 6 categories of credibility signals.

(3) We thoroughly position the NLP research on credibility assessment into the context of other modalities as well

as multidisciplinary works. Gaps in the existing literature, future challenges and opportunities, considering also

the rapid development of generative AI (especially LLMs), are discussed.

Besides the review of published research works, this survey builds on extensive past research activities and acquired

knowledge of its authors in the target area. A unique composition of authors consisting of experts not only on the

primary NLP area, but also on other related research domains (such as a computer vision, a social network analysis) as

well as media professionals, provides a novel holistic perspective on the addressed topic. Such diversity contributes,

besides others, to identification of open problems and future challenges, in which an application of research in practice

plays a prominent role.
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This survey is structured into 10 sections. Section 2 provides definitions of core concepts related to credibility, describes

various dimensions of credibility assessment as well as defines the scope of this survey while situating it into the context

of other existing surveys. In Section 3, the methodology employed in the survey process is thoroughly described. Section

4 focuses on research papers that address automatic credibility assessment (i.e., approaches addressing both steps

Ð detection of multiple categories of credibility signals and their aggregation into a credibility score). Subsequently,

Sections 5-7 address an automatic detection of 3 selected categories of credibility signals. Section 8 supplements this

analysis with a brief overview of additional 6 categories of credibility signals, including the complementary perspective

of credibility signals addressed in the non-NLP research. In Section 9, we provide an orthogonal analysis of challenges

and open problems that characterise the state of the art in this area. Finally, conclusions are drawn in Section 10.

2 BACKGROUND

2.1 Definitions

Credibility is a complex and multidimensional concept which lacks a single, unified and widely-accepted definition.

Existing definitions vary especially across various disciplines and fields, which study credibility from different perspec-

tives, such as information science, psychology, marketing or human-computer interaction (HCI) [247]. It is commonly

defined as a high-level construct with a help of related concepts, such as believability (which is considered to be

roughly a synonym with credibility), trust/trusthworthiness, reliability or their various combinations [15, 241, 247, 264].

Credibility is always tied to a target entity (an object of assessment), that can be either a piece of content or a source

spreading such content [155]. Due to ambiguity of terminology, in this survey we opt for community-contributed

definitions [123] gathered by the Credible Web Community Group2.

Credibility assessment is a process of ascertaining some level/degree of credibility to a target entity. Practically,

credibility assessment can be formulated as [241]: (i) a classification problem (i.e., assigning a label from a pre-defined

categories, such as a low/high level of credibility); or as (ii) ranking/scoring problem (i.e., assigning a numerical score).

In both cases, there are no standard scales adopted yet. Credible Web Community Group distinguishes two kinds of

credibility assessment acts [123]:

(1) Making credibility decisions, the act of deciding for oneself what to believe, which is often informal, immediate,

and unconscious. Doing this incorrectly often leads to being misled, although it may not be practical to do it

correctly at all times.

(2) Credibility analysis, manually by people or automatically by machines, is gathering, organizing, and analyzing

evidence to help people make credibility decisions about a particular information item. A credibility analysis

process might produce some kind of report which might itself be called a credibility assessment and might

include a credibility score. In the following text, we will focus especially on this act.

Consequently, a credibility signal [123] is a small unit of information used in making a credibility assessment as an

evidence. This can be a measurable feature of the information being assessed for credibility, or information about it

(metadata), or information about entities which relate to it in various ways, such as the entity who provided it.

Credibility indicator [123] is commonly used interchangeably with credibility signal. In some communities, credibility

signal is used for inputs to credibility assessment algorithms and credibility indicator is used for the display features

added to the output, to communicate results to a human consumer. In this survey, we prefer to use credibility signal,

2https://credweb.org/
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while we would like to emphasize that in practice many signals can be used directly also as indicators communicated to

end users.

Finally, credibility assessment tools [123] are software features or applications which perform credibility assessment

or help people do so. Such tools can either derive credibility signals, or implement also a credibility assessment algorithm

to aggregate such signals into a credibility score/credibility indicators.

Credibility and credibility assessment is inherently very close to false information (including fake news that inten-

tionally create and spread disinformation) and the task of fake news detection. Nevertheless, credibility (as also defined

above) is a broader concept and non-credible content does not necessary needs to be false one only. We would like to

emphasize that credibility signals have been already recognized in fake news research as a possible solution towards

more accurate and explainable methods. The recent work by Grieve and Woodfield [101] delve into the complexities

of identifying and analysing disinformation deceptive news. The authors study the way language adapts to different

contexts and purposes, arguing that the linguistic choices in deceptive news differ systematically from those in genuine

news. The difference in intent ś to deceive versus to inform ś leads to detectable variations in language use. The

authors illustrate this with the famous case of fake news involving Jayson Blair of The New York Times, where false

news were less informationally dense and less confident than real ones. The pressure to invent news and the lack of

factual grounding influenced writing style, making it less precise and authoritative. The authors propose that this type

of register variation could be a broader indicator of fake news. They call for continued research to understand the

linguistic patterns of fake news and to develop strategies to combat its spread. Although the above framework is only

based on the analysis of one reporter’s articles, this approach may be extended to corpora of non-credible/fake news

and credible/real news on various topics to try to identify credibility signals/register variation between the two.

To complement this recent case, we can also recall that the idea of analysing the language of disinformation and

propaganda has its source in the pioneering work of the German linguist and philologist Viktor Klemperer [156].

Klemperer showed how hate speech and conspiracy theories were used by the Nazis to justify the persecution of Jews.

He also showed how these discourses were repeated and amplified by the media and institutions, until they became the

norm.

2.2 Dimensions of credibility assessment

Approaches to study credibility. First, the research works on credibility and credibility assessment can be broadly

separated into multiple groups following their primary objective [15].

(1) There is a considerable number of (typically highly multidisciplinary) works focusing on definition of credibility,

credibility components or theoretical frameworks.

(2) The second group corresponds to human-based approaches (studies), in which various aspects of credibility are

studied from the perspective of end-users.

(3) Finally, a large group of approaches focuses on automation of credibility assessment, either detecting the credibility

signals or aggregating them into the credibility indicators. The complexity of such automation can be very

diverse, ranging from simple rule- and heuristic-based methods to supervised/unsupervised machine learning.

This group also covers research works focusing on building datasets appropriate to create such methods/models;

as well as systems (web applications, browser extensions, etc.) built on the top of such automated methods.

Levels of credibility assessment. Following a type of a target entity, which is a subject of credibility assessment,

we can distinguish five levels of credibility assessment as follows [15, 241]:
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(1) Content level. At the content level, the task is to analyze the content attributes typically of a social media post

or a news article. It is the most fundamental and important type of assessment, which is commonly used to

determine the credibility at other levels (e.g., if a post is assessed to be credible, also a corresponding user/source

or an associated topic/event is considered to be credible).

(2) User/source level. This level of credibility assessment depends on features extracted from user accounts (e.g.,

age, education, profile image) and a history of user-generated content. Besides a specific user, it can relate to a

broader source (e.g., a news portal, an organization).

(3) Topic/event level. At this level, a credibility is assessed by proceeding from a cluster of posts falling under a

specific trending or potentially high-impact topic or event (e.g., elections, societal crisis situations).

(4) Media level. At the media level, the medium used to communicate and spread information is a target of

credibility analysis (e.g., an online social network). This level typically encompasses credibility analysis of

authors, spreaders as well as posts themselves.

(5) Hybrid level. To optimally utilize the advantages of individual levels and take advantage of high correlation

between them, researchers commonly apply a hybrid approach in which the credibility is assessed at multiple

levels at the same time.

Taxonomies of credibility signals. Credibility signals, as a core unit in the credibility assessment process, can be

categorized by various taxonomies, following different views.

First, many works broadly distinguish between content- and context-based credibility signals [40, 56, 63, 84, 89,

95, 133, 139, 146, 230, 240, 325, 337]. Content-based signals are derived from the content itself, such as partisanship,

emotional appeal, or persuasion techniques. On the other hand, context-based signals, also referred to as provenance-

[91] or meta-information, take into account contextual (e.g., user, source) clues, such as user statistics, location, domain

reputation, or the number of shares.

Second, despite many commendable efforts, there is no unified list or categorization of credibility signals. As a result,

research works commonly utilize various and very diverse lists of credibility signals. For example, Molina et al. [198]

proposed separate lists of credibility signals (or features as they have been denoted by the authors) to distinguish

between eight types of online content, such as real news, fabricated news, or satire. Each list grouped signals into 4

main categories roughly corresponding to levels of credibility assessment: (i) message and linguistic, (ii) sources and

intentions, (ii) structural, and (iv) network.

An alternative approach was used by the Credibility Coalition3, which organized weekly remote sessions during

which participants drafted about 100 credibility signals specifically aimed at the credibility of web pages [337]. They

have been later coalesced into 12 major categories, including reader behavior, revenue models, publication metadata,

and inbound and outbound references. In 2017, the Credibility Coalition formed the World Wide Web Consortium (W3C)

Credible Web Community Group, which continued in this initiative. It crowdsourced from human experts (researchers

as well practitioners) an extensive list containing more than 200 credibility signals, commonly referred to as W3C

signals [204]. This list introduces a number of signals categorized by target entity (subject) type: claim, text, image,

audio, video, article, title, web page, website, aggregation (e.g., RSS), venue, provider, creator, person, or organization.

While such a list is currently just an informal draft and has not been standardized yet, it has been adopted and served

as a foundation to several research works (e.g., [230, 234]).

3https://credibilitycoalition.org/
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Finally, the credibility signals differ in their polarity. In the existing works, some signals are formulated as a predictor

of credible content (e.g., high factuality), while other signals are formulated as a predictor of non-credible content (e.g.,

presence of logical flaws). When interpreting or aggregating individual credibility signals (either by an end user or a

credibility assessment algorithm), such polarity must be explicitly taken into consideration (e.g., in [163, 234]).

Importance and effects of credibility signals on end users. Due to a broad definition of credibility, as well as

rich taxonomies of credibility signals/indicators, a number of human-based studies have analysed the importance of

individual credibility signals and their effects on the perceived credibility, in general as well as for specific groups of

end users (according to their expertise, age, education etc.).

First, these studies address various content types and platforms, such as social media posts [10, 275], news articles

[124, 128, 181], videos and video sharing platforms [91, 130], images [91], search engines [143, 184, 305], or online

encyclopedias [85].

At the same time, they address various types of end users. Piccolo et al. [230] perform a human study with two

groups of participants, academics/students and random social media users. Rijo and Waldzus [248] looked into how

voting patterns and political beliefs influence the way people evaluate information credibility. Jia et al. [141] focused on

liberal and conservative users. Other works (e.g., [130]) focus on social media users in general.

Regarding the scope of credibility signals, some works focus on signals provided directly by (social media) plat-

forms [184, 305], some investigate a single credibility signal (e.g., hyper-partisanship in [141]) or a whole spectrum

of signals (e.g., 28 signals analysed in [230]). Jia et al. [141] compared credibility signals produced by three various

sources ś an algorithm, a community, and a third-party fact-checker. Besides content- and context-based signals, Chang

et al. [56] considered also an additional group of design signals (consisting of four signals: interaction design, interface

design, navigation design, and security settings).

The number of studies comparing the importance of credibility signals on non-English data is rather limited. The

work by Gao et al. [95] performs the human study on the importance of credibility signals for the Weibo Chinese

misinformation dataset regarding health and safety information.

All these humans studies resulted into valuable findings about which credibility signals are the most important and

have the greatest effect on the end-users. Out of 28 credibility signals, Piccolo et al. [230] found that context-based

(presence of links, publisher, author) contribute most towards human judgement. Interestingly, different groups of

participants exhibit different patterns towards content-based signals. For example, fallacy and partisanship, as well as

clickbait title, were ranked high by academics and students only, while social media users did not find this information

important. In the human study on e-Health information, Chang et al. [56] found that content signals were most

important, accounting for 57.3% of cases, followed by source-related or context-based signals (26.0%). Finally, they

found that design-related signals, such as website layouts and overall design are least important and account for 16.7%

of decisions. Lin et al. [175] found that the authority and retweet patterns are most important for human participants

when deciding on information credibility. Gao et al. [95] showed that the impact of source credentials, such as the

authenticity of the authors, on users’ credibility assessment was limited. On the other hand, content-based signals, such

as objective claims, are considered more insightful for credibility assessment.

2.3 Existing surveys

The majority of the surveys on information credibility focus on specialised domains. Alrubaian et al. [15] conducted a

literature review on the credibility of social media information while considering 4 levels of credibility assessment (i.e.,

post, member, topic/event, hybrid level). The analysed credibility analysis methods were categorised into automated-,
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human-, and hybrid-based approaches. Automated-based approaches are further subcategorized into machine learning

approaches, graph-based semisupervised approaches, and weighted and IR algorithms. Their analysis spans until 2018,

and therefore, the automated methods are limited to traditional machine learning (e.g., classifications algorithms like

decision trees, logistic regression) and do not include more recent transformer or LLM-based approaches.

Similarly, Qureshi et al. [241] perform an analysis of the credibility detection methods in the social media and

microblog domains. The authors adopt the level-based classification of the task proposed by Alrubaian et al. [15].

In addition, they propose a fine-grained framework based on the existing approaches that targets various aspects

behind credibility assessment. Their theoretical framework consists of content-, media-, website- and interaction-based

assessment of social media information. Within this framework, they identify two main directions of research, namely,

post-level and user-level constructs. The post-level constructs are further divided into the detection of: (i) deceptive and

trustful information (rumor and fake news, hoax, spam and phishing and meme detection tasks), (ii) bias and objectivity

detection (hyperpartisan, bias and polarisation detection tasks), and (iii) hate speech and offensive language detection

tasks. The user-based constructs, on the other hand, are based on: (i) user deception level (bot and suspicious behaviour

detection tasks), (ii) user competence (topic-specific expert detection; and opinion credibility detection tasks), and (iii)

user authority (post ranking, personality detection, influence and trust propagation).

Another group of the surveys focuses on particular categories of credibility signals, such as, a survey by Nakov et al.

[208] that surveys the literature on factuality and biases in social media, or a survey by Panchendrarajan and Zubiaga

[216] on claim detection for automated fact checking.

In contrast to these existing surveys, we focus on in-depth analysis of Natural Language Processing (NLP) research,

with a specific focus on automatic credibility assessment and detection of individual textual credibility signals in the context

of online social media content. This focus is motivated and determined by the recent emergence of large language models,

that have significantly influenced the NLP field. The research works on credibility assessment are already adopting

this new generation of models, nevertheless, their potential is still far from being explored completely. This survey

thus stands on the intersection of credibility assessment (which is an application domain of utmost importance for

protecting our society and democratic values) and artificial intelligence (which is a research domain rapidly advancing

thanks to many recent discoveries).

2.4 Scope of the survey

Following the existing surveys and recent development in the relevant research field, we define the scope of this survey

as follows:

(1) Out of approaches to study credibility, this survey specifically tackles automation of credibility assessment.

(2) Regarding the levels of credibility assessment, the research works falling into the scope of this survey typically

address the credibility assessment at the post level, but indirectly also at user/source, topic/event, media and

hybrid levels.

(3) Out of various taxonomies of credibility signals, the survey covers content- as well as context-based signals

that relate to text (while relation to other modalities is briefly documented in Section 8.7). We specifically

focus on a selection of such credibility signals that: (i) have attracted a considerable amount of interest in the

NLP community, and (ii) have been recognized by the human-based studies as important and impactful on

social media users and human experts (e.g., media professionals). Firstly, the survey covers papers that address
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automatic credibility assessment with multiple categories of credibility signals at once. Subsequently, it provides

an in-depth analysis for three individual categories of credibility signals:

(a) Factuality, subjectivity and bias;

(b) Persuasion techniques and logical fallacies;

(c) Claims and veracity.

For survey completeness, we provide a brief analysis for six additional categories of credibility signals, which

are either covered by recent surveys (e.g., machine-generate text, offensive language) or have been addressed

by a limited number of works yet:

(a) Machine-generated text;

(b) Text quality;

(c) References and citations;

(d) Clickbaits and title representativeness;

(e) Originality and content reuse;

(f) Offensive language.

Regarding the time span, the survey covers the research papers published before May 2024, when the systematic

identification of research works was done. The first papers covered by the survey originate in 2004.

3 METHODOLOGY

3.1 Research paper collection process

In order to collect the relevant papers, we adopted the conventional and standardized methodology for literature review

called Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [292] and specifically its updated

version PRISMA 2020 [214]. In addition to being commonly used in literature surveys, PRISMA was also previously

used to perform the analysis of the topics related to credibility signals, such as media bias [250]. Figure 1 depicts

the standardized PRISMA 2020 flow diagram [107] illustrating individual steps and the number of research papers

processed.

Identification ś Search queries. In order to conduct a systematic literature search that covers the papers that

have a high potential of being relevant, we generated custom search queries for papers tackling with: (i) credibility

assessment utilizing multiple categories of credibility signals, as well as (ii) automatic detection of individual categories

of credibility signals. Each query combined keywords and logical search operations (AND, OR) to achieve the highest

possible coverage and reduce false positives at the same time. The keywords have been carefully selected to capture

inconsistent and ambiguous terminology used in the existing works. The first version of queries was proposed following

our past experience and research in the respective area, and iteratively refined to cover additional alternative phrases

with the same semantics identified in the research papers. Table 1 represents the search queries employed to acquire

the desired list of research publications.

Identification ś Databases and registers. The proposed queries were submitted to four large repositories of

peer-reviewed scientific publications, namely:

• ACL Anthology4

• ScienceDirect5

4https://aclanthology.org/
5https://www.sciencedirect.com/
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Identification of new studies via databases and registers

Records identified from:

Databases (n = 13,243):

ACM DL (n = 417)

ACL Anthology (n = 12,132)

IEEE Xplore (n = 311)

ScienceDirect (n = 383)

Records removed before screening:

Duplicate records (n = 0)

Records screened

(n = 13,243)

Records excluded

(n = 13,010)

Reports sought for retrieval

(n = 233)

Reports not retrieved

(n = 9)

Reports assessed for eligibility

(n = 224)

Reports excluded:

Reason: Non-NLP (n = 38)

Reason: Non-relevant (n = 53)

New studies included in review

(n = 175)

Identification of new studies via other methods

Records identified from:

Citation searching (n = 52)

Reports sought for retrieval

(n = 52)

Reports not retrieved

(n = 0)

Reports assessed for eligibility

(n = 52)

Reports excluded:

Reason: Non-NLP (n = 6)

Reason: Non-relevant (n = 5)

Fig. 1. PRISMA 2020 flow diagram [107] depicting the standardized methodology applied to collect the relevant research papers,
together with a number of research papers processed in each step.

• ACM DL6

• IEEE Xplore7

Identification ś Search scope. Papers addressing credibility assessment with multiple categories of credibility

signals are quite scarce, therefore, for this type of papers we performed the search for the query terms in the whole

body of the document. For individual categories of credibility signals, on the other hand, we searched for the given

query term in the title, abstract and user-specified keywords8 only.

For ACM Digital Library (n = 417), IEEE Xplore (n = 311) and ScienceDirect (n = 383) we considered all returned

papers as identified. Since ACL Anthology uses Google Search as a search engine, the search returned an extensive

number of results, many of them being irrelevant. By a manual check, we found out that the relevant results appeared

in first 10 pages or less, therefore for each search query we considered as identified papers that appear on first 10 pages

of results (still resulting in a large number of 12,132 identified papers).

Identification ś Extended search. Besides identification of the relevant research papers by the direct search, we

applied also citation searching (i.e., search for additional potentially-relevant papers in references from/to the papers

identified by the direct search). To some extent, we also checked additional papers published by the same author and

at the same venue (e.g., in case of data challenges that are directly focused on the respective category of credibility

signals). In this way, we identified additional papers (n = 52), that partially comes from the pre-print servers, especially

arXiv. Being a pre-print (a paper that have not underwent the peer-review yet), we carefully checked the quality of

such specific cases to make sure that only high-quality papers are included in our survey.

6https://dl.acm.org/
7https://ieeexplore.ieee.org/
8The search in author-specified keywords is available only at the ScienceDirect digital library.
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Table 1. Search queries used during the systematic literature search

Credibility signal category Description Search query Search scope

Credibility assessment
with multiple categories
of credibility signals

Generic credibility assessment approaches
utilizing multiple categories of credibility
signals are analysed, with no specific focus

"credibility signals" OR
"credibility indicators" OR
"confidence indicators" OR
"non-credibility index" OR
"noncredibility index" OR
"credibility features"

Title, abstract, keywords,
the whole article body

Factuality, subjectivity and bias
Factuality, bias objectivity-reporting,
subjectivity, partisanship, tone,
emotional valence, framing

(“factuality” OR
“text subjectivity” OR
“text objectivity” OR
"subjective bias" OR
"sentiment bias" OR
”media bias” OR
“news framing” OR
“partisan”)
AND
(detection OR
classification OR
identification OR
extraction)

Title, abstract, keywords

Persuasion techniques
and logical fallacies

Propaganda and persuasion techniques,
logical fallacies

("propaganda" OR
"persuasion" OR
"logical fallacies")
AND
(detection OR
classification OR
identification OR
extraction)

Title, abstract, keywords

Claims and veracity
Check-worthy claims,
previously fact-checked claims

("check-worthy" OR
"fact-checked")
AND
(claim OR
statement OR
misinformation)
AND
(detection OR
classification OR
identification OR
extraction)

Title, abstract, keywords

Additional credibility signals

Machine-generated text,
Text Quality,
References and citations,
Clickbaits and title representativeness,
Originality and content reuse,
Offensive language

Search is done on
ad-hoc basis,
no systematic keywords
were used

Title, abstract, keywords

Screening. Upon identification of the papers that satisfy the search queries (n = 13,243), title and abstract of the

papers have been screened directly in the user interface of corresponding digital library. Following this screening, the

non-relevant papers (n = 13,010) have been excluded. As excluded papers in this step, we considered those that: (i) used

the search keywords in a different context that is out of scope this survey as defined in Section 2.4 (i.e., not related to

online content credibility and NLP), or (ii) are not full/short/journal/workshop papers (e.g., abstracts of invited talks or

workshops).

Out of the remaining relevant papers (n = 233), the full body (PDF file) cannot be retrieved by the authors of this

survey only in a negligible number of cases (n = 9).
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Fig. 2. Number of included papers according the di-
rect (by keywords) and extended (by citations) search
grouped by each credibility signal category.

Fig. 3. Number of included papers according to the digital library grouped by
each credibility signal category. Other refers to additional repositories, such
as arXiv.

For all papers with a full body (n = 224), a final eligibility check was done (to further exclude such papers that have

not been already excluded in the first screening step). By in-depth analysis of the full version of the obtained papers,

we excluded papers due to two specific reasons:

• Non-NLP (n = 38 for direct search, n = 6 for extended search) ś the paper is exploring the general or specific

notion of credibility and credibility signals, but from either theoretical, behavioural, human annotation, or other

area of computer science (computer vision, social network analysis, etc.).

• Non-relevant (n = 53 for direct search, n = 5 for extended search) ś the search terms (co)-occurr in the paper in

the context different from the notion of credibility signals. For example, the bi-gram “confidence indicator" can

often occur in research on construction risk assessment. Such papers were removed from the analysis.

Included. Finally, we obtained relevant NLP papers (n = 175) that are exploring a specific category or multiple

categories of credibility signals while the primary contribution is related to NLP domain (i.e., a paper performs an

automatic detection and/or aggregation of credibility signals, introduces a novel dataset or a system for automatic

credibility assessment).

Out of included papers, the smallest number of papers tackles with credibility assessment with multiple categories of

credibility signals, while the most populated is claims and veracity (see Figure 2). Due to NLP focus, the ACL Anthology

is clearly the most common digital library for all three specific categories of credibility signals, while number of

papers from individual digital libraries is rather evenly distributed for multi-category credibility assessment papers (see

Figure 3). From the time evolution, we can see an initial increase of papers in 2016, corresponding to the overall research

focus on false information after the US presidential elections (see Figure 4). A significant increase in recent years,

partially slow downed during the COVID-19 pandemic, demonstrates a high research interest in the area addressed in

this survey.

3.2 Paper categorization and in-depth analysis

Included papers were subsequently thoroughly analysed by the authors of this survey. Firstly, for each paper the basic

metadata have been collected:

• paper type (one of the following options: a full paper, a short paper, a journal paper, a workshop paper, other),

• venue (an abbreviation of a conference, a journal or a pre-print),
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Fig. 4. Evolution of included papers according to year they have been published in. Year 2024 includes papers published online before
May 2024.

• year, when the paper was published in,

• main outcome (one of the following options: a method/model, a study, a dataset, a tool, a survey).

Moreover, we annotated several additional types of information that have been identified as the most useful for

the analysis and description of the current state of the art, as well as for recognition of remaining open problems and

potential future work, namely:

• dataset used (if authors used an existing dataset, a name of such dataset, otherwise information about how own

dataset was obtained),

• content/context signals (whether the paper tackles with content, context or both types of credibility signals, see

Section 2.2 for more information),

• list of credibility signals (a specific list of signals addressed in the paper),

• automated detection (whether a paper attempts to perform also an automatic credibility assessment and/or

automatic detection of credibility signals),

• models (if paper attempts to perform automated detection, what kind of models have been used),

• metrics (if paper attempts to perform automated detection, what kind of metrics have been used),

• human agreement (if paper introduces an annotated dataset, what kind of human agreement was achieved).

The full list of papers included in this survey, including all annotations is available as a digital appendix of this

survey9.

Following this analysis, we describe multi-category credibility assessment papers as well as each individual category

of credibility signals from three perspectives (that are also utilized to structure the consequent categories): (i) datasets,

(ii) methods and models, and (iii) tools and services. For each category we summarized the current state of the art and

identified problems and challenges that are specifically present in such credibility signal category (such analysis is

further elaborated in Section 9, with an orthogonal discussion across all included papers).

4 CREDIBILITY ASSESSMENTWITH MULTIPLE CATEGORIES OF CREDIBILITY SIGNALS

This section provides an overview of research works that tackle with credibility assessment by considering multiple

categories of credibility signals at once. This group of approaches typically explicitly uses the terminology relevant

9Available at: https://docs.google.com/spreadsheets/d/1-6ueO3a_VxgBuiv0QluUY3Un9YEps4YPhtbtESdTaTM/edit?usp=sharing
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to credibility (such as credibility assessment, credibility signal, credibility score), in contrast to approaches described

in the following sections that tackle with detection of a particular category of credibility signals, but typically do not

denote them as such.

4.1 Datasets

The most of datasets used in the credibility assessment works are annotated at the content level (see Section 2.2 for the

overview of levels of credibility assessment). Table 2 provides an overview of the selected datasets created or adapted

for the purpose of credibility assessment task.

Zhang et al. [337] created a thoroughly annotated, however, only very small credibility-related dataset. Out of news

articles, being the most shared on social media, 40 articles were selected (covering multiple topics: public health, climate

science, diseases, vaccines). In total, 6 annotators were recruited to annotate the credibility signals. These indicators

were adopted from the initial list of signals created by the Credibility Coalition (see Section 2.2). Out of them, 16 content

and context indicators were selected to be annotated. Namely, content indicators included: title representativeness,

clickbait title, quotes from outside experts, citation of organizations and studies, calibration of confidence, logical

fallacies, tone, inference. Context indicators included: originality, fact-checked, representative citations, reputation

of citations, number of ads, spammy ads, number of social calls, and finally placement of ads and social calls. Besides

that, all articles were evaluated for an overall credibility by domain experts on a 5-point scale. In the following dataset

analysis, two backward stepwise multiple regression models were utilized to measure the predictive value provided by

both sets of indicators. For content-based signals, after model convergence, two variables remained: clickbait title and

logical fallacies (slippery slope). This model was found to significantly predict credibility (F = 13.972, p < 0.001). For

context-based signals, 6 variables remained: fact-checkedśreported false, fact-checkedśreported mixed results, number

of social calls, number of mailing list calls, and placement of ads and social calls. Together, they were also found to

significantly predict credibility (F = 12.986, p < 0.001). Despite a wide range of annotated credibility signals as well as

overall credibility score, the practical value of the resulting dataset, which was created only as a proof of concept, is

somehow limited by its size (N = 40) which is insufficient even in few-shot learning scenarios.

In the follow-up study, Bhuiyan et al. [40] gathered a dataset of over 4,000 credibility assessments taken from 2 crowd

groups (journalism students and Upwork workers) and 2 expert groups (journalists and scientists). Similarly as in the

previous case, a varied set of 50 news articles related to climate science were selected. News articles were annotated by

both crowd and expert groups on a 5-point Likert scale. The in-depth analysis of the obtained annotations revealed

differences in annotation not only between crowd and expert groups, but also within expert groups between journalists

and scientists due to differing expert criteria that journalism versus science experts use. Following the observations,

authors proposed directions how to better design crowdsourcing of content credibility.

El Ballouli et al. [84] collected 17 million tweets in a period of two weeks that were written in Arabic and contained

any hashtag. After preprocessing and grouping tweets by their hashtags, a topic-independent subset of 9,000 tweets

was selected. Each of these tweets was annotated by three annotators on a binary scale (credible, non-credible), while

the majority vote was used to determine the final label.

Due to a lack of sufficiently large credibility-annotated datasets, some authors (e.g., [163, 234, 325]) decided to use

available fake news datasets, such as LIAR [307], Weibo10, FakeNewsNet [273], FakeNewsAMT [228] or Celebrity

dataset [228]. In such a case, various fake-news labels are mapped to credibility labels by taking an assumption that a

fake news content is considered to be non-credible. Qureshi and Malick [240] also proceeded from the FakeNewsNet

dataset, however, only to identify a potential set of tweets that were further manually annotated by 12 experts for
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credibility on a 5-point scale. The resulting dataset consists of 4,958 tweets, out of them some were discarded due to

low annotators’ agreement.

Another group of datasets used in the existing works relates to credibility annotated at source (webpage) level.

Microsoft Credibility [263] dataset consist of top 40 search results on 25 pre-defined queries on the topics of Health,

Politics, Finance, Environmental Science, and Celebrity News, which were manually annotated for credibility on a

5-point scale. Another dataset, Content Credibility Corpus (C3) [145], consists of 15,750 evaluations of 5,543 pages by

more than 2,000 annotators recruited through Amazon Mechanical Turk.

Finally, at the topic/event level, Mitra and Gilbert [194] introduced a large scale dataset containing 60M tweets

collected during a period of more than three months and grouped into 1,049 real-world events, each annotated by 30

human annotators on a 5-point scale.

Table 2. Selected datasets used in the works on credibility assessment with multi-category credibility signals

Dataset Language # Instances Content type Classes Used by

Zhang et al. [337] English 40 News articles
8 content-based signals,
8 context-based signals,

overall credibility on a 5-point scale
[234, 337]

Bhuiyan et al. [40] English 50 News articles overall credibility on a 5-point scale [40]
El Ballouli et al. [84] Arabic 9,000 Tweets credible, non-credible [84]

LIAR [307] English 12,800
Short statements
from politifact.com

pants on fire, false
barely-true, half-true
mostly-true, true

[325]

Weibo10 Chinese 18,000 Microblogs same 6 as in LIAR [325]
FakeNewsNet [273] English 23,196 News articles, microblogs true news, false news [163, 234]
FakeNewsAMT [228] English 480 Political news articles fake, legitimate [163]
Celebrity [228] English 500 Celebrity news articles fake, legitimate [163]
Qureshi and Malick [240] English 4,958 Microblogs overall credibility on a 5-point scale [240]
Microsoft Credibility [263] English 1,000 Websites (search results) overall credibility on a 5-point scale [89, 234]
Content Credibility Corpus (C3) [145] English 5,691 Websites 25 signals grouped into 6 categories [89, 234]

CREDBANK [194] English 60M Microblogs
credibility of 1,049 real-world events

annotated on a 5-point scale

4.2 Methods and models

The methods and models used in the research works falling into this group typically employ a methodology consisting

of three steps. Firstly, a set of credibility signals is selected. Secondly, various techniques are employed for their

automatic detection. Finally, detected credibility signals are then either used to predict an overall credibility which

can be subsequently utilized for example as an input to information retrieval engine. In the following description, we

provide an in-depth description of each of these three steps.

Credibility signals selection. In the earliest works, credibility signals were rather approximated by various (mostly

shallow) linguistic features that can be easily detected by the machine, such as a number of words or exclamation marks.

While being potentially helpful content representations for traditional machine learning algorithms, people would not

usually use such features for credibility assessment due to the absence of their direct interpretability. Weerkamp and

De Rijke [311] adopted a subset of 11 such features for blog posts proposed in [252] while focusing on those that are

text-based and can be easily detected automatically, such as capitalization, shouting, spelling or post length. Similarly,

Kang et al. [146] opted for 12 numeric and 7 binary content-based credibility indicators for Twitter, such as a positive

sentiment factor or a number of mentions. Approximately half of these indicators were adopted from the previous work

by Castillo et al. [53].

10https://service.account.weibo.com
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El Ballouli et al. [84] selected 48 credibility signals, out of them 26 signals were content-based. Besides shallow

linguistic features, as already included in the previous works (e.g., count of hashtags, count of unique words, count of

exclamation/question marks) the authors utilized also more advanced sentiment extraction to assess positive sentiment,

negative sentiment, and objectivity. A shift towards more complex credibility signals is also present in the work by

Qureshi and Malick [240]. Authors initially complied a list of 33 potential credibility signals. By proceeding from the

initial experiments, a final set of 11 content- and context-based signals were used. In the case of content-based signals,

shallow features (such as a number of hashtags, length of text) were discarded in favor of more complex signals like, post

hate, informativeness, or deception.

For the purpose of website credibility evaluation, Esteves et al. [89] selected 15 content-based indicators by proceeding

from the taxonomy created by Olteanu et al. [211], such as authority (authoritative keywords within the page HTML

content), readability metrics, text category or sentiment.

In contrast to works mentioned so far, the following works selected signals from the list created by the Credible Web

Community Group (see Section 2.2). At first, Podgurski et al. [234] proposed a modular credibility assessment system

of web pages using the 23 most frequent content- and context-based signals. The employed signals range from naive

numerical and linguistic features, such as the number of external links, linguistic statistics (average text and word count,

overall word count, etc.), spelling and grammar, domain endings and author information, to more complex features, such

as sentiment, readability and presence of a clickbait title. Similarly, Leite et al. [163] employed 18 credibility signals,

including advanced ones that have not been considered in the previous works, such as call to action, impoliteness,

sensationalism or explicitly unverified claims.

Credibility signal detection. Early shallow linguistic features were detected primarily by simple rule- and heuristic-

based techniques [146, 311], such as a predefined lexicon of positive and negative words, counting/searching for specific

characters/patterns (e.g., capital letters, emoticons).

By proceeding from such superficial linguistic features to more advanced credibility signals, also their detection

methods becamemore complex. For sentiment analysis various lexicon and rule-based sentiment analysis were employed,

such as Vader for English [89, 234], or ArSenL for Arabic [84]. For text category classification, well-known approaches

employed in other NLP tasks were adopted, such binary multinomial Naive Bayes (NB) classifiers or Latent Semantic

Analysis (LSA) [89]. Various NLP libraries were used for automatic detection of additional credibility signals, such as

LanguageTool library for detection of grammar & spelling errors or TextBlob for subjectivity detection [234]. Even

further, Qureshi and Malick [240] detected the selected credibility signals by means of the classification methods

proposed in the previous research works.

Surprisingly, adoption of LLMs for detection of multiple categories of credibility signals is only very rare despite a

great potential of LLMs to target a wide range of various credibility signals categories. To this end, Leite et al. [163] used

3 instruction-tuned LLMs (GPT-3.5-Turbo, Alpaca-LoRA-30B and OpenAssistant-LLaMa-30B) with a specific prompt

designed for each credibility signals (e.g., "Does the article make use of sensationalist claims?").

Credibility score prediction. To estimate overall credibility from the credibility signals, Weerkamp and De Rijke

[311] opted for simple weighting schemata. The resulting credibility score was subsequently incorporated into a blog

post retrieval model. Kang et al. [146] proposed three computational models (based on a weighted combination, and on

a probabilistic language-based approach) for assessing tweet’s credibility, using not only content-based but also social

and hybrid strategies. Experiments on the test set consisting of 1,023 instances (while using 10-fold cross-validation)

revealed that social model was able to outperform content-based and hybrid model. This can be explained by a short

textual content of tweets, as well as very shallow linguistic and possibly noisy credibility signals, such as a presence of
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exclamation mark. Podgurski et al. [234] combined individual signals’ subscores with signal weights through a linear

combination function. Signal weights were determined by authors empirically by considering prior research results,

signal measurement accuracy, and experimental calculations on test data.

By advancing from simple weighting and heuristics, consequent works started to employ feature engineering with

traditional machine learning approaches. El Ballouli et al. [84] trained a random forest decision tree classifier on the top

of detected credibility signals ś each serving as a feature. To predict website credibility score, Esteves et al. [89] used

Gradient Boosting and AdaBoost classification algorithms on the top of Microsoft Credibility and Content Credibility

Corpus (C3).

For the purpose of feature selection, Qureshi and Malick [240] utilized the KolmogorovśSmirnov (KS) test to identify

discriminating features. Subsequently, a wide range of machine learning algorithms (12 regression and 10 classification

ones) were used to predict original 5-scale as well as simplified binary credibility score. Results revealed that context-

bases signals, such as high user influence and medium-to-high spread count, are very indicative of credible tweets.

Credible tweets are normally spread by topic experts (the topic of the tweet is in the top 3 topics for that user), typically

do not contain deceptive information and are not posted by malicious accounts. In terms of content-based signals,

credible tweets have high informativeness and tent to not contain hate speech or links to low-credible sources.

Analogically to other ML/NLP areas, also credibility assessment underwent a shift towards deep learning methods.

In this direction, Wu et al. [325] introduced an ANSP model based on adversarial networks and multi-task learning to

capture differential credibility features for information credibility evaluation. The input to the model consists of the

concatenations of word embeddings (Word2Vec) and meta-data embeddings (various credibility signals provided by the

datasets). Evaluation on English and Chinese datasets, LIAR and Weibo respectively, showed that the combination of all

features performs best for both datasets, while content-based features were consistently outperformed by contextual

ones. Among these, some signals are particularly powerful on their own, such as the speaker, state info, party affiliation,

or credit history.

Finally, Leite et al. [163] used Prompted Weak Supervision (PWS) on the top of LLM-predicted credibility signals.

This approach was compared with unsupervised and supervised baselines. In the supervised finetuning scenario, a

RoBERTa-Base model was finetuned with the ground-truth labels. In the zero-shot scenario, an instruction-tuned LLM

based on LLaMa2 was prompted without any signals or in-context examples. Experimental results on four datasets

(FakeNewsNet - GossipCop, FakeNewsNet - PolitiFact, FakeNewsAMT, and Celebrity) showed that Prompted Weak

Supervision outperformed the zero-shot baseline by 38.3%, and achieved 86.7% of the performance of the state-of-the-art

supervised baseline. Furthermore, in cross-domain settings, where the domain of the train set differs from the domain

of the test set (e.g., Politics and Gossip), Prompted Weak Supervision outperformed the supervised baseline by 63%.

Lastly, the authors study the association between credibility signals and veracity through (i) a statistical test, where 12

out of the 19 signals were shown to have an association with veracity, and (ii) an ablation study, in which signals were

individually removed from the train set in order to inspect their contribution to the model’s performance. This showed

that the method’s strength is in the combination of a wide range of signals rather than relying on a small set of signals

that could be strong predictors of veracity. Through these analyses, the authors verified that some credibility signals

are domain-specific. For example, signals such as Source Credibility and Misleading about Content improve performance

mostly for the political domain, while others such as Expert Citation and Call to Action show benefits in entertainment

news. In addition to the efficiency of this approach in terms of being independent of the costly annotation of long news

articles with each signal, the main advantage of this method is generalisation capability. The authors found that their

approach outperforms the fine-tuned methods on the out-of-domain test data. This result is particularly important in
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the modern era of misinformation, when new fake news emerge every day, making it impossible to have up-to-date

annotated data.

4.3 Tools and services

While the systematic paper review have not revealed any specific demo papers describing tools or services dedicated to

credibility assessment, various publicly available solutions exist. Many of them are on a border with false information

detection. From 2019, the Credibility Coalition maintain a CredCatalog11 ś a catalog of initiatives that have a stated aim

to improve information quality. Besides various organizations (like fact-checking or academic instititions), it provides

overview of several relevant tools.

Besides that, there are commercial projects aiming to help end-users to evaluate credibility of the online content

directly in their browsers. NewsGuard12 provides News Reliability Ratings for news outlets based on nonpartisan

journalistic criteria. Similarly, GroundNews13 rate news stories according to their bias distribution (left-/right-leaning

bias) or factuality. The labelling is, however, done rather indirectly through sources writing about such news stories,

instead of analysing a content of individual news articles themselves.

Finally, an automatic analysis of several credibility signals (persuasion techniques, subjectivity, or machine-generated

text among others) is available as a part of the Assistant tool in the well-known Verification plugin14 developed and

further enhanced as a part of EU-funded projects (InVID,WeVerify and vera.ai). The Assistant tool allows users to provide

an URL or a local file as input, from which the text is extracted and various text analysis are performed, credibility

signals being a recent addition to them.

4.4 Discussion

Limited research focus with absence of LLM-based solutions. As already shown in Figure 2, the number of

works explicitly addressing credibility assessment by taking multiple categories of credibility signals into account is

considerably lower in comparison with other individual signal categories. This is in contrast to fake-news detection,

which attracted a plethora of research (and also practitioners’ and public) attention.

In parallel, our literature survey pointed out a surprising lack of approaches utilizing LLMs. At the same time, LLMs

provide a great opportunity to automatize detection of multiple credibility signals even in a zero-shot settings, as the

work by Leite et al. [163] clearly demonstrated. Even further improvement in the terms of accuracy can be achieved by

employing in-context learning, or instruction-tuning LLMs. While such LLM-based approaches would inquire higher

computational costs, existing Parameter-efficient Fine Tuning (PEFT) techniques [327] may employed if necessary.

Lack of multilingual datasets with annotated credibility signals. Similarly to a limited research focus, also the

situation with credibility-annotated datasets is falling behind fake-news research. There are very few datasets with

manual (human) annotations at the level of individual credibility signals as well as overall credibility [40, 337]. These

datasets are, unfortunately, very small preventing employment of language models even in few-shot settings. Despite

the declared original intentions to extend them in future, to the best of our knowledge, no follow-up datasets have been

created so far.

The remaining datasets are larger (containing hundreds or thousands of instances), nevertheless, annotated only

at the level of overall credibility (see Table 2). Absence of datasets providing annotations of multiple categories of

11https://credibilitycoalition.org/credcatalog/
12https://www.newsguardtech.com/
13https://ground.news/
14https://www.veraai.eu/category/verification-plugin
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credibility signals for the same set of instances, prevents multi-task training of models. Multi-task approaches may

provide an interesting potential, especially since many credibility signals inherently share some underlying similarities

that can contribute to a better performance (as the results of Prompted Weak Supervision (PWS) already demonstrated

in [163]).

Robustness of credibility signals. For reliable credibility assessment, it is necessary that credibility signals and

their relation to overall credibility remains the same in time, or at least is not influenced by significant domain and data

drifts. To shed more light on the robustness of credibility signals, Ji et al. [139] evaluated how the signals and their

prediction capability change over time. By utilizing the posts from the Weibo platform, two topic-specific datasets

were created, one for climate change and second one for genetically modified organisms (GMO). The authors analysed

how credibility signals evolve over time by splitting these datasets year-wise. They found that certain signals remain

more stable over time, however, this stability is topic-dependent. For example, post sentiment performed better for the

climate change dataset in most of the years compared with other features, while the post topic was the best predictor

for the GMO dataset. In general, results showed that content-based features remained effective across time. On the

other hand, contextual features, such as activeness and gender, were not correlated with veracity in the climate change

dataset, while popularity showed no significant correlation with GMO misinformation in any given year from 2010 to

2020. In summary, content-based signals (especially sentiment and topic) seem to be more robust and less prone to the

temporal data drift compared to context-based signals.

5 FACTUALITY, SUBJECTIVITY AND BIAS

Factuality is a signal reflecting a degree of certainty regarding the possibility of events. The literature on factuality

traditionally distinguishes between individual event factuality detection (EFD) [168] and document-level event factuality

identification (DEFI) [52] tasks. The main distinction between these two sub-tasks is in the scope of information

concerned ś while the EFD task considers individual event mentions, DEFI amis to aggregate several mentions of a

certain event within a document.

Subjectivity represents an indicator of the overall subjectivity (or objectivity) of information. The task of identifying

subjective information is modelled as either a binary or a more fine-grained problem that distinguishes between

various degrees of subjectivity. Over the past years, there have been many shared tasks that focus on specific types of

subjectivity. For example, Piskorski et al. [232] discriminate between objective reporting, opinionated news and satire.

Derczynski et al. [79] and Gorrell et al. [99] organised the challenges for rumour detection. Irony [79] and sarcasm [99]

is another common type of non-factual information that received close attention during the last years, with shared

tasks and challenges dedicated to this problem.

Finally, bias represents a similar but more complex phenomenon of imbalance in terms of opinions or facts. As

highlighted by [208], there is no one single concept of bias among scholars. However, in many cases bias is seen as

a systematic favouring of a certain ideology when covering information [304]. This can be expressed in deliberately

withholding certain part of information that contradict the favourable point of view [279] or vice versa, specifically

searching for the facts that cover information from a certain political or ideological viewpoint [122]. In some cases, even

if the choice of information sources is unbiased, the presentation of information in those sources may be performed in

a biased manner that highlights the importance of only certain facts. Some instances of biased presentation include

framing [88, 232], opinionated reporting style [232, 282] and even visual clues [31] used to distort the perception of

information.
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5.1 Datasets

Tables 3, 4 and 5 represent a summary of the papers that introduce datasets annotated for detecting factuality, bias

and subjectivity respectively. As can be seen, the prevalent majority of the datasets are only available in English.

Among the non-English for detecting factuality, subjectivity and bias, there are datasets in Urdu [203], Arabic [201] and

German [8, 18]. Furthermore, multilingual subjectivity detection was a part of shared tasks at CheckThat! Labs of CLEF

2023 [32] and CLEF 2024 [33], covering Arabic, German, English, Italian, and Turkish languages.

The ontology proposed by Qian et al. [237] is the most widely accepted classification for detecting event factuality,

with subsequent extension of the dataset with document-level event factuality annotations [238]. More recently, Li et al.

[167] built the first large-scale annotated dataset based on this classification, by using LLM predictions with human

judgements as a final step.

Table 3. Datasets for factuality detection

Dataset Language(s) # Instances Classes Content type

Qian et al. [237] English, Chinese
1,948 (English)
4649 (Chinese)

CT-: negated events
PS+: speculative events

PS-: speculative negative events
Uu: events appear in question

CT+: factual events

News articles from China Daily,
Sina Bilingual News, and Sina News.

Sentence-level event factuality

Saurí and Pustejovsky [258] English 9,488 events
Possible, Probable,

Certain, Underspecified
TimeBank corpus [235]

Qian et al. [238] English, Chinese
1,948 (English)
4649 (Chinese)

CT-: negated events
PS+: speculative events

PS-: speculative negative events
Uu: events appear in question

CT+: factual events

Extension of Qian et al. [237]
with individual

and document-level event
annotations

Li et al. [167] English 112,276 events

CT-: negated events
PS+: speculative events

PS-: speculative negative events
Uu: events appear in question

CT+: factual events

Documents and events

MPQA opinion corpus [317] is a particularly widespread benchmarking dataset for subjectivity detection, appearing

in the majority of studies covered by the systematic review [42, 172, 306, 318]. The dataset is manually annotated with

three frames, objective, expressive subjective and direct subjective. The dataset contains span-level annotations along

with the annotation of the source (author, specific person, etc.) who expresses the subjective frame and the intensity of

subjectivity. Direct subjective expressions are typically more explicit than expressive subjective. Originally created in

English for detecting a phrase-level subjectivity, it is widely used in multilingual tasks by utilising parallel translations

into other languages, such as Arabic, French, German, Romanian and Spanish [28, 197]. In addition, some of the datasets

adopted the ontology of MPQA to create comparable corpora in other languages [18].

In addition to the datasets for bias detection provided in Table 4,Wessel et al. [314] introducedMedia Bias Identification

Benchmark (MBIB) collection, which is the most comprehensive set of the benchmark corpora for media bias detection

consisting of 22 datasets. The types of biases covered include hate speech, lexical, contextual, linguistic, gender, cognitive,

racial and political biases. 3 out of 22 datasets, however, represent a more high-level annotation of information into

fake and trustworthy rather than biases.
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Table 4. Datasets for bias detection

Dataset Language(s) # Instances Classes Content type

Piskorski et al. [232]
English, German,
French, Italian,
Russian, Polish

1592 news articles 14 presentation frames News articles

Spinde et al. [289] English 1,700 Biased vs non-biased Short statements

Spinde et al. [286] English 3,700
Biased vs non-biased

Word-level bias annotation.

Sentences collected from
news organizations with
different political leaning.

Liu et al. [177] English 2,990

4 general frames: Politics;
Public opinion; Society/Culture

Economic consequences
5 issue-specific frames: Race/Ethnicity

2nd Amendment (Gun Rights);
Gun control; Mental health;
School/Public space safety

US news articles
from 2018 annotated
in terms of frames

based on headlines only

Fan et al. [90] English 300 news articles
Informational and Lexical Bias

(Sentence, token level)
News articles

from FOX, NYT and HPO

Chen et al. [60] English 6964 news articles
Bias Detection

Unfairness Detection
(different levels of text granularity)

Articles from 41 publishers
Labels derived from AllSides

Aksenov et al. [8] German 47362 news articles
Fine-grained Bias Detection

(different levels of text granularity)
Articles from 36 publishers

5.2 Methods and models

The methods discussed in this section can be categorized into three groups ś factuality, subjectivity and bias/framing

detection techniques. The methods in the first group can be further divided into two subcategories: (i) those targeting

the factuality of individual event mentions and (ii) those assessing the document-level factuality of events.

Event factuality detection (EFD). The methods falling into this category aim to identify the author’s level

of certainty regarding the possibility of the individual mentioned event [51, 162, 168, 236, 331]. The most common

architectures for event factuality detection are LSTM and bi-LSTMmodels trained on BERT representations [51, 168, 331].

A few studies also employ traditional machine learning approaches, such as SVM with LOSSO regression [162] and

a combination of rule-based and maximum entropy methods [236]. All the reviewed methods for event factuality

detection are trained on either English [162, 236] or Chinese [168, 331], or a combination of both languages [51].

Document-level event factuality identification (DEFI). Sentence-level event factuality often results in conflicts

within a document, as different mentions of the same event may reflect varying degrees of factuality. Therefore, the

methods in this sub-group aim to conclude the overall event factuality in a document based on the various sentence-level

factuality values within that document. Cao et al. [52] propose an Uncertain Local-to-Global Network (ULGN) that makes

use of two important characteristics of event factuality, local uncertainty and global structure. Similarly, Qian et al. [237]

address the challenge of multiple event factuality values within a document by employing an LSTM model trained with

both intra- and inter-sequence attention mechanisms to assess document-level event factuality. The model incorporates

two types of input features, syntactic and semantic. Syntactic features are based on dependency paths from negative

or speculative references to the event, while semantic features are derived from the sentences containing the event.

Another approach to estimating document-level factuality is the Sentence-to-Document Inference Network (SDIN)

proposed by Zhang et al. [339]. This architecture features a multilayer interaction network that aggregates individual

event mentions into a global prediction. The last step employs gated aggregation that uses a sigmoid function to generate

a mask vector that captures the most critical semantic and factual features of the event mentions. The training process

applies a multi-task learning approach, where individual and document-level event factuality prediction tasks share
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Table 5. Datasets for subjectivity detection

Dataset Language(s) # Instances Classes Content type

Piskorski et al. [232]
English, German,
French, Italian,
Russian, Polish

1592 news articles Objective, Opinionated, Satire News articles

Spinde et al. [287] English

2,800 news articles
175,807 comments and
retweets referring
to these articles

Hateful vs Neutral News articles, tweets

Biyani et al. [42] English 700 Subjective vs Non-subjective
Threads from two popular online
forums, Trip AdvisorśNew York

and Ubuntu.

Wiebe et al. [317] English
10,657 sentences
(535 documents)

Objective
Expressive subjective
Direct subjective

187 different news sources

Spinde et al. [286] English 3,700 Opinionated, Factual, or Mixed
Sentences collected from
news organizations with
different political leaning.

Banea et al. [28]
English, Arabic,
French, German,

Romanian, Spanish
9,700 in each language Objective vs Subjective

This is an extension of
MPQA dataset [315] created
by translating sentence-level
data into other languages.
All information is parallel.

Atalla et al. [18] German 6,848 Objective vs Subjective
Sentence-level annotation of
news articles. Created to
be compatible with MPQA.

Wiebe and Riloff [315] Urdu

500 articles:
700 sentences annotated
with emotion and 4,000
unbiased sentences

Objective vs Subjective News articles from BBC Urdu

Mourad and Darwish [201] Arabic 2,300
Neutral, Positive, Negative,

Both, Sarcastic
Tweets published 2012,
randomly sampled.

Jeronimo et al. [138] Portuguese 450 words
Argumentation, Presupposition

Modalization, Sentiment
Valuation

Discourse markers for
subjectivity in Portuguese

Maks and Vossen [189] Dutch 11,000ś56,000 tokens
Actor and Speaker/Writer

subjectivity

Lexicon for subjectivity in Dutch
based on Wikipedia articles

and user comments
Pang and Lee [217] English 1,000 Subjective vs Non-subjective Movie reviews

the same pretrained model and interaction network. As an input, the model receives all the event mentions encoded

into BERT representations at the final hidden state of [CLS] token. This approach makes it possible to significantly

outperform the models by Cao et al. [52] and Zhang et al. [339] described above on Chinese and English DLEF corpora

[237]. Qian et al. [238] propose an approach called Document-level Event Factuality identification via Machine Reading

Comprehension Frameworks with Transfer Learning (DEFI-MRC-TL). The authors use BERT as a backbone model to

train on a number of large-scale MRC corpora and fine-tuned on the DEFI task. As a target dataset, Qian et al. construct

their own MRC-style DEFI corpus called DLEFM by annotating both events and document-level event factuality. They

achieve significantly higher results on their dataset than the models by Cao et al. [52] and Zhang et al. [339].

Subjectivity. Subjectivity detection is s well-established NLP task that emerged long before the advent of deep

learning and transformer models. As a result, the vast majority of the reviewed methods rely on traditional machine

learning models, such as Multinomial NaiveBayes, Convolution Kernels, Support Vector Machines, Logistic regression,

Latent Dirichlet Allocation and Decision Trees over lexical, syntactic and semantic features [18, 28, 42, 68, 172, 197,

201, 203, 306, 318]. Rule- and lexicon-based approaches are also common for this task [16, 112, 138, 189, 316]. The

only transformer-based method identified through the systematic review is that by Savinova and Del Prado [260]. The

authors test the efficiency of RoBERTa model in predicting subjectivity. They found a very high correlation with the

human annotators and a significantly better performance that the existing rule-based and regression methods.
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Some studies formulate the task of subjectivity detection as a part of the sentiment analysis task, where the "neutral"

sentiment corresponds to the non-subjective class, and both "positive" and "negative" sentiments indicate subjective

information [57]. Barbosa and Feng [30] explore traditional ML approached to perform the tweet sentiment prediction

as a two-step approach. The authors first distinguish between subjective and non-subjective tweets, and then further

perform "positive and "negative" tweet prediction for subjective tweets.

Finally, Lu et al. [180] address the task of sarcasm detection, which is often seen as a specialised type of subjective

information. The authors propose a novel multimodal Fact-Sentiment Incongruity Combination Network (FSICN)

approach for that integrates the factual similarity and the sentiment information into the sarcasm detection task. The

FSICN method incorporates a dynamic connection component that identifies the most relevant image-text pairs to

detect fact incongruities between them.

Bias. The methods used for the task of bias detection can be categorized based on the type of bias concerned. At

a high level, the task can be approached as a binary classification of biased vs non-biased information. The methods

falling into this group typically involve traditional machine learning models and lexicon-based methods [4, 110, 161,

289, 328]. Over the last years, transformer models and LLMs became state-of-the-art approaches towards this task

[37, 90, 158, 173, 177, 185, 286, 313].

More fine-grained bias analysis methods are predominantly focused on detecting the political leaning bias. Chen

et al. [60] explore various levels of textual granularity (word, sentence, paragraph and discourse level) for political

bias and unfairness detection. Their main method consists of a recursive neural network and uses GloVe embeddings

[227] as an input. According to their analysis on the bias locations, last paragraph typically contains the most biased

text segment, while all biased articles start with a neutral tone. Baly et al. [27] model the task of political leaning bias

detection jointly with the task of general trustworthiness detection. The authors use multi-task ordinal regression

framework as the main model and consider 7 scales of political leaning. They found that each of the two task benefits

from the joint training. Sakketou et al. [253] look into the task of detecting user bias. They identify potential spreaders

of biased information by applying Graph Attention Networks (GAT) over User2Vec embeddings. The latter is obtained

through applying the SentenceBERT (SBERT) [244] over the user’s history of posts. The majority of recent approaches

for political bias detection are based on transfer learning using transformer models [8, 24ś26, 209, 295].

Another group of fine-grained bias detection methods concerns the idea of framing, where frames are seen as

perspectives used to discuss the same topic. While some of the frames can represent political leaning, they can also

be seen as discussion sub-topics. Liu et al. [177] analyse the dataset of news headlines on the topic of gun violence

in the United States. Within this topic, they predict 9 discussion frames, such as mental health, politics, ethnicity,

economical consequences, legal regulations, gun rights, public space safety and society. The authors found that BERT

model significantly outperforms deep learning aprroaches, such as RNNs, LSTMs, Bi-LSTMs and Bi-GRU, for each of 9

frames.

Finally, Wessel et al. [314] introduce the Media Bias Identification Benchmark (MBIB) task of diverse bias detection,

by unifying the existing datasets annotated with gender, political, cognitive, racial, textual and linguistic biases. They

benchmark their dataset on ConvBERT, Bart, RoBERTa-Twitter, ELECTRA, and GPT-2 models. The authors found that

individual bias detection tasks benefit from different models. For example, ConvBERT is better at predicting political,

textual and cognitive bias, while ELECTRA model shows better average performance at racial and gender bias detection

based on macro-average F1-scores.
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5.3 Tools and services

The in-depth analysis of the research papers covered by this survey revealed several publicly available tools and services

used by the NLP methods aimed at bias and factuality analysis.

Media Bias/Fact Check (MBFC) website15 is a widely used service for media factuality and bias detection. It provides

systematic human-centered annotations, spanning over 8 years, regarding the factuality and bias of over 2,000 news

websites. The annotators affiliated with International Fact-Checking Network (IFCN) conclude factuality in terms of a

score between 0 and 10, which is in turn mapped into a 6-level scale, indicating a "very low", "low", "mixed", "mostly

factual", "high" and "very high" rankings. To detect bias, the annotators perform an aggregation of 4 factors: biased

wording, factual sourcing, story choice leaning (e.g., pro-liberal or pro-conservative), and political affiliation. Each of

these categories is rated by experts on a scale of 0 to 10, from least to most biased. The final score is then calculated as a

sum of the four respective scores and is mapped to the categories indicating a range of categories between extreme

and moderate left and right bias and unbiased/centered reporting. The original goal of the service was to educate the

public on media factuality bias and deceptive news practices. In addition, the API makes the tool highly useful for NLP

classification tasks [6, 24, 25, 34, 147, 255].

AllSides Media Bias Ratings16 is a service similar to MBFC in terms of covering the political leaning bias based on a

scale from right to left. The source coverage is also comparable to MBFC, with over 2,400 websited analysed. However,

unlike MBFC, the judgement is not limited to a closed group of experts, but also includes ordinary people across the

political spectrum trained to perform the analysis. This provides useful insights into how people with certain political

leaning biases rate media news without knowing the source. Additionally, there is an option of a community feedback

to agree or disagree with the provided rating. The labelled data from AllSides has been used in a number of classification

tasks for political bias detection [24, 166, 285, 285, 288, 289].

Ad Fonted Media17 provides an interactive media bias chart where media sources are annotated based on two different

dimensions, reliability and political bias. The bias dimension consists of most extreme left/right, hyperpartisan left/right,

strong left/right, skews left/right and middle or balanced bias. The reliability dimension consists of numerical scores

that are mapped to 8 categories: fabricated news, misleading information, selective or incomplete story/propaganda,

opinionated of highly varied reliability news, simple fact reporting, and high effort original fact reporting. This resource

is also commonly used by NLP approaches to analyse media bias with various degrees of granularity [60, 136].

Finally, The University of Sheffield as a part of their GATE Cloud infrastructure [72] provides public tools for

multilingual news genre and framing detection based on its submission [323] to 2023 SemEval Shared Task 3 [232]. The

models used in these tools achieved competitive results in the shared task, placing in top 3 for most of these languages.

The genre detection tool18 tackles the task of classifying the news into opinionated, objective and satire. The framing

detection tool19 allows the analysis of the 9 principal frames used to present the information.

5.4 Discussion

As noted from the survey results, the tasks of factuality, subjectivity and bias detection cover various subtasks and task

formulations. Among the subtasks, while subjectivity detection distinguishes between subjective and non-subjective

content, certain formulations also perceive it as a sub-task of sentiment analysis. In turn, under certain formulations,

15https://mediabiasfactcheck.com/
16https://www.allsides.com/
17https://adfontesmedia.com/
18https://cloud.gate.ac.uk/shopfront/displayItem/news-genre-classifier
19https://cloud.gate.ac.uk/shopfront/displayItem/news-framing-classifier
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sentiment detection tasks can be seen as a specific case of bias detection. As an example, distinction between neutral

and positive/negative sentiment is a type of subjectivity detection task. In turn, positive and negative sentiment towards

a certain topic can be seen as a biased representation of information.

Lack of unified definitions and approaches. One of the main challenges of this category of credibility signals is a

high diversity in how researchers perceive and address factuality, subjectivity and bias, resulting in many definitions

and ontologies. This problem strengthened by the inherent subjective nature of the factuality/bias is present already in

dataset annotation causing also a low inter-annotator agreement [287]. Additionally, the problem of factuality detection

is often seen as a sentiment detection [201] or a hate speech detection task [174]. The problem of bias detection is

sometimes seen as a specific case of fake news detection, where the biased presentation of facts is automatically seen

as a fake information [174]. Finally, factuality, subjectivity and bias is a cumulative notion that is highly nuanced

depending on how balanced the opinionated information is and how it is quoted and presented in text [232].

Data scarcity. The biggest challenge in multilingual subjectivity and bias detection is data scarcity. Many English

studies are US-centric and only few datasets are available in other languages. For this reason, the multilingual datasets

are not well-representative for benchmarking models in global analyses and multicultural settings, since bias detection

requires cultural context and background knowledge about a country’s political spectrum. For instance, the concepts

of right- and left-leaning media can be different across European media and Middle East media. It is important for

constructing more comprehensive datasets to benchmark multilingual models.

Focus on binary classification. Despite the explanatory advantage of a fine-grained approach preferred by media

professionals, the majority of the models are trained to perform the binary classification of texts into biased and

non-biased. This can be, at least partially, a result of the scarcity of datasets available for a fine-grained classification (as

illustrated in Table 4).

6 PERSUASION TECHNIQUES AND LOGICAL FALLACIES

Over the past decade, propagandistic efforts have been widely used on social media platforms to shape public opinion

and drive engagement on a massive scale. To address this issue, several studies have proposed computational methods

aimed at automatically detecting such content [75]. Within the scope of propagandistic content, persuasion techniques

and logical fallacies aim to deliberately influence others’ opinions using rhetorical and psychological mechanisms [193].

Recently, the task of automatic detection of persuasion techniques has gained increased attention from the NLP research

community, with several resources introduced over the years.

6.1 Datasets

The majority of the existing datasets were structured to address two related tasks: (i) classifying the input text as either

containing persuasion techniques or not (binary task), and (ii) extracting all specific persuasion techniques present in

the input text (multi-label task). The binary task offered a more straightforward approach, but it lacked the granularity

necessary for a detailed analysis of propagandistic content. The multi-label task, on the other hand, was a more complex

extension of the binary task, as it further required the model to identify the techniques individually, allowing a more

fine-grained assessment of propaganda. For this reason, we focus our analysis on the multi-label task. A summary of

existing datasets and their key attributes is presented in Table 6.

The NLP4IF-2019 shared task [73] introduced a dataset for fine-grained propaganda detection consisting of news

articles from 36 propagandist and 12 non-propagandist news outlets, and annotated with 18 different propaganda

techniques. Two subtasks were featured: sentence-level classification (binary task) and fragment-level classification
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Table 6. Summary of datasets for detection of persuasion techniques.

Dataset # PTs Language(s) # Instances Persuasion techniques Content type

SemEval-2019 [73] 18 English 7,485

Appeal to authority, Appeal to fear/prejudice, Bandwagon,
Black-and-white fallacy/dictatorship, Causal oversimplification,
Doubt, Exaggeration or minimization, Flag-waving,
Loaded language, Name calling or labeling,
Obfuscation/intentional vagueness/confusion, Red herring,
Reductio ad Hitlerum, Repetition, Slogans, Straw man,
Thought-terminating cliché, Whataboutism

News articles

Baisa et al. [23] 18 Czech 7,494

Blaming, Labelling, Argumentation, Emotions, Demonizing,
Relativizing, Fear mongering, Fabulation, Opinion, Location,
Source, Russia, Expert, Attitude to a politician, Topic, Genre,
Focus, Overall sentiment

News articles

Lawson et al. [160] 4 English 90 Authority, Commitment/Consistency, Liking, Scarcity Emails

PTC (SemEval-2020) [74] 14 English 8,981

Appeal to authority, Appeal to fear/prejudice,
Bandwagon/Reductio ad Hitlerum, Black-and-white fallacy,
Causal oversimplification, Doubt, Exaggeration/minimization,
Flag-waving, Loaded language, Name calling/labeling,
Repetition, Slogans, Thought-terminating cliché,
Whataboutism/Straw man/Red herring

News articles

SemEval-2021 [81] 22 English 2,488

Appeal to authority, Appeal to (Strong) Emotions, Appeal to Fear
or Prejudices, Bandwagon, Black-and-White Fallacy
or Dictatorship, Causal Oversimplification, Flag-Waving
Doubt, Exaggeration or Minimisation, Slogans,
Glittering Generalities (Virtue), Loaded Language,
Misrepresentation of Someone’s Position (Straw Man),
Name Calling or Labeling, Repetition,
Obfuscation/Intentional Vagueness/Confusion,
Presenting Irrelevant Data (Red Herring),
Reductio ad Hitlerum, Thought-Terminating Cliché,
Smears, Transfer, Whataboutism

Facebook posts

WANLP-2022 [13] 20 Arabic 1,942

Appeal to authority, Appeal to fear/prejudices, Bandwagon,
Black-and-white fallacy/dictatorship, Flag-waving, Doubt
Causal oversimplification, Exaggeration/minimisation,
Glittering generalities (virtue), Loaded language,
Misrepresentation of someone’s position (straw man),
Name calling or labeling, Repetition, Slogans
Obfuscation/intentional vagueness/confusion,
Presenting irrelevant data (red herring), Reductio ad hitlerum,
Smears, Thought-terminating cliché, Whataboutism

Tweets

Macagno [186] 9
English,
Italian,

Portuguese
2,657

Straw man, False dichotomy, Ignoring qualifications,
Question begging epithets, Post hoc ergo propter hoc,
Hasty generalization, Slippery Slope, Persuasive definition,
Quasi-definition

Tweets

ArAIEval-2023 [119] 23 Arabic 5,919

Appeal to Authority, Appeal to Fear/Prejudice,
Appeal to Hypocrisy, Appeal to Popularity, Appeal to Time,
Appeal to Values, Casting Doubt, Causal Oversimplification,
Consequential Oversimplification, Conversation Killer,
Exaggeration or Minimisation, False Dilemma or No Choice,
Flag Waving, Guilt by Association, Loaded Language,
Name Calling or Labelling, Red Herring, Repetition
Obfuscation/intentional vagueness/confusion, Slogans
Questioning the Reputation, Strawman, Whataboutism

News articles
Tweets

SemEval-2023 [232] 23

English,
French,
German,
Georgian,
Greek,
Italian,
Polish,
Russian,
Spanish

49,444

Appeal to Authority, Appeal to Fear/Prejudice,
Appeal to Hypocrisy, Appeal to Popularity, Appeal to Time,
Appeal to Values, Casting Doubt, Causal Oversimplification,
Consequential Oversimplification, Conversation Killer,
Exaggeration or Minimisation, False Dilemma or No Choice,
Flag Waving, Guilt by Association, Loaded Language,
Name Calling or Labelling, Red Herring, Repetition
Obfuscation/intentional vagueness/confusion,
Questioning the Reputation, Slogans, Strawman, Whataboutism

News articles

Almotairy et al. [14] 15 Arabic 2,100

Flag-waving, Smears, Name-calling, Loaded language,
Exaggeration, Whataboutism, Glittering, Doubt,
Causal oversimplification, Dictatorship, Appeal to fear,
Slogan, Thought-terminating cliché, Appeal to authority,
Reductio ad Hitlerum

Tweets
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(multi-label span identification task). Similarly, the SemEval-2020 shared task introduced the PTC-SemEval20 dataset

[74], which considered the same techniques used in the NLP4IF-2019 task, however, certain techniques were merged or

removed due to their low frequency: Red Herring and Straw man were combined with Whataboutism, and Bandwagon

was merged with Reductio ad Hitlerum, while Obfuscation, Intentional vagueness, Confusion was removed entirely. In

SemEval-2021 [81], a dataset of multimodal persuasion techniques was introduced, containing Facebook posts with

images and texts representing memes shared by users from 26 public groups. The visual modality provided additional

context that was not present in the text modality alone. For instance, techniques such as Smears, Doubt, and Appeal to

Fear/Prejudice appeared more frequently when considering the image along with the text.

Other datasets were introduced for non-English languages. Baisa et al. [23] introduced a dataset for detection of

persuasion techniques in the Czech language with around 7, 000 news articles. The techniques considered in their

dataset differed substantially from others, with the presence of domain-specific techniques such as ‘Russia’ (indicating

that Russia was a topic discussed in the document). WANLP-2022 [13], ArAIEval-2023 [119], and Almotairy et al. [14]

introduced datasets for persuasion detection in Arabic texts. The three Arabic datasets share several characteristics such

as number of instances (between 2, 000 and 6, 000), content type (mainly tweets, with Hasanain et al. [119] additionally

containing news articles), and label scheme (at least 10 techniques are shared between the three datasets).

Macagno [186] introduced the first multilingual dataset for detection of persuasion techniques, containing tweets in

English, Italian, and Portuguese. However, the dataset is small (< 3, 000 instances in total) for the purpose of training

deep learning models, and similarly to [23], the set of persuasion techniques considered differs substantially from

other datasets. SemEval-2023 [232] introduced a large-scale multilingual dataset covering 9 languages (English, French,

German, Georgian, Greek, Italian, Polish, Russian, and Spanish), with almost 50, 000 news articles labelled with 23

different persuasion techniques, therefore being the largest dataset currently available in terms of number of instances,

languages, and persuasion techniques. Three languages were considered "surprise languages" (Georgian, Greek, and

Spanish), for which training sets were not available during the competition, thus encouraging systems to deal with

out-of-domain data. Furthermore, the set of 23 persuasion techniques were grouped into 6 coarse-grained categories. For

example, the techniques of Loaded Language,Obfuscation, Intentional Vagueness, Confusion, Exaggeration or Minimisation,

and Repetition, were grouped into the umbrella of Manipulative Wording.

6.2 Methods and models

The majority of methods and models developed for the task of automatic detection of persuasion techniques were

introduced in the shared tasks discussed in the previous section. The joint effort of multiple different attempts at

producing the best-scoring system allows to identify which methodological decisions are key to producing accurate

models to detect persuasion. Table 7 summarises the highest-scoring20 systems across the shared tasks aimed at

automatic detection of persuasion techniques.

Transformer-based models were employed in all top-scoring systems for automatic detection of persuasion techniques

due to their ability to capture nuanced contextual information [299]. In the NLP4AI-2019 shared task [73], 5 out of the 6

submissions included transformer-based models, while more recently in SemEval-2023 [232], all 16 submissions were

comprised of transformer-based models. In earlier shared tasks, BERT was initially preferred over other architectures

such as RoBERTa, ALBERT, and DeBERTa, which were adopted more frequently later, specially RoBERTa. In SemEval-

2019 BERT was used in all transformer-based submissions. In SemEval-2020 and SemEval-2021, BERT was used in a total

20Shared task systems that did not publish a description of their approach are not considered in our analysis.
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Table 7. Top-scoring systems for automatic detection of persuasion techniques across different datasets.

System Dataset Model Approach F1 Micro

newspeak [332]
SemEval-2019 [77]

BERT base uncased

- Token-level classification
with 20 classes: No PTs, one
of the 18 PTs, and an auxiliary
class to handle word-level tokenisation.
- Oversampling and class weighting.

0.2488

stalin [83] GROVER large [336]
- Linear projection of contextual embeddings
- SMOTE oversampling
- BiLSTM classifier

0.1453

Hitachi [199]
SemEval-2020 [74]

Ensemble
(BERT, GTP-2,
RoBERTa, XLM
XLM-RoBERTa, XLNet)

- BIO encodings
- Contextual embeddings with POS tags and
named entities.
- Three training objectives: (i) BIO tag,
(ii) token-level, and (iii) sentence-level
classification.
- Two BiLSTMs, one for objectives (i) and (ii),
and another for (iii).
- Class weighting

0.5155

ApplicaAI [144] RoBERTa large
- Self-training using additional data
(500k sentences from OpenWebText).
- Added a continional random field (CRF) layer.

0.4915

MinD [294]
SemEval-2021 [81]

Ensemble
(BERT, RoBERTa,
XLNet, DeBERTa,
ALBERT)

- Uses additional data from
Da San Martino et al. [77].
- Model ensemble
- Custom rules for the
Repetition technique.
- Character-level n-grams

0.593

Volta [106] RoBERTa - Used backtranslation as data augmentation 0.57

NGU CNLP [131]
WANLP-2022 [13]

AraBERT
- Translated the PTC dataset [77] to Arabic
and used as additional training data
- Stacking-based model ensemble

0.649

IITD [195] XLM-RoBERTa large
- Simply fine-tuned the model using
the task dataset

0.609

UL & UM6P [159]
ArAIEval-2022 [119]

AraBERT-Twitter-v2
- Used an asymmetric multi-label
loss objective [245]

0.5666

rematchka [2] AraBERT-v2
- Class weighting
- Balanced data sampler

0.5658

Razuvayevskaya et al. [243]
SemEval-2023 [232]

XLM-RoBERTa large
- Multilingual joint fine-tuning.
- LoRA
- Class weighting

0.429

KInITVeraAI [126] XLM-RoBERTa large
- Multilingual joint fine-tuning.
- Carefully chosen classification threshold for
each language (around 0.2).

0.42

Ampa [221] XLM-RoBERTa large
- Oversampling
- Ensemble with models trained with one
and multiple languages.

0.395

of 25 systems, while RoBERTa is used in 14 systems. Nevertheless, systems using RoBERTa achieved the top 2 submissions

in both shared tasks [104, 144, 199, 294]. For tasks in Arabic (WANLP-2022 and ArAIEval-2022), monolingual models

(AraBERT and variations) outperformed multilingual models (e.g., XLM-RoBERTa and mBERT) [119]. In SemEval-2023

where 9 languages were available, multilingual models (e.g., mBERT and XLM-RoBERTa) outperformed monolingual

models trained with each language separately [323]. Unsurprisingly, the larger variations of the models generally

outperformed the smaller versions. For reference, RoBERTa large has almost triple the size of RoBERTa base (355 and

125 million parameters, respectively). Also, model ensembles combining different pretrained models were widely and

effectively employed, although at the cost of requiring more computational resources [62, 104, 125, 199, 294].

In addition to the contextual embeddings generated by transformer-based models, some works have experimented

with supplementary input features such as part-of-speech (POS) tags [152, 199, 251], named entity recognition encodings
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[152, 199], word-level n-grams [97, 152, 154], character-level n-grams [62, 294], and sentiment scores [152, 251]. However,

apart from the contextual embeddings, it is not clear if other input representation methods play a significant role in

improving performance. In fact, apart from Morio et al. [199] who used named entity recognition encodings, all other

1st and 2nd placing systems in shared tasks have not used other supplementary features apart from the contextual

embeddings.

Arguably the most relevant methods employed in top-performing systems are aimed towards dealing with data

skewness. Most datasets for this task suffer from data skewness, meaning the majority of persuasion techniques are

underrepresented, while a small set of persuasion techniques comprise the majority of the dataset. To deal with this issue,

several different methods are employed, such as oversampling underrepresented techniques [83, 221, 332], scaling the

contribution of the techniques to the loss function according to their proportion (i.e., class weighting) [2, 199, 243, 332],

and using supplementary data obtained with (i) data augmentation [106], (ii) semi-supervised methods [144], or (iii)

similar datasets [3, 131, 195, 294].

6.3 Tools and services

In terms of production grade tools to detect persuasion techniques in texts, to the best of our knowledge, two services

are currently available.

The Propaganda Persuasion Techniques Analyzer (PRTA) [76] was designed to detect instances of propaganda in

texts by highlighting the spans where specific techniques were used. It provided users with the ability to compare

texts based on their use of propaganda techniques, offering detailed statistics on the prevalence of these techniques,

both overall and over time. The tool allowed for filtering based on time intervals, keywords, or political orientation of

the media. Users could analyse texts either through a dedicated interface or via an API21. PRTA used a BERT model

trained on the SemEval-2019 dataset, fine-tuned for both fragment-level and sentence-level classification tasks. To

gather data, PRTA crawled a growing list of over 250 RSS feeds, Twitter accounts, and websites, extracting text via

the Newspaper3k library and performing deduplication using a hash function. The system then identified sentences

containing propaganda, organised the articles into topics (such as COVID-19 or Brexit), and allowed users to compare

the use of propaganda techniques across various media sources.

The GATE Cloud infrastructure [72] operated by the University of Sheffield provides a service to detect 23 different

persuasion techniques across multiple languages using a multilingual BERT (mBERT) model22. The model was fine-tuned

using data from SemEval-2023 in English, French, German, Italian, Polish, and Russian. Class weighting was applied

during fine-tuning to account for the label skewness issue. The tool was capable of processing up to 1, 200 documents

per day free of charge through its API, with an average processing rate of 2 documents per second. Researchers could

request higher quotas if needed for larger-scale analysis.

6.4 Discussion

Most commonly adopted persuasion techniques. Table 6 shows that 7 out of the 10 datasets present a similar set

of persuasion techniques [13, 14, 74, 77, 81, 119, 232], while Baisa et al. [23], Lawson et al. [160], and Macagno [186]

largely diverge from them. Considering these seven similar datasets, we observe a set of 12 persuasion techniques that

are consistent among them: Appeal to authority, Appeal to fear/prejudice, Causal oversimplification, Doubt, Exaggeration

or minimization, Flag-waving, Loaded language, Name calling or labeling, Slogans, and Whataboutism appear in all seven

21https://www.tanbih.org/prta
22https://cloud.gate.ac.uk/shopfront/displayItem/persuasion-classifier
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datasets, while Repetition appears in six datasets (except Almotairy et al. [14]), and Reductio ad Hitlerum appears in

five datasets (except Hasanain et al. [119], and Piskorski et al. [232]). Combining existing datasets with overlapping

persuasion techniques could be a promising research direction to develop more robust models and benchmarking

resources. For example, Tian et al. [294] achieved 1st place in SemEval-2021 Task 6 by leveraging the dataset from

Da San Martino et al. [77] as additional training data.

Label skewness. A common characteristic inherent to this label scheme is the significant skewness in distribution of

the persuasion techniques. For example, in Piskorski et al. [232] (the largest multilingual dataset, with 50, 000 instances), a

small set of 6 techniques represent 71.8% of the entire dataset - Loaded Language (18.5%), Name Calling-Labelling (23.7%),

Casting Doubt (12.5%), Questioning the Reputation (7.6%), Appeal to Fear-Prejudice (4.8%), and Exageration/Minimisation

(4.7%) - while the remaining 17 techniques account for only 28.2% of the dataset. The same trend can be seen in

Da San Martino et al. [77], with 6 techniques representing 68.2% of the dataset - Loaded language (34%), Name calling,

labeling (17.3%), Repetition (10.2%), Exaggeration, minimization (7.6%), Doubt (7.5%), and Appeal to fear/prejudice (4.9%) -

while the remaining 12 techniques account for 31.2% of the dataset. This sparse label distribution makes training and

evaluating models more challenging, as the majority of persuasion techniques are considerably underrepresented.

Evaluation. Shared tasks on persuasion techniques typically employ the F1-Micro measure as the official evaluation

metric [13, 74, 81, 119, 232], however, the F1-Micro does not account for skewed class distributions, as opposed to

F1-Macro23. This evaluation strategy encourages models that excel at predicting a few densely distributed persuasion

techniques. For example, in ArAIEval-2023 [119], the baseline model (majority vote classifier that always predicts

the most common persuasion technique), achieves an F1-Micro of 0.3599, and an F1-Macro of 0.0279, representing a

difference of 92% between the two scores. Similarly, the best submission by Lamsiyah et al. [159] achieves F1-Micro

and F1-Macro scores of 0.5666 and 0.2156, a difference of 62%. Similar figures are seen in other shared tasks such as

SemEval-2023 [232], with the average F1-Micro score for first place submissions across all languages resulting in 0.454,

and the F1-Macro in 0.211, a difference of 53%. These figures highlight how current state-of-the-art models trained for

this task still lack the ability to predict underrepresented persuasion techniques effectively.

Multilinguality. Despite efforts to create multilingual datasets such as SemEval-2023 [232] and Macagno [186],

most datasets focus on English or Arabic. For languages without annotated datasets, machine-translation and zero-

shot classification approaches may be viable alternatives (if some level of noise introduced by machine translation is

acceptable). Nevertheless, joint multilingual training often result in more accurate models. For instance, Razuvayevskaya

et al. [243] experimented training monolingual models with translated data from SemEval-2023, which improved

performance only for English, but not for other languages. Therefore, multilingual datasets with wider variety of

languages are still required to produce state-of-the-art models and evaluation benchmarks.

7 CLAIMS AND VERACITY

Given the impossibility to verify the credibility of every single piece of information posted online, two credibility signals

and corresponding tasks are particularly crucial in supporting fact-checkers and other players involved in the fight

against disinformation and misinformation [102]: check-worthiness detection and the retrieval of previously fact-checked

claims. The former is aimed at identifying which claims are check-worthy because of their relevance and interest to the

general public [121]. The second, which ideally takes place after the first one, is meant to ease claim verification by

23Generally F1-Macro is also reported as a secondary metric, but for the purpose of the competition, the F1-Micro determines which system is best.
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checking whether the given claim was already verified before by searching in existing repositories of fact-checked

claims [266], both monolingual and multilingual.

Outputs of both tasks can also be used (usually in combination) as credibility signals to indicate whether the

check-worthy (central) claims contained in a piece of content have been fact-checked and if so, what was the given

veracity value or values. They are recognized as such both in the credibility signals list created by the Credible Web

Community Group (signals ‘article has a central claim’ and ‘fact-check status of a claim’; see [204]) as well as in the

related works [337]. The check-worthiness of a claim can be considered a content-based signal, while fact-check status

of a claim is a context-based one, since it requires additional external sources to be detected.

7.1 Datasets

Check-worthy claim detection is a popular task within the NLP community thanks to the series of CheckThat! shared

tasks organised at CLEF, which led to the release of related datasets. Indeed, check-worthy claim detection is the only

subtask that has been proposed at all seven CheckThat! editions [11, 19, 20, 33, 35, 205, 207]. Through those editions,

datasets for training check-worthy claim detection models have been constantly extended to cover additional languages,

starting from English and Arabic at CheckThat! 2018 [19] to Arabic, Dutch, English and Spanish at CheckThat! 2024 [33]

and even multimodal and multi-genre data in the 2023 edition [11]. Beside CheckThat!, additional datasets have been

created and made available for research, as shown in Table 8. The sources covered by such datasets are typically social

media, news and political debates, i.e. three relevant areas where the presence of disinformation may have detrimental

effects on a large audience. Particular relevance was given to COVID-related content during the pandemic [108, 254],

when the continuous flow of misleading information could negatively affect public health. Although English is the most

represented language, datasets for check-worthiness detection have been created in several other languages, probably

because being relevant and of interest to the general public is something that is time- and geographically-bounded,

with claims referring to specific events for each specific country or area.

Concerning the retrieval of previously fact-checked claims, there are several datasets containing verified (fact-checked)

claims collected from professional fact-checking organizations, such as X-Fact [103], MultiFC [21] or ClaimsKG [293].

Being usually collected for the task of automatic fact-checking, these are not directly usable for the task of retrieval of

previously fact-checked claims by themselves, as they lack the input claims (e.g., social media posts) and the pairs of

the input and the verified claims. The first datasets designed specifically for the task appeared in 2020 in the works by

Shaar et al. [266] and Vo and Lee [301] who independently prepared datasets based on both Snopes and PolitiFact. The

former became the basis for a series of CheckThat! Lab shared tasks (Task 2) organised at CLEF in 2020 [35], 2021 [268]

and most recently 2022 [206]. The tasks gradually expanded the original dataset in size and also by adding an additional

language (Arabic). The political debates part of the dataset was additionally expanded in [267].

The datasets for retrieval of previously fact-checked claims are usually collected by using one of the following

approaches: (i) looking into the fact-checking articles for links to the original content making the claim that is being

verified, e.g., [35, 206, 231, 266, 268, 277] or (ii) searching for (social media) content (such as discussion threads) that

contains URL of or semantic links to the fact-checking articles, e.g. [117, 210, 301]. The former typically achieves high

precision at the cost of lower number of pairs and possible missing connections (i.e., many false negatives), while the

latter can maximise recall at the cost of introducing noise unless manual checking is applied. Typical example of a

high noise are CrowdChecked [117] or MuMiN [210] which both contain a large number of social media posts which

distinguishes them from other datasets.
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Table 8. Selected datasets used for check-worthiness detection. Note that the datasets used in the different CLEF CheckThat! editions
often overlap.

Dataset Language # Claims Content type Classes

TR-Claim19 [149] Turkish 2,287 Tweets
Check-worthiness

26 rationale categories
CW-USPD-2016 [96] English 5,415 Political debates Check-worthiness
Dhar and Das [80] Bengali, Hindi 2,402 Political news, Twitter Check-worthiness

MM-Claims [58] English 3,400 tweets (image + text)
Claim detection,
check-worthiness,
visual relevance

Sheikhi et al. [271] Norwegian 4,885 News Check-worthiness

AraCOVID19-MFH [108] Arabic 10,828 COVID-related tweets
Check-worthiness,
factual, hateful

Faramarzi et al. [254] English 7,017 COVID-related tweets
Check-worthiness,
claim extraction

ClaimBuster dataset [17] English 22,281 Presidential debates
Check-worthiness,

factual
CLEF-2018 CheckThat!
Lab Task 1 [19]

English, Arabic 17,300 Political debates Check-worthiness

CLEF-2019 CheckThat!
Lab Task 1 [20]

English 24,000 Debates, speeches, press conferences Check-worthiness

CLEF-2020 CheckThat!
Lab Task 1 [35]

English, Arabic 962 (EN) 7,500 (A), Tweets, political debates, speeches Check-worthiness

CLEF-2021 CheckThat!
Lab Task 1 [207]

Arabic, Bulgarian, English,
Spanish, Turkish

18,014 (tweets),
50,123 (sentences)

Debates, speeches, tweets Check-worthiness

CLEF-2022 CheckThat!
Lab Task 1 [205]

Arabic, Bulgarian, Dutch,
English, Spanish, Turkish

30,363 Tweets
Check-worthiness,
verifiable, harmful

CLEF-2023 CheckThat!
Lab Task 1 [11]

Arabic, English, Spanish 70,806 Tweets, political debates, speeches
Multimodal and multigenre

check-worthiness
CLEF-2024 CheckThat!
Lab Task 1 [33]

Arabic, Dutch,
English, Spanish

64,700 Tweets, political debates, speeches Check-worthiness

While many available datasets focus on English only, there are several newer ones supporting other languages (e.g.,

Arabic [206, 268] or Spanish [191]) or even a range of languages [151, 210, 231, 277]. The most notable among these are

MultiClaim [231] and MMTweets [277] due to the number of included languages, high precision of identified pairs and

their amount as well as due to the fact that they both introduced a task of crosslingual retrieval, in which input claims

are in different language than that of the verified claims.

A full list of selected relevant datasets is reported in Table 9. Besides these, it is also worth mentioning two datasets

focusing on COVID-related claims, namely CoAID [70] and MM-COVID [169]; however, these focus on a different task

of fake news/disinformation detection. A dataset of COVID-related tweets and fact-checks is also presented in [116, 142].

In this case, although the dataset was introduced for a different task, it could also be useful for previously fact-checked

claim retrieval.

7.2 Methods and models

Existing works try to first of all define what check-worthiness is. In a recent survey, Panchendrarajan and Zubiaga [216]

identify two main aspects making a claim check-worthy: its verifiability and its priority. The first item refers to the

possibility of determining the veracity of a claim, which can be likely supported by evidence. A claim is verifiable when

it contains a factual statement that can be checked, which means that personal opinions or events presented as uncertain

are excluded. Second, given that verifying all statements about the world is impossible, it is important to prioritize

claims which are considered timely, interesting to the general public and whose verification might have a broader impact

[78]. In this latter aspect it differs from a related, but a distinct task of claim detection which solely aims to identify

what constitutes a claim in a text (either using a binary classification or by identification of spans) [105, 196, 326].
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Table 9. Selected datasets used for retrieval of previously fact-checked claims

Dataset Language(s) # Input claims # Verified claims # Pairs Content type
That is a Known Lie ś Snopes [266] English 1,000 10,396 1,000 social media posts (Twitter)
That is a Known Lie ś PolitiFact [266] English 768 16,636 768 political debates
Snopes (Vo and Lee [301]) English 11,167 1,703 11,202 social media posts (Twitter)
PolitiFact (Vo and Lee [301]) English 2,026 467 2,037 social media posts (Twitter)
Kazemi et al. [151] English, Hindi, Bengali, Malay-

alam, Tamil
NA NA 2,343 instant messages (WhatsApp)

CLEF-2022 CheckThat! Lab Task
2A [206]

English, Arabic 2,518 44,214 2,699 social media posts (Twitter)

CLEF-2022 CheckThat! Lab Task
2B [206]

English 752 20,771 869 political debates and speeches

CrowdChecked [117] English 316,564 10,340 332,660 social media posts (Twitter)
MuMiN [210] 41 languages 21,565,018 12,914 NA social media posts (Twitter)
NLI19-SP (FacTeR-Check) [191] Spanish 40,000 61 NA social media posts (Twitter)
MultiClaim [231] posts in 27 languages, fact-

checks in 39 languages
28,092 205,751 31,305 social media posts (Twitter, Face-

book, Instagram)
MMTweets [277] posts in 4 languages, fact-

checks in 11 languages
1,600 30,452 4,258 social media posts (Twitter)

Given this need for prioritization, check-worthiness detection has been cast as a ranking problem since the first

editions of the CheckThat! Lab within the CLEF Evaluation initiative,24 which made the task well-known within the

NLP community, although some related works had already been presented before [121]. In particular, given a political

debate, the first CheckThat! task was aimed at predicting which claims should be prioritized for fact checking. This

is reflected in the evaluation approach proposed for the CheckThat! series, which has become the de facto standard

in check-worthiness detection: systems should output the list of input claims ranked by check-worthiness, which

is usually evaluated using Mean Average Precision (MAP), reciprocal rank and 𝑃@𝑘 for 𝑘 ∈ {1, 3, 5, 10, 20, 30}. More

recently, however, in the shared task check-worthiness has been evaluated using F1 in a binary classification task rather

than ranking [11, 33].

Regarding methods, in the CheckThat! editions up to 2023 state-of-the-art results for check-worthy claim detection

were reached by methods that rely on fine-tuned transformer-based methods such as BERT, RoBERTa, DistilBERT,

[93, 261, 321] and language-specific variants, [11], often combined with data manipulation or model ensembling

strategies. For example, the best results on the English portion of the CheckThat 2022 dataset were achieved by a

RoBERTa model that leveraged a back-translation-driven data augmentation process [259]. The last edition in 2024,

instead, has seen an increased interest in using also generative LLMs for the task such as LLama 2 and 3, GPT3.4 and 5,

Mixtral and Mistral [33]. For instance, the best performing system on English fine-tuned Llama2 7b on the original

training data, using prompts generated by ChatGPT [171]. Nevertheless, despite the notable progress in data and

methods for check-worthy claim detection, there is currently a lack of an extended coverage across languages and

topics.

Concerning previously fact-checked claims, the task is also formulated as a retrieval one, although the name of the

task may vary across the literature; fact-checking URL recommendation [300], detection of previously fact-checked

claims [266], verified claim retrieval [35], searching for fact-checked information [301], claim matching [151] or retrieval

of previously fact-checked claims [231] have all been previously used to denote it.

Being a retrieval task, the existing methods apply one or a series of (re-)rankers and mean average precision (MAP),

mean reciprocal rank (MRR), 𝑃@𝑘 or a 𝑆𝑢𝑐𝑐𝑒𝑠𝑠@𝑘 (𝐻𝑖𝑡@𝑘) are used as evaluation metrics. In case of a series of rankers,

the works tend to use a baseline ranker that is easy to compute and has a good recall and then one or more subsequent

24https://www.clef-initiative.eu/
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rerankers that work over a progressively smaller subset of results retrieved by a previous ranker in the pipeline, see,

e.g., [117, 266]. The rerankers’ task is to improve precision by moving the relevant results to the top; since they are

working with a smaller set of results, they can be more computationally demanding. Alternatively, the rankers could be

used in combination as an ensemble to improve the precision at the cost of higher computational demands, but this is

not observed in the surveyed works. In most of the works, BM25 [249] or similar information retrieval algorithms are

used as a baseline. Various neural text embedding models are used as either sole rankers (e.g., in [231]), rerankers (e.g.,

in [266]) or as ensembles [191], especially sentence transformers [244], which use Siamese networks to pre-train text

representations, usually on various sentence similarity datasets.

The approaches also use several other techniques to improve the retrieval performance, such as text embeddingmodels

fine-tuning [151, 231], distance supervision to work with noisy data [117], key sentences extraction [272], extended

context of the input and verified claims (especially for political debates [265]), extraction of text from images [231, 301],

using multimodal representation combining text and images [301], or query (input claim) modification or rewriting to

be more easily matched with the fact-checked claims [39, 150, 290]. The approaches may further differ by the use of

loss, selection of negative examples and other (hyper-)parameters when fine-tuning the neural models. All surveyed

approaches (including solutions submitted to the CheckThat! Lab challenge [35, 206, 268]) rely on smaller languages

models, such as BERT, XLMRoBERTa, etc. One exception is the work of Sundriyal et al. [290], where the authors employ

LLMs to normalize the claims for the purpose of query rewriting for the retrieval task; however, they do not perform

experiments on the retrieval task, thus focusing only on the first step (claim detection) in the pipeline.

7.3 Tools and services

Given that automatizing check-worthiness detection can greatly support and speed up fact-checking activities, a number

of systems has been already developed for the task, some of which are based on insights and databases actually used by

fact-checking organisations.

ClaimBuster [120] was the first end-to-end system for computer-assisted fact-checking trained on a human-labeled

dataset of check-worthy factual claims from the U.S. general election debate transcripts. The first component of the

pipeline is a detector of check-worthy factual claims which, given a sentence, first labels it as being ‘non-factual’,

‘factual and unimportant’ or ‘factual and check-worthy’. In case of the latter, a ranking score is assigned based on

SVM decision function. Patwari et al. [220] present Tathya, a tool focusing only on check-worthiness detection, which

compared to ClaimBuster can yield a significant performance improvement, particularly on recall. It is based on a

multi-classifier system using features such as topics, entity history and PoS tuples.

ClaimRank [135] performs check-worthy claim detection and supports English and Arabic texts. Its strength is that

it was trained on actual annotations from nine reputable fact-checking organizations, therefore mimicking their real

strategy for claim selection. The ranking is based on a number of lexical, structural and semantic features, used to train

a neural network with two hidden layers as proposed by Gencheva et al. [96]. Another system, focusing specifically on

tweets in Arabic, is Tahaqqaq [270], which includes the possibility to identify check-worthy claims, estimate the user

credibility in terms of spreading fake news, and find authoritative accounts.

dEFEND [71] is another end-to-end system that, given a link to a post or a news, detects check-worthy sentences

by assigning them a score, with the goal to distinguish between check-worthy factual claims from subjective ones.

The system displays also the propagation network of the text as well as an analysis of the news comments and the

textual evidence supporting the classifier decision. Another similar end-to-end platform, providing evidence snippets to
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credibility classification and check-worthiness decisions, is BRENDA [45], which provides also the possibility to collect

users’ feedback about wrong predictions. The tool is released as Google Chrome extension.

Among the few systems dealing with languages other than English, FactRank [38] was the first system able to process

check-worthy texts in Dutch. The classification algorithm was developed iteratively, combining expert fact-checker

input, a codebook to support reliable human labelling, and active-learning. Check-worthiness classification performance

is comparable to results obtained on English with ClaimBuster.

Concerning retrieval of previously fact-checked claims, it is supported by some of the end-to-end verification systems

mentioned above, namely ClaimBuster [120], Tahaqqaq [270] or BRENDA [45]. Besides these, Google Fact-Check

Explorer25 is often used to perform the task since it indexes a large corpus of fact-checks. Other specialized tools include

Fact-Check Finder26 built on models developed in [231].

7.4 Discussion

Multilinguality. We observe in both check-worthiness detection as well as in retrieval of previously fact-checked

claims stronger shift towards multilinguality. This is, on one hand, reflected in newer datasets containing also languages

other than English (either multilingual ones or focused on a specific language), on the other by the more prevalent

use of multilingual models. Since the amount of data in other languages is often limited, approaches for transfer

learning [151, 182], low-resource fine-tuning [55] or adapter fusion [262] are explored. However, using translation to

English in combination with an English language model can still sometimes outperform a multilingual approach, as

was observed, e.g., in the previously fact-checked claim retrieval task [231]. This is likely to change in the future with

the employment and/or development of larger and better balanced multilingual models.

Multimodality. Although most available datasets are mostly textual, if they contain links to the original content

where the claim was made, it is sometime possible to get to other modalities, such as images, videos or audio, which

can be contained in a piece of content (e.g., a social media post). These can be important, because in many cases it

is there where the actual claim is being made or the claim requires multiple modalities to be properly interpreted.

Multimodal content can also be perceived as more credible by users, has a higher engagement and is increasingly easier

to produce [7]. Thus, multimodal approaches continue to be increasingly prevalent as well as important. At the moment,

most approaches transcribe the modality to text by either using OCR or image description approaches [190, 231],

however there are already some approaches that process the other modalities directly, be it images [301] or speech [132].

The future advances will likely lie in advancements of the latter category of approaches.

Availability of datasets. Although there are available resources for both check-worthiness detection and retrieval of

previously fact-checked claims, both tasks have their own (sometimes overlapping) sets of challenges. In case of check-

worthiness detection, it is relatively easy to collect check-worthy claims ś these are all claims verified by fact-checkers.

However, collecting non-check-worthy ones is much more challenging. In case of retrieval of previously fact-checked

claims, the challenge lies in collecting input claims (e.g., in the form of social media posts) and in identification of pairs

between the input and the fact-checked claims. As discussed above, existing methods either lead to too strict matching

with many unidentified (false negative) pairs or to too much noise in the data. Another issue for both tasks is that many

datasets were previously built using Twitter. If only the IDs of the tweets have been published, it is now very expensive

for researchers to use them due to the X’s current API limitations and pricing, thus making their use impractical or

completely unfeasible.

25https://toolbox.google.com/factcheck/explorer
26https://fact-check-finder.kinit.sk
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Combination of check-worthy claim detection and retrieval of previously fact-checked claims. As can be

seen from the surveyed works, most of them approach the tasks in separation. This is reasonable from the scientific

perspective, but more end-to-end (combined) approaches capable of first detecting a check-worthy claim and then

retrieving previously fact-checked claims are needed for practitioners to use.

Adoption of LLMs. Although we observe first approaches using LLMs in check-worthiness detection [33], their

potential is still not explored in the surveyed works on the retrieval of fact-checked claims. Their benefit could be

in input claim normalization [290], using retrieval augmented generation [129], in results reranking or in providing

summaries of retrieved fact-checks.

8 ADDITIONAL CREDIBILITY SIGNALS

8.1 Machine-generated text

The task ofmachine-generated text detection (also called synthetic or neural text detection or authorship attribution [297])

has already been researched since about 2018 when the arrival of GPT-1 and transformer architecture have enabled

generation of reasonably coherent texts[297]. However, it has been only with the arrival of generative LLMs that the task

gained upon practical importance due to increased fidelity and quality of the machine-generated texts in English [298],

but also inmany other languages [187, 309] and due to low costs of such generation. Since then, there has been recognised

potential of the machine-generated texts to be misused for influence operations [98], disinformation [49, 183, 303], spam

or unethical authorship [69]. Although there have been voices tempering down fears of massive misuse of LLMs for

disinformation generation [276], actual field studies are missing and the rapid advancement of the new models makes

the misuse of LLMs to generate and/or amplify disinformation increasingly easier. Nevertheless, when considering

using machine-generated text detection as a credibility signal, it has to be noted that there are also many benign and

legitimate uses (e.g., machine translation, use of LLMs to improve stylistics or grammar, etc.), so the context of such a

use needs to be taken into account as well.

Due to increased interest in the topic, there have been lately several new datasets released extending the task to a

range of languages and domains [187, 309], often supported by specialized data challenges and tasks, such as SemEval-

2024 Task 8 [308]. As to the detection methods and models, these range from statistical, e.g., Binoculars [114], Fast-

DetectGPT [29], etc. to fine-tuned language models, such as Longformer [36, 170], RoBERTa [280] or MDeBERTa [187],

but also increasingly including fine-tuned LLMs or their combinations [284].

Despite the undeniable progress in the task, there are several remaining challenges, such as robustness of detectors

to the out of distribution data and adversarial attacks (such as authorship obfuscation [188]), their interpretability and

explainability or detection of not purely generated texts [137, 297, 324].

8.2 Text quality

Text quality is a broad category of credibility signals measuring text’s linguistic accuracy, such as readability, grammatical

correctness, or spelling mistakes. It is strongly related to perceived credibility, since high-quality, more professional,

content is often seen as more trustworthy. Research on statin-related websites found that more readable and accurate

information significantly improves users’ perceptions of credibility [176]. A similar study by Kiili et al. [153] highlighted

that professionalism in text, such as proper grammar and clear structure, plays a crucial role in how credibility is judged.

The similar relation to credibility can be observed for a low-quality content. Harris [118] showed that poor grammar

or frequent spelling errors can be a signal of lack of credibility, prompting readers to question the reliability of the
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information presented. Greškovičová et al. [100] investigated how various editorial elements such as superlatives,

clickbaits, boldface and poor grammar affect the quality and credibility of online messages. Thus, the quality of the text

directly enhances trust in it.

Various NLP techniques have been developed to rate text quality and, by extension, its credibility. Mosquera and

Moreda [200] evaluates text by extracting features like contractions, slang, misspellings, emoticons and readability

(using the Readability Index). It also measures information content through entropy and emotional tone using emotional

distance. Finally, it applies the Expectation-Maximization (EM) algorithm to cluster texts by informality levels. The tool

obtained a F1 score of 60.6%.

In Pitler and Nenkova [233], the model combines lexical, syntactic, and discourse features to predict human judgments

of text readability. It evaluates vocabulary difficulty using unigram language models, syntactic complexity by measuring

parse tree height, and discourse relations through annotated markers. Additionally, entity coherence is examined by

analyzing semantic continuity between sentences. When all features are used to feed a linear regression, the accuracy

on readability results in 88.88% . The model proposed by Mesgar and Strube [192] uses neural networks to evaluate the

quality of the text. It captures semantic connections between adjacent sentences by representing sentences as vectors

and identifying the most similar states between them. The model uses Recurrent Neural Networks to account for word

context within sentences and a Convolutional Neural Network to identify patterns of coherence across the text. This

allows the analysis of sentence-to-sentence transitions to predict the readability with a 97.77% accuracy.

For the purpose of text quality classification, datasets of various content types originating in a different sources have

been used so far. To name a few, Mosquera and Moreda [200] used a dataset of 50 Yahoo! Answers posts, rated by 6

people in 4 informality level. Pitler and Nenkova [233] utilized 30 Wall Street Journal articles from the Penn Treebank,

rated by college students for readability; and Mesgar and Strube [192] used a dataset of 105 texts human labeled from

the British National Corpus and Wikipedia.

8.3 References and citations

When speaking of credibility, elements such as references, citations and partially also quotes can influence the confidence

of the user in the content and naturally represent important credibility signals [5, 22, 219, 337]. It should be noted that

the role and influence of references or citations is different to the influence of the quotes although they can occasionally

have a similar role [22, 337].

References and citations are traditionally analysed in the context of scientific articles, where they give support by

acknowledging prior work and providing a knowledge basis, and thus enhancing their reliability and supporting the

validity of their findings [22, 337]. Commonly, explicit references make the sources more transparent, incrementing

credibility perception. Quotes from outside experts further enhance the credibility of scientific articles by offering

validation and expert perspectives [5, 337]. Analogously, the role of references and citations can be extrapolated to

other domains and online content, such as journalism and newspapers, social media content and marketing [22, 337].

In Baier et al. [22], it is discussed how the explicitness of references and the depth of assurance provided by citations

influence the perceived credibility of the information with experimental results showing that news articles with explicit

citations are perceived as more credible by readers; whereas Hamborg et al. [109] highlights the importance of citations

in presenting diverse perspectives. This is done leveraging the aggregating news from various sources and examining

their references and the methodology involves analyzing citation patterns to identify biases and credibility in news

articles. References, citations and quotes also can be used in network analysis to detect biases [5]. Patricia Aires et al.
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[219] used references and citations in link analysis and bias detection, while quotes are discussed in regards to the

effectiveness for bias detection.

The datasets used in these studies are obtained from multiple domains, including journalism, social media, and

scientific content. In Baier et al. [22], the dataset comprises articles with varying levels of citation explicitness to

experimentally assess reader perceptions of credibility. Hamborg et al. [109] aggregate news articles from diverse

sources, examining their citation patterns to identify biases and provide multiple perspectives. Similarly, works [5, 219]

derived the datasets from media outlets, focusing on link analysis and citation patterns to detect bias and assess

credibility. These datasets reflect a broad range of content types, enhancing the generalizability of the findings across

different informational contexts.

8.4 Clickbaits and title representativeness

The term clickbait refers to content designed to raise curiosity and attract users to click on links, often by using

sensationalized or misleading headlines. The goal is typically to increase web traffic and advertising revenue [338].

Clickbait headlines often blur the lines between fact and fiction, contributing to the spread of fake news online [283].

To detect clickbait, various NLP methods can be employed, focusing on analyzing lexical and semantic features

of headlines. For instance, frequent use of sensationalist language, unresolved pronouns, and forward-referencing

structures can indicate clickbait [338]. Traditional machine learning models, such as Support Vector Machines (SVM)

and Naïve Bayes classifiers, are often used to identify these features by assigning probabilities to words and phrases,

which are then used to classify headlines as clickbait or non-clickbait [61]. In this direction, Zhang and Clough [338]

focused on Chinese social media and found significant regional variations in clickbait prevalence. Their studies highlight

the effectiveness of SVM and Naïve Bayes classifiers, achieving an F1-measure of 0.834. Combining these approaches

with other models like Long Short-Term Memory (LSTM) networks can further enhance classification accuracy, with

the SVM model achieving 98.53% accuracy [322].

Title representativeness, which measures how accurately a title reflects the content of the article, is another crucial

aspect. Spezzano et al. [283] examined the credibility of news when provided with different combinations of title, image,

and source bias. Their study found that combining these elements yielded the best accuracy for automated detectors

0.83, underscoring the importance of integrating multiple meta-data elements for improved accuracy in detecting

misleading content.

The datasets used in these studies vary in their scope and origin. For example, one of them focused on Chinese

social media platforms like WeChat, where they analyzed regional clickbait patterns using a dataset of social media

posts [338]; whereas the study by Winarto et al. [322] leveraged YouTube titles in their study, creating a large, labeled

dataset of video headlines to train their machine learning models. Additionally, Spezzano et al. [283] collected news

articles with varying degrees of title representativeness, image content, and source bias, analyzing how these elements

impacted credibility perceptions. Together, these datasets provide a diverse foundation for training and evaluating

models aimed at detecting clickbait across different platforms and content types.

8.5 Originality and content reuse

Originality and content reuse have a direct impact on the credibility of information. When the content is original, it

reflects the author’s unique insights, analysis, or research, which strengthens its authenticity and trustworthiness.

However, when the content is reused, whether through plagiarism, replication without attribution, or even subtle
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forms of paraphrasing, it can undermine the perceived credibility of the information. Plagiarism is defined as taking

intellectual property from another and passing it off as one’s own without citation [41].

In the context of Natural Language Processing, plagiarism detection has become more difficult due to the amount of

texts available both in traditional print publications and now online. The challenge lies in detecting not only direct

copying but also other forms of plagiarism, such as paraphrasing, translations or using hired writers to produce content.

The exploration of originality and credibility signals in text reuse involves a variety of approaches combining NLP

techniques with advanced machine learning methods. One prominent strategy is leveraging sentence segmentation,

tokenization, and syntactic parsing to dissect the structure of text [64]. The proposed framework integrates these NLP

techniques with trigram similarity measures and dependency relations matching, showing a detection accuracy of

70.53% for plagiarized short excerpts of text. This proves how traditional linguistic tools can be enhanced by statistical

models to detect subtle patterns in content reuse. Similarly, trigram similarity alongside language model probability

and longest common subsequence methods to deal with plagiarism detection can be adopted [215]. Use of a Naive

Bayes classifier resulted in the same accuracy rate of 70.53%, underscoring the importance of pairing conventional text

analysis techniques with machine learning algorithms to capture nuanced instances of content duplication.

Other works advanced further by incorporating deeper layers of analysis through methods like Latent Semantic

Analysis (LSA) and Latent Dirichlet Allocation (LDA) [86]. The proposed solution employs lexical, semantic, and

syntactic analysis to detect similarities, achieving an accuracy of 89%. By focusing on semantic relationships between

words and phrases, it makes it particularly effective at discovering more sophisticated forms of content reuse.

Beyond general plagiarism detection, more specialized approaches concentrate themselves on verifying the authentic-

ity of authorship. Enriquez et al. [87] developed an Authorship Verification model aimed at identifying hired plagiarism,

where someone other than the credited author produces the work. By analyzing stylistic features, such as writing

patterns and comparing them with the claimed author’s profile, their approach achieved an accuracy of 85%. This sheds

light on the possibilities of stylistic analysis as a signal of originality, distinguishing between genuine and outsourced

authorship.

The datasets used in these studies on plagiarism detection can be found from a variety of sources and text types,

reflecting the different challenges posed by plagiarism. For example, Bin-Habtoor and Zaher [41] focus on general

plagiarism detection systems, analyzing publicly available datasets from academic publications. Chong et al. [64] utilize

a dataset of academic articles to explore plagiarism through techniques like trigram similarity and dependency relations,

applying them to short passages to measure detection accuracy. Enriquez et al. [87] use a dataset of student writing to

train their Authorship Verification model, particularly aimed at detecting plagiarism in commissioned work. Elngar

et al. [86] apply their algorithm to a dataset comprising academic and non-academic texts, with an emphasis on lexical,

semantic, and syntactic analysis. Lastly, Pal et al. [215] use a dataset of online content, including articles and essays, to

experiment with automatic plagiarism detection using advanced NLP techniques, combining feature extraction with

machine learning models. These datasets represent a range of content, allowing for the robust evaluation of plagiarism

detection methods across different textual formats.

8.6 Offensive language

The use of offensive language (and its related phenomena, such as hate speech, abusive or toxic language; see, e.g., [218]

for definitions), particularly in online discourse, often correlates with the low credibility of the content, containing

false information, prejudices, biases, and what in general is considered as toxic language. For example, Botella-Gil

et al. [44] show that there is a direct association between the credibility of media sources and the presence of hate
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in online comments, while Bourgeade et al. [46] show how fake stories are used to spread hate against immigrants

by analyzing racial hoaxes on Twitter. Also some of the most widely used datasets for check-worthy claim detection

already include information about the presence of hateful [108] or harmful [205] content, showing the importance of

adopting a multi-faceted view on the problem of misleading information. Indeed, the use of abusive or toxic language,

has also been included in the W3C list of credibility signals [204].

Offensive language detection has been extensively investigated within the NLP community for at least a decade,

starting from English [310] and then comprising more and more languages (for example the Hate Speech Datasets

repository27 that lists more than one hundred datasets in 25 languages). The creation of resources, which led in turn to

the development of several approaches to offensive language detection, has been fostered by the shared tasks on hate

or offensive language detection organised throughout the years at SemEval and other evaluation campaigns [43, 92,

222, 320, 334, 335]. Among the different approaches implemented for offensive language detection, transformer-based

architectures based on RoBERTa [178] and its multilingual variants have proven to be very effective for the task when

fine-tuned on offensive data, with F1 scores > 0.90 [335]. Nevertheless, the problem of online content moderation is far

from being solved given the amount of toxic content still circulating on social media, which suggests that research

on the topic still needs to address several understudied aspects of the phenomenon. Current works have identified

some research directions worth studying, such as the problem of human label variation when creating datasets for

offensive language detection [164], the role of annotators’ biases [257], the presence of spurious correlations in existing

datasets [242, 319] and the lack of robustness when classifying data from different online platforms and domains [256].

Concerning generative LLMs, recent experiments showed that classifying offensive language using zero- and few-shot

learning LLMs yields considerably lower results in comparison to smaller models fine-tuned on the entire training set

[82]. Generative LLMs have been alternatively used to create synthetic datasets for hate speech detection, with the goal

to address problems such as data decay and privacy concerns related to social media [54]. However, the fact that major

generative LLMs have been adjusted through so-called alignment to avoid generating hateful content may represent an

obstacle for future research in this direction.

8.7 Non-NLP research on credibility signals

While the goal of this survey is to give an overview of the credibility assessment and credibility signals from the

perspective of Natural Language Processing, additional credibility signals that can be extracted from ancillary elements

are not of lesser relevance. These non-NLP credibility signals can range from the multimedia attached or linked to the

textual information [109, 115, 333], to other cues based on different metrics, such as the impact of an author [47, 134, 340],

or even the acceptance of the engaged public [157, 175, 342]. For example, it can be expected that a fake video would

unlikely be a part of credible content; likewise, a biased author with an untrustworthy historic record could lead to the

same outcome, the same as the refutation of an accepted authority in the field.

Several taxonomies can be used to categorize non-NLP credibility signals, for example, a distinction can be made on

the signals coming from different content such as complementary videos or images, or external ones, like author or

source information [5, 219, 330]. A general classification of non-NLP credibility signals is summarized in Table 10 with

corresponding signals’ examples and references.

As presented, a variety of factors could be leveraged in order to perform a credibility assessment, and the potential

usage of them is a decision to make depending on the efficiency and the availability of the signals in the experiment. It

27https://hatespeechdata.com/
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Table 10. Classification of Non-NLP signals

Category Examples of non-NLP credibility signals References
Image-based Signals Image quality (resolution), Relevance of images to the rest of the content, Source

attribution, Image authenticity (fake or generated), Presence of alternative text
metadata

[213, 283, 337]

Video-based Signals Video quality (high definition, video production), Relevance of video to the rest
of the content, Source attribution, Video authenticity, Presence of transcriptions
and subtitles

[213, 337]

Audio-based Signals Audio quality, Relevance of audio to the rest of the content, Source attribution,
Audio authenticity, Presence of transcriptions

[67]

Interactive and Embedded
Content Signals

Quality and usability of interactive elements (interactive frameworks, maps, util-
ity elements or forms), Trustworthiness of embedded elements (e.g. YouTube,
newspapers, software providers)

[66]

Source Signals Domain authority (reputation of the website, domain authority scores), Publisher
reputation (historical credibility of publisher/organization), Website technology
and design (quality, usability, loading speed, SEO implementation, consistency in
design, branding/marketing), Traffic statistics (website analytics)

[283, 330]

Ownership and Transparency Author information (availability, detail depth, verifiability of author), Editorial
policies (regulations and moderation/revision processes of medium), Funding and
sponsorship disclosure

[213]

External References External references or reviews from renowned sites, External fact-checking from
trustworthy sites

[134, 157, 179, 330]

User Interaction Comments and discussion or readers’ profiles, User reviews and engagement,
Social media activity (e.g. virality, influencers)

[139, 157, 175, 179,
281, 333, 340]

Security of Website HTTPS protocol, Legal policies and service terms, Compliance with standards
(GDPR or local regulations), Cybersecurity practices

[213]

Content Presentation Consistency in design and structure, Visual and audio aesthetics [283]

is noticeable that the credibility signals are from a large variety of sources and formats, and some of them have been

presenting good research results recently [67, 246, 330]. Additionally, it is worthy of noticing that this pattern is also

shown through the extensive variety of credibility signals present in the text, where a large variety of credibility signals

and much active presence in the research field can also be found, due to the big potential of the NLP techniques in this

regard.

Lastly, a mention of the possibility of applying both textual and non-textual signals combined in the process of

credibility assessment should be given, as multiple studies support these types of methodologies with good experimental

results [47, 134, 329]. For example, one common approach to tackle low credible content detection is the usage of fake

news propagation graphs [66, 281, 333], where the social activity of the sharing and propagation of a piece of news in

a social network is the subject of study. There exists another aspect of interest in these studies where there is also a

common practice of combining both the user and community engagement together with the actual content (including

using NLP techniques to process the text) to detect the trustworthiness of the piece of news in particular [175, 340, 342].

The practice of applying both NLP and non-NLP based procedures, jointly with the notable variety of credibility

signals [139, 213, 248] shows the interest and the open possibilities to aid in the field of exploiting these findings. The

usage of one or the other, or both, will be dependent on the specific case of usage.

9 CHALLENGES AND OPEN PROBLEMS

Following the analysed research works as well as our own experience in the area of credibility assessment and credibility

signals, we follow up with an overarching and orthogonal (to credibility assessment and categories of credibility signals

described so far) discussion of challenges and open problems.
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9.1 Adoption and potential of generative LLMs

Generative Large Language Models (LLMs) have demonstrated substantial improvements in complex tasks that require

reasoning abilities [239]. Brown et al. [48] showed that pretrained LLMs are capable of few-shot learning, meaning

they can learn to perform new tasks with only a few training examples. Similarly, Petroni et al. [229] highlighted the

strong ability of LLMs to recall relational knowledge acquired during pretraining to perform various tasks without

further annotated labels or human supervision (i.e., zero-shot learning). Additionally, several key advancements, such as

Retrieval-Augmented Generation (RAG) [165], Reinforcement Learning with Human Feedback (RLHF) [212], and robust

prompting techniques [239, 312], have further enhanced the capabilities of LLMs. In this context, recent generative

LLMs operate as dialogue systems, where the model is prompted by the user with instructions to perform specific tasks.

Such models offer several opportunities to address challenges related to the automatic detection of credibility signals.

One of the key advantages of using prompting with LLMs is the flexibility in adapting a single foundational model

to handle multiple subtasks associated with credibility assessment. With a carefully designed framework, LLMs can

be guided to focus on different aspects of content analysis, such as detecting persuasion techniques, evaluating the

veracity of claims, identifying potential bias, and recognizing patterns of misinformation. This flexibility reduces the

need to develop and fine-tune separate models for each task, allowing practitioners to use the same model across various

credibility-related tasks. In fact, a promising research direction is to explore multi-task learning, as in verifying if the

capacity of performing certain credibility-assessment tasks can aid in other related ones (e.g., persuasion and bias).

Moreover, the capability of learning with zero/few examples is particularly valuable for tasks where domain-specific

data is scarce or constantly changing, as is the case with credibility assessment. An enormous amount of human

effort is required to curate high-quality annotated datasets for the different subtasks involved in assessing credibility.

Specially since tasks such as labeling misinformation or identifying biased content often demand the expertise of

domain specialists such as fact-checkers, journalists and social scientists. Adding to this challenge, credibility indicators

can be highly context-dependent, varying across cultural and temporal dimensions. In this context, LLMs offer a more

scalable approach by drawing on vast amounts of unsupervised pretraining data, and by adjusting to specific end-tasks

through careful prompting strategies, which require far less human effort than manual data labeling. As an example, in

Leite et al. [163], a generative LLM was employed to predict 19 different credibility signals present in textual content

without using any training data (i.e., in a zero-shot setting).

Finally, the generative capabilities of large language models can be leveraged to produce more interpretable28 outputs,

which is crucial for subject-matter experts that may leverage the model’s predictions. Instead of providing only binary or

scalar outputs (e.g., true/false, misinformation/non-misinformation) as in usual classification tasks, generative LLMs can

produce detailed explanations or summaries that can highlight the reasoning behind their predictions. This transparency

allows human experts to critically assess the model’s outputs, cross-check them with external information, and ensure

that (i) incorrect predictions (in this context, known as model hallucinations [140]) are properly mitigated, and (ii)

any credibility assessment aligns with the context of the content being investigated. This property of interpretable

outputs can significantly increase trust in model-driven decisions and reduce the likelihood of over-reliance on machine

predictions, ensuring that humans remain in the loop for final judgments.

We acknowledge that LLM adoption (despite providing a lot of potential) is also accompanied with several challenges.

Fine-tuning as well as deployment of LLMs require a considerably higher computing power which directly translates to

higher costs. Moreover, learning techniques commonly used in limited labelled data scenarios (prompting, in-context

28Here, the concept of interpretability differs from explainability, which is often used in the field of machine learning to refer to specific methods to
analyse how intermediate states of the model lead to certain outcomes [50].
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learning, fine-tuning, meta-learning, or few-shot learning) are known to be sensitive to various randomness factors

[226], what can result in undesired performance instability. Beside randomness factors, also systematic choices, such as

the format of the prompt or how many (in-context) samples are used, have significant effect on the overall performance

and the stability of these approaches [225, 302]. Nevertheless, ongoing research in the area of LLMs is already providing

suitable solutions to such problems, such as Parameter-efficient Fine Tuning (PEFT) techniques [327], which have

been demonstrated to perform well also on credibility signal detection tasks [243]; or instability mitigation techniques,

such as ensembling, noise regularisation and model interpolation [223]. At the same time, we would like to stress that

employing LLMs does not necessarily provide benefit in all cases. When a sufficient amount of labelled samples is

available (100-1000 depending on the specific task and model), fine-tuned smaller language models can outperform

larger general ones [224].

9.2 Dataset availability and multilinguality

Dataset availability heavily differs across various categories of credibility signals. Firstly, we observed a significant lack

of large-enough datasets providing overall (expertly-determined) annotation of credibility that can be used for training

and evaluating solutions on credibility assessment task (Section 4.1). Furthermore, datasets containing annotations

for overall credibility and (at least some) credibility signals at the same time are even more scarce. As a result, many

researchers opted to use (more available) fake news datasets as a replacement. At this place, we would like to highlight

again that fake news annotations cannot reliably replace credibility annotations (non-credible content is not necessarily

only false content, since credibility is a broader concept going beyond content truthfulness).

On the other hand, the situation with dataset availability for individual categories of credibility signals is much

better. This is especially thanks to data challenges (particularly SemEval tasks and CLEF CheckThat! Labs) in which

either new datasets were introduced or existing datasets were extended (with more data, new languages, or additional

types of annotations). Unfortunately, in some cases (e.g., [232]), the datasets from data challenges are not published

completely and a hidden/testing set is not shared with researchers not even when the competition is over (and thus

only the training/validation sets remain available for further research).

Especially for international news or the investigation of global claims, journalists and fact-checkers need to verify

the credibility of information by cross-checking sources in different languages. Furthermore, emerging disinformation

in one country could be spread to other countries, especially when its topic is global (e.g., pandemic, wars, international

relations). Therefore, it is important to implement credibility analysis tools that support multiple languages. However,

due to the scarcity of multilingual datasets, trained models can exhibit biases towards some languages and cultures and

hence can underperform on content in low-resourced languages.

To overcome this issue, global collaborations could be initiated for creatingmultilingual resources. In this direction, we

can already observe a positive trend within data challenges. Many of them introduced multilingual datasets, commonly

considering some languages as surprise ones (i.e., languages that are present in a test set, but missing in a train/validation

set). Such approach motivates participants to develop multilingual solutions that are capable to make a prediction in a

zero-shot setting (considering a language a predicted content is written in).

Besides datasets availability and multilinguality, a quality of annotations remain another challenge. Annotation

of overall credibility as well as individual credibility signals is many times highly subjective (as also shown in [40]),

especially in cases such as persuasion techniques where presence of signal and borders between various signals can be

blurred. The situation is getting even more challenging in multilingual settings, where typically native speakers are

needed to annotate data. Firstly, acquiring human experts fluent in several languages is challenging itself. Secondly,
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organizing and consolidating annotation process (including post-annotation verification) is a complex task. Considering

also our own experience working with such datasets, the provided labels cannot be easily verified and many times we

identified (inevitable) incorrect labels.

Last but not least, credibility assessment and automatic detection of credibility signals naturally happen in very

dynamically evolving (online) environment. New topics and global events constantly emerge, causing significant

data and concept drifts. In some cases, such drifts can cause that the existing datasets may become obsolete and

non-representative. Secondly, the list of credibility signals evolve itself. We can take a machine-generated text as an

illustrative example. This kind of signal become highly relevant only recently with generative LLMs becoming easily

available for a large end user base (and unfortunately also bad actors). Such new/redefined signals thus naturally result

into a demand for new datasets. Finally, dynamics of this area also lies in its adversarial character. Bad actors (e.g., the

ones who are spreading propaganda or disinformation) will always try to get their content undetected as low-credible

one by employing various obfuscation techniques. This must be taken into consideration when introducing new datasets.

By continuing with an illustrative example of machine-generated text, there are already datasets (e.g., [188]) providing

besides machine-generated texts also their alternative versions after applying several authorship obfuscation techniques,

what allows to train and evaluate more robust detection models.

9.3 Ethical and legal issues

Credibility assessment of online (primarily social media) content is from its nature an area that must address several

ethical and legal issues. Firstly, similarly to other related research areas (e.g., on fake news detection), it may be

potentially misused by bad actors in order to create a content that appears to be more credible. Also by following

open-research spirit, publishing credibility assessment systems can theoretically result into misusing such system in the

adversarial manner to tune disinformation/propaganda generation systems and allowing them to stay undetected. This

kind of potential threat is, however, an analogical issue to the security domain and the principle of security by obscurity.

Nothing prevents bad actors to develop their own credibility assessments systems and apply then in adversarial training

scenario. Moreover, positive outcomes of credibility assessment research are more tangible, with many practical tools

(as also showed across this survey) already put into the hands of media professionals or general public.

Besides potential misuse, additional ethical considerations must be addressed thoroughly during the research activities.

First of all, training various classification/detection systems is inherently a subject of potential biases. Such biases can

come directly from the datasets used for the training purposes (in terms of data selection, data pre-/post-processing,

or data annotation itself) or can be introduced during training the models, especially when fine-tuning pre-trained

LLMs that have incorporated biases by themselves (including biases between high- and low-resource languages).

Secondly, the authors should always clearly formulate intended use and failure cases of the trained models/deployed

tools. In this way, we may prevent media professionals to over-rely on the predicted (potentially incorrect) values.

Fortunately, the two-step approach to credibility assessment (i.e., detect more granular credibility signals and then

aggregate them) makes the whole process more transparent. Last but not least, explainability and interpretability of the

models’ predictions plays a crucial role in this area, since credibility assessment must be credible itself, otherwise it

would not provide expected level of trust to its end users.

Besides ethical issues, the research in this area must address also several legal issues, many of them are shared with

other research works on social media. Firstly, as we also witness recently, social media platforms can change their data

processing policies and restrict access to their data, which may delay progress in research and development of credibility

tools. Additionally, social media data must be anonymized to protect user privacy before being used as training data or
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for the model inference. Media organizations also impose limitations due to copyright laws, with some not permitting

their content to be used in AI tool development. LLMs, especially closed LLMs such as ChatGPT and GPT-4, lack

transparency regarding pre-training data and LLMs can memorize content in their pretraining data [148, 202]. Therefore,

anonymization and removal of copyrighted content is crucial to credibility tools, even when they serve as foundational

or backbone models. Paradigms such as unlearning [59] or LLM editing could be potential research directions to tackle

these issues.

9.4 Practical deployment

Credibility assessment is naturally very challenging when it comes into the practical deployment. Also by proceeding

from our own experience, during a deployment in real-world settings, the performance of trained models many times

does not achieve the sufficient thresholds. The root of performance decrease between the offline experiments (on

the testing data) vs. in the real-world world scenarios can be traced into the out-of-distribution nature of data (from

any of relevant aspects, such as topic, format, language, etc.). This imposes a need for more robust solutions, which

are, however, difficult to achieve considering already-discussed limited dataset availability and dynamics of online

environments.

Furthermore, there is commonly a lack of mutual understanding. Technical practitioners and media professionals

often use different terminology for technical concepts and tasks. This can pose challenges on interpretation of AI-

predicted outputs, understanding limitations of AI models or interpretation of task results. As a similar challenge, the

prior datasets and benchmarks were mostly created by computational linguists or computer scientists, while media

professionals were not actively involved in labeling. This may easily result into different perspectives what is credible

or not; or where some credibility signals should be detected as present and where not. Additionally, as seen from

the survey results, some tasks are already subjective such as bias detection and check-worthy detection tasks. These

issues can result in model outputs that can fail to align with the perspectives of media professionals, or only succeed in

identifying cherry-picked (unambiguous) examples.

Although it is desirable (from the research perspective) to use open-sourcemodels for transparency and reproducibility,

hosting of several models can be costly for media organizations or academic institutions. Also researchers, when

deploying their models, must consider a dilemma regarding the size of the models. Larger language models can typically

achieve a higher classification accuracy. At the same time, they would need to be deployed at costly GPU-machines (in

order to make inference feasible and fast enough). As a result, a compromise between computation costs and acceptable

performance drop must be found. While methods on distilling large models to smaller version can become helpful in

some cases, the performance of distilled models can again be worse in comparison to their original versions.

Last but not least, end users (especially general public), even together with their peers, lack the capability to determine

the correctness of AI-based credibility indicators [181]. This implies serious risks of people being misled by AI-based

credibility indicators that are wrong, and consequently believing in or even spreading misinformation. For this reason,

already mentioned explainability/interpretability as well as clear communication of expected accuracy of the AI-based

systems to end users represent a critical aspect of the whole solution.

9.5 Multimodal approaches

When tackling credibility assessment, the usage of multimodal approaches grows accordingly to the adjacent increasing

complexity of the platforms and the evolution of the communication methods. While text is still one of the most

common methods to spread information, it can also be combined with other media types, such as images, videos and
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audios. Multimodal techniques integrate various forms of data, offering a richer understanding of the content and its

credibility signals. The main potential of these methods lies in their ability to overcome limitations inherent in text-only

analysis. While Natural Language Processing excels at detecting linguistic patterns that may signal misinformation (e.g.,

sentiment analysis, linguistic complexity, semantic coherence), it can overlook cues that are often found in non-textual

elements. Additionally, as previously commented in Section 8.7, there are promising results of non-NLP methodologies

to extract information and perform analysis in the credibility context. Thus, having proven the potential of NLP,

non-NLP techniques can be combined with it at the same time.

In this regard, the more the interconnectivity of the media formats and the evolution of online sources (such

as newspapers, social networks, blogs and other types of communication frameworks), the more interest in using

multimodal approaches exists. Non-credible content often spans beyond text, employing visual, auditive, and interactive

elements to manipulate perceptions. Studies have shown that combining textual analysis with multimedia analysis

leads to significant improvements in detecting and understanding misinformation [12, 65, 113].

Multimodal systems rely on complementary features extracted from text alongside non-NLP methods discussed

earlier. For example, low credibility content such a fake news article can back-up its misleading text with an altered

image or video to enhance its perceived credibility. In such cases, the integration of visual and textual analysis is critical

when flagging the content as suspicious.

Multimodal approaches involve processing multiple data streams simultaneously, combining traditional NLP methods

with analysis of visual, auditive, and interactive content to form a wider comprehension of credibility. This integration

is typically achieved through ensemble models or architectures that unify the outputs of various sub-models focused

on different media types. A common method involves using transformer-based models such as BERT or GPT for text

analysis alongside convolutional neural networks (CNNs) for image or video analysis. These models work in tandem,

the text models identifying linguistic signals of credibility while the CNNs assess visual features like image authenticity,

quality, and relevance. Additional layers of analysis might focus on audio quality, transcription accuracy, or even the

relationship between the text and accompanying media (e.g., whether an image truly matches the content described

in an article). For example, a multimodal model might analyze a tweet’s text for sentiment and coherence, while also

assessing the attached image’s metadata and authenticity. If the image shows signs of manipulation or does not align

with the textual claim, the credibility for that piece of content would be lowered.

Even in multimodal systems, textual analysis remains a central component. Text provides rich semantic information,

often containing the explicit claims or arguments being made, which serve as the basis for evaluating credibility.

Without text, it would be difficult to discern the specific intent behind multimedia content and a more specific tool

would be needed to perform the evaluation under certain conditions. Thus, NLP techniques like semantic parsing,

sentiment analysis, and entity recognition form the ground of these multimodal approaches, supplying the primary

framework for understanding the broader context in which non-textual signals are embedded.

Studies in multimodal credibility assessments consistently show that while non-textual cues (e.g., image authenticity,

video manipulation detection) significantly enhance the detection process, they are most effective when paired with

deep text analysis. For instance, recent work on fake news propagation graphs combines user engagement patterns with

textual signals and visual content to identify disinformation [240]. Another promising approach is the integration of

social media metadata (such as virality metrics and user behavior) alongside textual content to detect the spread of fake

news [283, 333]. The application of multimodal techniques in credibility assessments is expanding rapidly, particularly

in social media, news aggregation platforms, and user-generated content sites like YouTube, Twitter, and Reddit.
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In future developments, there is potential to enhance multimodal models by integrating additional modalities, such

as biometric signals (e.g. eye-tracking data), interactive content quality, or real-time user engagement metrics. Research

on multimodal disinformation detection is ongoing, with several promising methods emerging, such as ensemble

techniques that combine the strengths of multiple machine learning models across different modalities [9, 115].

10 CONCLUSIONS

With the rapid development of generative AI, the threat of misusing LLMs to hybrid operations is one of the commonly

cited risks of their future development [49, 98]. The recent research demonstrated especially a high potential of LLMs

to generate disinformation content in various global or local narratives [303]. In this context, a large-scale ability to

automatically determine the credibility of online social media content becomes even more crucial as it was in the

pre-LLM era.

Potential negative impact on society and democratic values was recognized by the research community and previously

led to emergence of many fake news detection approaches. At this place, we would like to emphasize that credibility

assessment, while being a sibling task to fake-news detection, provides several considerable advantages, such as better

and deeper explainability or wider opportunities for application in research as well as in practice.

In addition, being able to reliably automatically recognize credible content, is also a way how to tackle with extensive

spreading and consumption of false information. Detected high-credible content can be promoted by recommender

systems or search engines, or highlighted in a user interface of social media platforms, while low-credible content

can be accompanied with a low-credibility warning. With a breakdown of predicted credibility score to individual

credibility indicators, end users (either media professionals or a general public) are able to explore the evidence leading

to the credibility assessment or manually evaluate individual detected credibility signals and make a final assessment

by themselves. Such level of explainability and pro-active human involvement in the decision process is vital and

unfortunately lacks in many fake news detection approaches that commonly result into a single predicted value

(commonly a binary one) with challenging or even impossible explanation caused by a black-box nature of the employed

techniques (e.g., deep learning approaches).

Despite these considerable advantages of credibility assessment, the current state-of-the-art research works suffer

from multiple drawbacks. Most crucially, credibility assessment field can be characterized as highly fragmented. On one

side, there are credibility assessment approaches that automatically detect credibility signals and aggregate them to make

a final prediction about the content credibility. The utilized credibility signals are, however, mostly shallow linguistic

ones (such as a number of hashtags), their automatic detection relies on simple methods (like rule- or heuristic-based

techniques), and also prediction utilizes mostly basic weighting schemata. There are only very few approaches that are

in line with the current state of the art (deep learning, LLMs), such as [163]; or using the previous research results to

detect more complex credibility signals, such as [240].

On the other side, there are automatic approaches detecting various categories of credibility signals, like factuality,

biases, persuasion techniques, or previously fact-checked claims. The prevalence of state-of-the-art techniques (including

LLMs and various fine-tuning approaches, including PEFTs) is much higher in these works. However, such approaches

remain isolated from credibility assessment, many times even not mentioning that their prediction can be considered as

one of more advanced and more reliable credibility signals.

To contribute in closing this undesired gap between research works, lack of interconnection of research results, as

well as hindering application of the outcomes in practice, we conducted this systematic survey on automatic credibility

assessment and detection of credibility signals from the NLP perspective. By collecting and describing 175 research
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papers, we not only systematically summarized the current state of the research in (currently fragmented) research areas,

but also identified challenges and potential for future research. Our thorough analyses and discussions aim to point to

an interesting avenues for future research ś out of them, we would like to specifically highlight the adoption of latest

highly-multilingual and multimodal LLMs. Their capabilities, currently remaining largely undiscovered, represent a way

how to make a significant step forward in the area of credibility assessment. Moreover, they provide an unprecedented

chance for deployment of the research results and providing novel credibility assessment tools to media professionals

as well as general public. Such tools can serve both purposes ś to detect false non-credible content as well as identify

credible one that is worth further reading and sharing in social media environment.
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