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Abstract

Numerous politicians use social media platforms, particularly
X, to engage with their constituents. This interaction allows
constituents to pose questions and offer feedback but also ex-
poses politicians to a barrage of hostile responses, especially
given the anonymity afforded by social media. They are typ-
ically targeted in relation to their governmental role, but the
comments also tend to attack their personal identity. This can
discredit politicians and reduce public trust in the govern-
ment. It can also incite anger and disrespect, leading to offline
harm and violence. While numerous models exist for detect-
ing hostility in general, they lack the specificity required for
political contexts. Furthermore, addressing hostility towards
politicians demands tailored approaches due to the distinct
language and issues inherent to each country (e.g., Brexit for
the UK). To bridge this gap, we construct a dataset of 3,320
English tweets spanning a two-year period manually anno-
tated for hostility towards UK MPs. Our dataset also cap-
tures the targeted identity characteristics (race, gender, reli-
gion, none) in hostile tweets. We perform linguistic and topi-
cal analyses to delve into the unique content of the UK polit-
ical data. Finally, we evaluate the performance of pre-trained
language models and large language models on binary hostil-
ity detection and multi-class targeted identity type classifica-
tion tasks. Our study offers valuable data and insights for fu-
ture research on the prevalence and nature of politics-related
hostility specific to the UK.

Introduction

With the rise of social media use among politicians, espe-
cially on X, there has been an increase in direct interaction
with the public (Agarwal, Sastry, and Wood 2019). This in-
teraction, while beneficial for communication and feedback,
also exposes politicians to a significant amount of hostile
replies due to the anonymity of online platforms (Solovev
and Prollochs 2022). Such hostility is considered a ma-
jor concern as it erodes public trust in political processes
and institutions, which disrupts constructive communication
(Gross et al. 2023). Furthermore, it affects the personal lives
and mental health of politicians, with online abuse some-
times leading to real-world threats and violence (Enock et al.
2023). In extreme cases, sustained hostility has driven some
politicians to step down from their roles and retreat from
public life altogether (Scott 2019).

Hostility towards politicians is a global phenomenon

characterised by widespread misogyny, sexism, and racism.
Political and social scientists investigate it through surveys,
interviews, and extensive quantitative and qualitative analy-
ses of social media data (Hakansson 2024; Collignon and
Riidig 2021; Scott 2019). Their findings indicate that all
politicians receive hostility to some degree, but those from
minority groups (e.g., Black, female, LGBTQ+) often face
increased hostility based on their identity characteristics
(Hua, Naaman, and Ristenpart 2020; Carson et al. 2024).

In Natural Language Processing (NLP), sentiment analy-
sis tools have been used to identify negative tweets and facil-
itate studies on abuse trends (Hua, Naaman, and Ristenpart
2020; Ward and McLoughlin 2020). Although general hos-
tility detection is prevalent, identifying political hostility re-
quires specialised approaches because political discussions
often reflect a country’s unique linguistic and cultural char-
acteristics, incorporating regional colloquialism, profanity
and prejudices. For example, hostility towards people of
colour is more prevalent in the US (Lavalley and Johnson
2022), while the phenomenon of Islamophobia is more se-
vere in India (Amarasingam, Umar, and Desai 2022). Fur-
thermore, hostile posts are frequently tied to popular issues
at that time. For instance, recent hostility towards politicians
has largely centred around illegal immigration in the UK
(Goodman and Locke 2024).

As the body of work on hate speech, abuse and hostility
detection in NLP grows (Jahan and Oussalah 2023), there
has been a move towards developing resources specifically
for political hate speech detection across different countries
(Grimminger and Klinger 2021; Guellil et al. 2020; Jafri
et al. 2023). In the UK, Members of Parliament (MPs) rep-
resent a wide range of backgrounds, and this diversity is
mirrored in the nature of the abusive comments they re-
ceive (Gorrell et al. 2020). Studies have compiled datasets
to analyse abuse trends specific to UK politics (Southern
and Harmer 2021; Bakir, Farrell, and Bontcheva 2024; Gor-
rell et al. 2018). As discussed in the related work section,
most of these datasets lack hostility-related labels. Among
them, only two datasets include labels suitable for automatic
political hostility detection, but they do not take into ac-
count identity characteristics (Agarwal et al. 2021; Ward and
McLoughlin 2020). A third dataset was created in the con-
text of UK political hostility and used to train a classifier,
but with a focus on detecting Islamophobia alone (Vidgen



and Yasseri 2020).

In this paper, we aim to bridge this gap by constructing a
high-quality hostility dataset spanning a two-year period to
cover diverse political topics in the UK. Our main contribu-
tions are:

* A publicly available dataset specific to political hostility
towards UK MPs consisting of 3,320 tweets with expert
annotations for hostility and the targeted identity charac-
teristics (race, gender, religion, none), including individ-
ual annotations with confidence scores and gold labels;'

¢ In-depth linguistic and topical analyses to identify lin-
guistic patterns and trending topics in our hostility
dataset towards UK MPs;

» Evaluation of pretrained language models (PLMs) and
large language models (LLMSs) on the task of binary hos-
tility identification and multi-class targeted identity type
classification in flat and 2-level hierarchical classification
settings.

Our work distinguishes itself from others by creating a
dataset specifically designed for training models to automat-
ically detect political hostility towards UK politicians based
on targeted identity characteristics. Through topic analysis,
we demonstrate that political hostility is closely tied to con-
temporaneous events. While this is unsurprising, it never-
theless has important ramifications for training models (Jin
et al. 2023). Linguistic analysis and dataset statistics reveal
that the governing political party receives the most hostil-
ity proportionally, with race-based hostility being the most
prominent among the identity characteristics studied. The
extended two-year data collection period of our dataset thus
provides a broader range of topics than existing datasets,
improving both topic diversity and the generalisability of
classifiers trained on this data (Jin et al. 2023). Addition-
ally, our dataset includes labels for identity characteristics
and their combinations, as intersectional abuse is a signif-
icant and particularly damaging feature of online hostility
(Kuperberg 2018, 2021).

Related Work
Online Hostility

The rise in social media usage has resulted in a growing
amount of hostility (Walther 2022; MacAvaney et al. 2019).
Consequently, this has prompted NLP research into different
hostility detection tasks such as (Mansur, Omar, and Tiun
2023; Jahan and Oussalah 2023) hate speech, abuse, toxic-
ity, offence, trolling, cyberbullying, etc (Pavlopoulos et al.
2020; Mathew et al. 2021). Hate speech and abuse datasets
have labels for hate, abuse, and offence with additional la-
bels for the targeted groups like gender and race (Zampieri
et al. 2019; Basile et al. 2019). Toxicity and cyberbullying
datasets have label such as harassment, aggression, toxic,
etc. (Rosa et al. 2019; Hartvigsen et al. 2022) However, the
definitions of these tasks are very similar (Fortuna, Soler,
and Wanner 2020; Basile et al. 2019), making it challeng-
ing for annotation and for comparison of datasets (Zampieri

"Dataset is available at https://zenodo.org/records/10809695

et al. 2019; Waseem et al. 2017) To avoid this problem, we
combine the definitions of these terms in NLP literature into
one umbrella term - hostile. While lots of work has been
done to combat general hostility detection issues on differ-
ent social media like Gab, Reddit, X (formerly Twitter), etc,
(Jahan and Oussalah 2023; Mollas et al. 2022; Rieger et al.
2021) the problem of the specificity of political hostility data
(i.e., language, topic, country) needs more specialised re-
search.

Online Hostility towards Politicians

Existing work in political hostility typically focuses on qual-
itative insights or analysis of summary statistics. This work
is widespread, and there seems to be an overarching theme
of sexism, racism and religious hostility. For instance, fe-
male politicians face negative sentiments and attitudes in
Japan (Fuchs and Schifer 2021); in the US, people of colour
from the Democratic party and female politicians receive
disproportionate hate (Solovev and Pro6llochs 2022; Grim-
minger and Klinger 2021; Hua, Naaman, and Ristenpart
2020); MPs in the UK face substantial racial and gender-
based abuse (Bakir, Farrell, and Bontcheva 2024; Kuperberg
2018).

Datasets and machine learning models to detect political
hate speech have been created for different countries and
their corresponding languages (Arabic in Algeria (Guellil
et al. 2020), Chinese in Taiwan (Wang, Day, and Wu 2022),
Hindi in India (Jafri et al. 2023)). While these datasets can
be used to detect country-specific political hate speech, they
do not take identity characteristics into account despite their
prominence in political hate speech.

UK-Specific Hostility towards MPs

In the UK, political hostility has been studied based on top-
ics and identity characteristics. Bakir, Farrell, and Bontcheva
(2024) and Farrell, Bakir, and Bontcheva (2021) found that
abuse towards MPs was at an all-time high during the first
year of the COVID-19 pandemic and that women MPs, espe-
cially from non-white backgrounds, received higher abuse.
Gorrell et al. (2019) investigated trends in racial and re-
ligious abuse towards MPs around Brexit and also abuse
trends leading up to the 2015, 2017 (Gorrell et al. 2018)
and 2019 (Gorrell et al. 2020) General Elections. They
found that prominence, Parliamentary events, and MP iden-
tity characteristics correlated with receiving abuse.

A large body of work has focused on gender-based hos-
tility showing that the hostility female MPs face is often in
the form of othering, belittling, discrediting, and stereotyp-
ing. For example, female electoral candidates’ lower success
rates were correlated with gender-based harassment (Col-
lignon and Riidig 2021); gender stereotypes and misogyny
are reinforced on YouTube through hateful videos and com-
ments (Esposito and Zollo 2021); female MPs face more
incivility, including stereotyping and questioning credibility
than male MPs (Southern and Harmer 2021). However, gen-
der alone is not the only dimension where MPs face hostility.
Rather, it is intertwined with other identity characteristics
such as age, class, race, and religious beliefs. (Kuperberg
2021; Esposito and Breeze 2022).



Existing Datasets for UK Political Hostility

Despite so much awareness about political hostility in the
UK, only a small amount of work has been carried out in
developing NLP datasets and models specifically for its au-
tomatic detection. To the best of our knowledge, there are
only 3 datasets that are suitable for this task. Details of
these are in Table 1. Agarwal et al. (2021) created a dataset
of 2.5 million tweets collected over 2 months. They used
18 existing social media hate speech classifiers to gener-
ate binary hate labels and then studied the topic and MP
characteristic trends in political hate speech. However, these
hate speech classifiers were not trained specifically on po-
litical hate speech data. Vidgen and Yasseri (2020) created
a dataset and classifier to detect Islamophobia in a political
hate speech context. The dataset consists of 4000 tweets col-
lected over 1.5 years with expert manual annotations. While
this study uses political social media data, its focus is on Is-
lamophobia alone. Therefore, the labels pertain specifically
to Islamophobia rather than to hostility. Ward and McLough-
lin (2020) used sentiment analysis to collect negative tweets
from which they created a dataset of 3000 tweets collected
over 2.5 months manually annotated for hate and abuse.
They used this data to study abuse trends and found that
other than identity characteristics, one of the main causes
of abuse was reacting to political topics and issues.

The work presented in this paper differs from existing
datasets as it is specifically designed to facilitate the auto-
matic detection of political hostility in the UK, focusing on
multiple identity characteristics. Unlike the limited suitable
existing datasets, our data collection spans two years, cov-
ering a broad range of topics over an extended period. This
timeframe is crucial for creating classifiers that generalise
more effectively (Jin et al. 2023). Additionally, we use the
dataset to show some preliminary findings about the nature
of this hostility, as well as methods to best identify it.

Data

We develop our dataset in 3 steps: data collection, data sam-
pling and annotation.

Data Collection

Following the method used by Bakir, Farrell, and Bontcheva
(2024), the Twitter (now X) Streaming API is used to fol-
low the accounts of all MPs (568) with active X accounts.
We collect four types of tweets relating to each MP between
November 2020 and December 2022: the original tweets
posted by the MPs, replies to them, retweets of tweets posted
by them and retweets created by them. This collection con-
tains over 30 million tweets, which we denote as C.

Data Sampling

The sheer volume of tweets in C' makes manual annotation
infeasible. Therefore, we sample a subset of C' for the an-
notation task covering diverse time periods and topics, we
denote as S. We employ the following sampling steps:

¢ We choose a subset of 18 MPs to ensure an annotated
dataset with diverse representation of identities and polit-
ical affiliations. The MPs are selected to ensure the over-

all pool includes both minority (race: non-White; gen-
der: female; religion: non-Christian) and majority iden-
tity groups (race: White; gender: male; religion: Chris-
tian).> The selected MPs are from the Conservative Party
(9 MPs), the Labour Party (8 MPs) and the Scottish Na-
tional Party (1 MP). Table 2 presents the distribution of
identities and parties of these 18 MPs.

* A long temporal span was ensured by sampling tweets
from the 5 different highest posting activity days for each
MP, which occur in C'.

* We exclude duplicated tweets and use an abusive lan-
guage classifier from (Gorrell et al. 2020) to identify hos-
tility of all 2.54 million individual tweets. For each of the
5 days, we sample 17 hostile and 20 non-hostile tweets.
Therefore, there are potentially 85 hostile and 100 non-
hostile tweets per MP which are then manually anno-
tated.

In total, S contains 3,330 tweets in English.

Data Annotation

The data annotation process consists of defining the guide-
lines, performing the annotation task and quality control.

Annotation Guidelines To address the challenge of dif-
ferentiating between the closely related concepts such as
hate, abuse and toxicity, we combined the definitions of
these terms from NLP literature into an umbrella term, hos-
tile (see Table 3). We revised the definitions multiple times
to strike a balance between the prescriptive and descriptive
paradigm (Rottger et al. 2022). The former enforces defini-
tions and rules that annotators must abide to, while the latter
provides guidelines that allow annotators to apply their own
understanding. To this end, small focus groups were con-
ducted to discuss the rigidity of the label definitions.

We consider political hostility detection as a hierarchical
classification task. Given a tweet ¢, the aim is to classify ¢
based on hostility (binary classification) and the target iden-
tity characteristics (multiclass classification). We formulate
the task in a hierarchical manner similar to existing datasets
like OffensEval (Zampieri et al. 2019) and HatEval (Basile
et al. 2019). First, ¢ is classified into two hostility labels:
hostile and not hostile. If ¢ is classified as hostile, then it
will be further classified into one of the four target identity
characteristic labels: religion, gender, race and none. Table 3
shows the definitions of each category and example tweets.
Note that hostility can be intersectional (i.e., target multiple
identity characteristics simultaneously), so a tweet can have
more than one identity label. To provide a measure of reli-
ability of each annotation, we include a confidence score of
1 to 5, from very low confidence to extreme confidence for
both hostility and identity characteristic labels. Table 9 in the
appendix presents the confidence scores with explanations.

Annotation Method The annotation task was conducted
in three steps: training, testing, and annotation. Steps 1 and 2

>The MPs’ identity characteristics are based on self-declared
public information.



Dataset | Time | Tweets

Labels

Agarwal et al. (2021) | 10Oct2017-29 Nov 2017 | 2.5M

hate, not hate

| |
| |
[ Vidgen ot al. (2020) | 4000 |
| |
| |

Jan 2017 - June 2018 none, weak islamophobia, strong islamophobia
Ward et al. (2020) \ 14 Nov 2016 - 28 Jan 2017 \ 3000 non-abusive, not-directed, abusive, hate-speech
Our dataset |  Nov2020-Dec2022 | 3320 | hostile-none, hostile-religion, hostile-gender, hostile-race, non-hostile
Table 1: Datasets for automatic UK political hostility detection.
| Party | Conservative | Labour | SNP | Total | Annotation Task Quality A number of steps were taken
to ensure high-quality manual annotations. Annotators were
| Female | 6 | 4 | 1 | 11 | X . ..
recruited from postgraduate study courses in Politics and
| Male \ 3 | 4 [ 0 ] 7 | C : .

_ omputer Science. The only prerequisite was that they had
| NO““’thte | 7 | 4 [ 1T ] 12 ] to be familiar with UK politics and colloquialisms. We
| White | 2 | 4 ] 0 [ 6 | placed no restriction on age, gender, ethnicity, etc. so as
| Not Christian | 5 | 2 | 1 ] 8 | to not bias the labels. We contacted potential annotators by
[ Christian | 4 ‘ 6 [0 [ 10 | emailing the respective course groups. Each annotator was

Table 2: Statistics of MP identity characteristics and belong
parties.

+oi Tweet Text ., . |

... Tweet Text... |

Hostility categorisation

Identity Characteristic Selection

Religion Gender
None of the above

Identity Characteristic Confidence

1 02:0% 0408

Hostlle  Not Hostile

Hastility Label Confidence

Race/Eihnicily

"~
= @

| Comment on what made you uncertain | | Comment on what made you uncertain |

Figure 1: Annotation platform user interface.

ensured high-quality annotations. The entire annotation pro-
cess was conducted using the collaborative web-based anno-
tation tool Teamware 2 (Wilby et al. 2023).

1. Training sessions: Training sessions were conducted in
which annotators received in-person presentations ex-
plaining label definitions with detailed examples. Anno-
tators were also guided on setting up their annotator ac-
count and familiarising themselves with the platform.

2. Testing sessions: Each annotator then underwent a short
test to ensure a proper understanding of the task and
guidelines, consisting of 20 tweets covering all the labels.
Annotators were required to label at least 14 of the 20
annotations correctly. Finally, annotators were provided
with the correct answers as well as explanations.

3. Annotation: Once annotators passed the test, they were
added to the actual annotation task and were shown
tweets sequentially. Figure 1 shows the platform user in-
terface.

paid 30 GBP for the annotation of 200 tweets. We recruited
a total of 48 annotators. Each tweet in S is labelled by 3
annotators.

During the task, annotators were instructed to look up un-
familiar terms and slang. Each annotator was allowed to an-
notate only 200 tweets in total, and the task did not need to
be completed in one sitting. This allowed annotators to take
breaks and prevented them from getting overly desensitised
to the hostile content.

A manual analysis of the annotation results established
that some annotators had incorrectly confused the race and
religion labels in cases where Muslims and Jews were being
targeted. Therefore, expert annotators corrected this small
number of annotations.

Dataset

The fully annotated dataset consists of 3,320 tweets in to-
tal after removing posts that contain URLs or user mentions
only. We use 3 sets of gold labels for our modelling experi-
ments, as follows:

* Set 1: The gold labels were assigned based on the major-
ity vote, i.e. the label which has at least 2 annotations out
of 3. For the cases where multiple identity labels were
chosen (intersectional), an expert manually assigned the
dominant label in their opinion.

* Set 2: Annotations with confidence <3 were removed,
and gold labels are derived from the remaining annota-
tions. In the cases where only one annotation remained
for a tweet, that was selected as the gold label. When
there were 2 annotations, the annotation with the higher
confidence was selected. If both had equal confidence,
an expert manually assigned the dominant label in their
opinion. If all 3 annotations remained, we used the ma-
jority vote method as used in Set 1.

» Set 3: To investigate intersectionality in the data and
model performance,we used the same method as Set 2 for
high-level hostility labels. For the lower-level identity la-
bels, if there was an intersectional label with confidence
>2, we chose that as the gold label. We had no cases of
different intersectional labels with confidence >2.



| Label | Definition | Example
Hostile Hostility towards a target group or individual. In- | <USER >and <USER >Put back on your leash were
tended to be derogatory, abusive, threatening, humil- | you? There’s a good boy
iating, inciting violence or hatred towards an individ-
ual/members of the group.

Race Hostility directed at a person/group based on racial <USER >Your in England speak bloody ENGLISH!
background/ethnicity. Including discrimination based on
somatic traits (e.g. skin colour), origin, cultural traits,
language, nationality, etc..

Gender Hostility directed at a person/group based on their <USER >If you can’t stand the heat get the hell out
gender. Including negative stereotyping, objectification, | of the kitchen next time elect a man to be prime minister,
using gendered slurs to insult, and threats of a sexual na- | Liz Truss just showed us there are things women can’t
ture. do.

Religion Hostility directed at a person/group based on their re- <USER >sick of you tweeting about muslims or any
ligious beliefs. including misrepresenting the truth and | other religion. Your silence speaks the same bullshit, but
criticism of a religious group without a well-founded ar- | its ok as Ramadan is over?!?!
gument.

None Do not refer to gender, race/ethnicity or religion. <USER >is the worst human being. I wish someone

would shoot her
Not hostile | Posts that are not hostile. a tweet containing profan- | <USER >will make a bad PM. Please don’t turn this
ity is not hostile unless its context makes it so. into a race war. Please notice that he is a terrible politi-
cian
Table 3: Hostility taxonomy with targeted identity type definitions and examples.
| Hostility | Identity | Set1 | Set2 | Set3 | o — - gencer ree
Religion | 36 | 41 | 52(26) ) . i
Gender 108 119 119 (22) w * ¢
Hostile Race 188 182 205 (38) . 1 B * o ‘| o
None 1135 | 1112 | 1121 (0) 0 ® .
Total 1467 | 1454 | 1454 (43) “ 2 ©
| Not Hostile | Total | 1853 [ 1866 | 1866 | * © ° i
Fleiss’ & HOStlhty 0.68 0.79 0.79 cons  lab cons  lab cons  lab cons lab
Identity 0.51 | 0.65 0.47

Table 4: Label counts for each set. For Set 3, the value in
parentheses shows the count of identity-based hostility that
comes from intersectional labels.

Table 4 shows the statistics of each set. The top 6 rows
present the frequency of each label for each set. In general,
non-hostile tweets account for the largest proportion, fol-
lowed by no identity and race-based hostile tweets. Set 3
includes intersectional labels, but there are only 43 of these,
of which 5 target both religion and gender, 21 target both re-
ligion and race, and 17 target both gender and race. The bot-
tom 2 rows present the Fleiss’ « annotator agreement score
(Fleiss 1971) for hostility and target identity annotation. Set
2 exhibits the highest x-value for both hostility (0.79) and
identity (0.65) annotation tasks, which belong to substantial
agreement (Artstein and Poesio 2008). This suggests select-
ing annotations based on confidence scores helps to improve
the quality of the dataset.

Figure 2 and Figure 3 show the amount and type of hostile
tweets MPs receive based on their political party and identity
group. The horizontal pink (Figure 2) and black (Figure 3)
lines mark the mean value for each group. On average, MPs

Figure 2: Comparing political party-based differences in the
amount and type of hostility received

belonging to the Conservative Party receive more race-based
hostility.For gender and religion-based hostility, on average,
MPs from both parties receive a similar amount of hostil-
ity. However, there are some MPs from the Labour Party
who receive more identity-based hostility than others (e.g.
Diane Abbott, David Lammy, etc.). Due to only one MP in
our study belonging to SNP, we do not include SNP in this
comparison.

In Figure 3, as expected, we see that while male (M) MPs
receive more hostile tweets, female (F) MPs are dispropor-
tionately subjected to gender-based hostility. Similarly, non-
white (NW) and non-Christian (NC) MPs face significantly
higher levels of general and both race and religion-based
hostility. Interestingly, we see that MPs from racial and re-
ligious minority groups consistently receive more general
hostility and identity-based hostility (consistently higher
mean values for all types of hostile tweets), than their white
(W) or Christian (C) counterparts. This highlights the issues
of intersectional hostility (Kwarteng et al. 2022) wherein
different minority groups intersect with and reinforce each
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Figure 3: Comparing identity-based differences in the
amount and type of hostility received
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Figure 4: Top 100 BOW unigrams associated with hostile
and non-hostile tweets. The larger the text size, the higher
the Pearson correlation coefficient r, and vice versa.

other.

Data Characterisation
Linguistic Analysis

To investigate the difference between both the use of lan-
guage and the content of hostile and not hostile tweets, we
conduct a comparative linguistic analysis. We use the Bag
of Words (BOW) model and Linguistic Inquiry and Word
Count (LIWC) Dictionary (Boyd et al. 2022) to identify lin-
guistic patterns. Then a univariate Pearson’s correlation test
is used to identify which of these linguistic patterns signif-
icantly correlate with hostile and not hostile tweets respec-
tively. During pre-processing, URLs and user @mentions in
the tweets are replaced with special tokens (<URL >and
<USER >, respectively), and stop words are removed using
NLTK (Bird, Klein, and Loper 2009).

BOW We begin by employing the Bag-of-Words (BOW)
model to represent each post as a TF-IDF weighted distribu-
tion over a vocabulary of the 3,000 most frequent unigrams
and bigrams. To visually highlight the differences in BOW
features associated with hostile and not hostile tweets, we
create word clouds (see Figure 4 and Figure 5 for unigrams
and bigrams, respectively).

First of all, we observe that hostile tweets are charac-
terised by negative and abusive words and phrases such
as “scum”, “vile”, “incompetent”, “evil”, “stupid”, “noth-
ing good” and absolute disgrace”. These tweets are mostly

CEETS CEINTY
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Figure 5: Top 100 BOW bigrams associated with hostile and
non-hostile tweets. The larger the text size, the higher the
Pearson correlation coefficient r, and vice versa.
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posted to vent anger or dissatisfaction at politicians, rang-
ing from questioning their abilities and distrusting their poli-
cies to insulting their personal traits. There are also emojis
like “face_with_symbols_on_mouth,” and “face_vomiting,”
which represent the use of profanity and disgust. Here is an
example from our dataset:

Tweet 1: <USER>Some in the Cabinet are incom-
petent. Some are corrupt. Some are evil. You are all
three. You stand for nothing that is good. I have noth-
ing but contempt and disgust for you.

ELINNTS ELINNT3

Secondly, phrases such as “go away”, “shame resign”, “run
country” in hostile tweets suggest that much of the hostil-
ity is directed at the Conservative Party, which is the ruling
party. Here is an example requesting the MP to resign:

Tweet 2: Too late with <USER>in charge & his cab-
inet of mendacious halfwits. Demand his resignation.

LEINT) LLINNT3

Also, phrases such as “liar”, “hypocrite”, “corrupt”, “never
trust”, “know nothing” and “another lie” indicate a general
distrust in the MPs. Furthermore, we notice some trending
topics in hostile tweets, such as “vaccine passports” and “il-
legal immigrants”, which reveal specific issues that cause
dissatisfaction. The example tweet expresses the anger at
policies relating to illegal immigration:

Tweet 3: <USER >Just what would you do about the
illegal immigration welcome them with open arms just
wish we could send you to Rwanda and your filthy son

For non-hostile tweets, the correlation r is lower (as can
be seen from the text size in Figure 4). However, they are

(L) 64

correlated with words and phrases such as “excellent”, “re-
covery”, “best wishes” and “well done”. These suggest that
not hostile tweets often contain appreciative and positive
emotions towards MPs. Some phrases such as “asked ques-
tions” and “free movement” indicate users’ attempts to voice
their political concerns. The following tweet is an example

conveying appreciation to the MP:

Tweet 4: <USER >was on fire! Another spectacular
debate. Well done sir!

LIWC Each tweet is also characterised using psycho-
linguistic categories from the LIWC 2022 dictionary (Boyd
et al. 2022). Table 5 presents the top 10 LIWC categories
most strongly correlated with hostile and not hostile tweets.

Similar to BOW, We find that (unsurprisingly) hostile
tweets tend to have a negative tone (fone_neg) and convey



| Hostile | r | Nothostile | r |
| socrefs | 0.186 | Tone | 0.192 |
| you | 0.181 | OtherP | 0.189 |
| swearwords | 0.162 | AllPunc | 0.183 |
| clout | 0.160 | focuspast | 0.133 |
| toneneg | 0.160 | comm | 0.104 |
| moral | 1.51 | prosoc | 0.084 |
| affect | 0.142 | polite | 0.064 |
| ppron | 0.131 | i | 0.063 |
| ethnicity | 0.111 | work | 0.062 |
| sex | 0.109 | tone_pos | 0.061 |

Table 5: Top 10 LIWC categories associated with hostile
and not hostile tweets sorted by Pearson’s correlation (r)
between the normalised frequency and the labels. All cor-
relations are significant at p <.001, two-tailed t-test.

negative emotions like anger and sadness (affect). They con-
tain more assertive and judgemental language (clout and
moralisation). Unsurprisingly, they also contain more swear
words (swearwords) and sexual terms (sex). Interestingly,
race-related (ethnicity) terms are frequent, suggesting that
hostility is often related to race. The following example
shows race-based hostility towards the MP from the dataset:

Tweet 5: <USER >What about black violence! Your
just another race divider. Marxists like you have ru-
ined this country and divided it further!

We notice that non-hostile tweets are highly correlated
with the tone marker (fone) in general and, specifically, a
positive tone (tone_pos). The tweets are polite, adhere to
social norms (prosoc and polite), and are more commu-
nicative (comm), often consisting of explanations, feedback
and questions. They also express concerns about work, jobs,
schooling, etc. (work). Below is an example tweet express-
ing concerns about the new scheme:

Tweet 6: <USER >please consider the effect of this
new scheme before putting it into action. We have lost
Jjobs and suffered a lot during covid. The UK economy
will not recover. We need to think of our next steps
very carefully

Topic Analysis

We perform topic analysis using BERTopic (Grootendorst
2022) after removing stop words with NLTK (Bird, Klein,
and Loper 2009). Because of the dominance of MP names
and profanity, the topics are rather unclear. Table 6 shows
the top 6 topic groups and their representative words after
removing these terms. The topics relate to major events and
issues in the UK, such as Brexit (e.g., “europe”, “border”),
illegal immigration (e.g., “refugees”, “terrorists”), and the
cost of living crisis (e.g., “bills”, “tax”, “inflation”). The fol-
lowing example is a hostile tweet expressing anger due to
increased costs of bills:

Tweet 7: <USER >What planet do you live on in your
head ? You haven’t saved the day. Fuel is still +40%

Topic | Representative Words |

Brexit brexit, uk, ireland, eu, europe, leave, deal, citi-
zens, free, border

[llegal immi- | refugees, illegal, boats, rwanda, immigrants,

gration asylum, raped, terrorists, seekers, migrants
Conservative | tory, conservative, resign, vote, rishi, scum, to-
party ries, johnsonout, torysewageparty, cabinet
Labour party | labour, starmer, voters, corbyn, party, win,

mps, election, abbott, protest

COVID-19 covid, virus, vaccine, lockdown, died, pan-

demic, mask, vulnerable, jab, nhs

Cost of liv- | economy, bills, winter, job, tax, inflation, en-
ing crisis ergy, nhs, heating, gas

Table 6: Topic groups and representative words derived from
BERTopic

on years average. Energy bills are increasing 50%.
Were all still fucked. Make it make sense !!!

Other popular topics are the two main political parties in
our dataset (Conservative and Labour). However, the ruling
Conservative party is likely to receive more hostility based
on the negative terms from representative words such as

“scum”, “johnsonout”. Here is an example of hostile tweets
mentioning the Conservative Party:

Tweet 7: <USER ><USER >this you? You ludi-
crous pork Hay-bale. You bin bag full of custard.
#ToryScum #ToryCriminalsUnfitToGovern it’s true.
<USER >shouldn’t apologise you scum

Most topics appear in the same proportion in hostile
tweets as they do in non-hostile tweets. The exception is “il-
legal immigration” which appears twice as much in hostile
tweets than in non-hostile tweets. Figure 6 shows the pro-
portion of topic-related tweets belonging to identity-based
hostility. Looking at the distribution of “illegal immigra-
tion” and “Brexit”, they appear mainly in race-based hostile
tweets. While the “Conservative party” and “Labour party”
topics contribute to race-based hostile tweets, they appear
much more frequently in non-race, gender or religion-based
hostility.

While all the tweets relate to MPs, they still naturally fall
into topics related to current issues at the time. Due to its
2-year span, the dataset thus covers a wide range of top-
ics. This topic characterisation means that the dataset could
eventually be used for analysis and comparison of hostility
in relation to different issues over time.

Online Hostility Detection

Given a text snippet, we define online hostility detection as
two classification tasks: (1) binary hostility identification (if
a tweet contains hostility or not) and (2) multi-class classi-
fication for classifying if a tweet contains one of the four
identity-based hostility types (i.e., religion, gender, race,
none) or no hostility at all. For multi-class classification, we
compare two classification methods, namely flat and two-
level hierarchical classification.
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Figure 6: Proportion of topic-related tweets belonging to
each identity characteristic label

Flat Classification Given a tweet, models classify it as
religion-based hostility, gender-based hostility, race-based
hostility, hostility with no protected identity characteristics
(none-hostility) or not hostility.

Two-level Hierarchical Classification Given a tweet, the
first classifiers identify if it is hostile or not. Then, the second
classifiers classify the identity types of the hostile tweets (re-
ligion, gender, race or none) based on predictive results from
the first classifiers.

Predictive Models

We use three PLMs for binary hostility identification and
multi-class classification. Also, we evaluate two widely used
LLMs on identifying hostile tweets as well as their targeted
identity types.

BERT We fine-tune Bidirectional Encoder Representa-
tions from Transformers (BERT) (Kenton and Toutanova
2019) by adding a classification layer with softmax activa-
tion function on top of the [CLS].

RoBERTa We fine-tune RoOBERTa (Liu et al. 2019) model
in a similar way to BERT.

RoBERTa-Hate Similarly, we fine-tune a domain adapta-
tion model, RoOBERTa-Hate>, which is trained on 13 differ-
ent hate speech datasets in the English language including
political content.

LLaMA-3-8B (LLaMA) We use the instruction tuned
LLaMA 3 8B model through the Hugging Face platform®*.
We provide the model with a sequence of texts and a prompt
with a task description to guide its output.

GPT-3.5 (GPT) Similarly, we use the GPT-3.5 model’
with an API key providing texts and corresponding prompts.

3https://huggingface.co/cardiffnlp/twitter-roberta-base-hate-
latest

*https://huggingface.co/meta-1lama/Meta-Llama-3-8B

>https://platform.openai.com/docs/models/gpt-3-5-turbo

‘ Model Accuracy Precision Recall F1

‘ Set 1

BERT 66.96+1.35 | 66.55+1.45 | 65.75+1.32 | 65.84+1.35
RoBERTa 68.13+0.83 | 68.04+0.62 | 67.55+0.51 | 67.441+0.48
RoBERTa-Hate 67.38+1.51 | 67.47+1.15 | 67.10+£0.66 | 66.84+1.09
Set 2
BERT 72.47+3.56 | 72.27+3.82 | 71.62+3.22 | 71.77+3.37
RoBERTa T1.77£3.37 | 72.26£2.05 | 69.15£2.99 | 68.86+3.65
RoBERTa-Hate 72.27+3.82 | 73.44+1.00 | 73.16+1.44 | 73.03+1.27
LLaMA 71.30+£0.96 | 71.17+0.86 | 71.44+0.86 | 71.11+£0.91
LLaMA w/ Def. | 73.55+1.39 | 73.214+1.42 | 72.76+1.43 | 72914143
GPT 60.57+1.93 | 69.97+1.21 | 64.20+1.72 | 58.67+2.41

GPT w/ Def. 70.69+£1.27 | 71.90£1.29 | 71.85£1.28 | 70.69+1.27

Table 7: Accuracy, Precision, Recall and macro F1-Score
(F1) for binary hostility identification (& std. dev.). Best re-
sults are in bold.

Experimental Set-up

Tweets are pre-processed where URLs and user @mentions
are replaced with special tokens (<URL >and <USER >,
respectively). For evaluation, we report average Accuracy,
Precision, Recall and macro F1 over 5 folds with standard
deviations. Details of model parameters can be found in the
appendix.

For LLMs, we input the prompt to specify the task for
binary hostility identification and multi-class flat classifi-
cation: (1) Classify the tweet as hostile or not hostile and
(2) Classify the tweet into religion-based hostile, gender-
based hostile, race-based hostile, other-hostile or not hostile
with (LLaMA w/ Def., GPT w/ Def.) or without definitions
(LLaMA, GPT) of each category (see Table 3 for defini-
tions). For 2-level hierarchical classification, we input the
prompt based on the outputs from the binary hostility identi-
fication: Classify the tweet as hostility based on race, gender,
religion or other. For a fair comparison, we also report the
average performance over 5 folds with the same data in each
fold.

Results

Binary Hostility Identification Table 7 presents the pre-
dictive results of all models on binary hostility identifica-
tion using Set 1 and Set 2. We exclude Set 3 because the
intersectional labels in identity type annotation do not affect
binary labels (i.e., hostile or not hostile). Overall, ROBERTa-
Hate on Set 2 achieves the best performance among all mod-
els, reaching a macro F1 score up to 73.03 (in bold). Then,
we observe that models trained on Set 2 achieve better per-
formance than those trained on Set 1 (e.g., 68.86 vs. 67.44
for RoBERTa on Set 2 and Set 1), highlighting the impor-
tance of selecting annotations based on confidence scores.
Also, the domain adaptation model (i.e., ROBERTa-Hate)
outperforms the vanilla models on Set 2 (e.g., 68.86 F1 for
RoBERTa vs. 73.03 F1 RoBERTa-Hate) and has comparable
performance with the vanilla models on Set 1 (e.g., 67.44 F1



‘ Model Accuracy Precision Recall F1

‘ Flat Classification

‘ Set 1
BERT 61.934+2.03 31.4242.14 28.3142.36 28.184+2.91
RoBERTa 63.131+0.35 24.4040.32 26.031+0.20 20.7940.21
RoBERTa-Hate 64.01+1.41 45.81+6.34 34.7443.90 36.671+4.54

Set 2
BERT 65.931+1.68 37.12+1.62 34.774+2.79 35.074+2.72
RoBERTa 67.261+1.05 33.014+5.96 32.2543.95 32.0444.68
RoBERTa-Hate 69.641+1.24 50.8247.61 41.661+4.90 43.31+5.65
LLaMA 55.484+2.29 42.0145.38 46.6018.18 38.0945.69
LLaMA w/ Def. | 61.331+1.41 48.611+3.58 52.3943.68 47.02+3.25
GPT 65.57+1.77 52.644+4.21 55.0245.21 52.65+4.45
GPT w/ Def. 65.031+1.71 53.7042.71 56.8942.69 54.7442.22

Set 3
BERT 65.031+2.31 19.45+3.80 18.431+2.03 18.2342.66
RoBERTa 66.661+1.72 20.3043.68 20.4343.44 20.0843.64
RoBERTa-Hate 68.7012.64 28.5548.12 23.51+3.70 23.9844.49

‘ Hierarchical Classification

‘ Set 1
BERT 60.781+1.00 27.4445.76 25.6042.01 24.7942.14
RoBERTa 61.994+1.32 37.66+9.18 27.531+2.08 28.8742.44
RoBERTa-Hate 62.474+2.29 38.774+5.79 28.4241.58 31.2142.39

Set 2
BERT 66.301+4.52 32.4242.08 28.4142.95 29.0943.08
RoBERTa 66.141+1.70 40.77+8.44 30.4746.38 32.8547.03
RoBERTa-Hate 68.10+1.57 39.934+4.37 32.184+4.57 33.811+4.63
LLaMA 64.79+1.97 54.6243.75 51.7743.83 52.1543.65
LLaMA w/ Def. | 64.70+£2.37 | 53.11%11.04 | 53.98 £3.67 | 54.16+4.43
GPT 54.1942.77 55.61+5.11 54.2945.79 50.5345.08
GPT w/ Def. 64.431+1.52 54.1543.42 60.02+3.11 55.9813.08

Set 3
BERT 66.301+4.32 21.5342.29 19.14%+1.51 19.4941.60
RoBERTa 65.841+2.24 30.5248.89 23.0146.86 23.6046.55
RoBERTa-Hate 67.8012.07 26.0042.28 25.0943.29 24.2242.96

Table 8: Accuracy, Precision, Recall and macro F1-Score
(F1) for hostility type classification in flat (top) and 2-level
hierarchical ways (bottom) (£ std. dev.). Best results are in
bold.

for RoOBERTa vs. 68.84 F1 for RoBERTa-Hate).°

We apply LLMs on Set 2, where better results are
achieved. Among four LLM settings, LLaMA w/ Def.
achieves the best performance with a macro F1 score of
72.91, followed by GPT w/ Def (70.69 F1). We notice that
adding label definitions in the prompt leads to performance
improvement (+1.80 F1 for LLaMA and +12.02 F1 for
GPT). We argue that advanced LLMs do not show signif-
icant advantages on binary hostility identification as it is a
simple and straightforward 2-class classification task.

SWe also evaluate Set 1 and Set 2 on the same test set with the
same labels (we exclude Set 3 since adding intersectional labels
leads to different test sets). ROBERTa and RoBERTa-Hate using
Set 2 achieve better results than using Set 1 (72.46 vs. 71.11 and
74.10 vs. 73.26 accordingly).

Multi-class Hostility Classification Table 8 presents the
results of all models on multi-class hostility type classifica-
tion using three sets of data in flat (top) and 2-level hierar-
chical (bottom) ways. Among all PLMs, the best performing
model is RoBERTa-Hate on Set 2 in the flat classification
method with an F1 score of 43.31 (in bold). Similar to the bi-
nary hostility identification, models in Set 2 achieve the best
predictive results compared with the same models trained on
other sets (e.g., 32.04 F1 for RoBERTa in flat classification,
33.81 F1 for RoBERTa-Hate in hierarchical classification),
followed by Set 1 (e.g., 20.79 F1 for RoBERTa in flat clas-
sification, 31.21 F1 for RoBERTa-Hate in hierarchical clas-
sification). The domain adaptation model, RoBERTa-Hate,
outperforms the vanilla RoOBERTa model with a larger differ-
ence compared to binary hostility identification (e.g., +4.17
F1 vs. +11.27 F1 on Set 2 in binary hostility identifica-
tion and in multi-class hostility classification using the flat
method). Additionally, BERT and RoBERTa exhibit com-
parable performance, with BERT sometimes outperforming
RoBERTa and vice versa depending on different settings.
Furthermore, the flat classification method outperforms
the 2-level hierarchical classification method (e.g., 36.67
F1 in flat classification vs. 27.65 F1 in hierarchical for
RoBERTa-Hate on Set 1). This may be explained by the fact
that after training the first classifier, predictive errors intro-
duce more noise in the hierarchical method. Also, the second
classifier is trained on a smaller data set (non-hostile tweets
are excluded) compared with that in the flat classification.
Similar to the hostility identification task, we only apply
LLMs on Set 2. First of all, GPT w/ Def. in hierarchical
classification outperforms all PLMs and LLMs, reaching a
macro F1 score up to 55.98, which is 12.67 higher than the
best performing PLM, RoBERTa-Hate. Secondly, in general,
adding definitions of each hostility type boosts the perfor-
mance. Moreover, prompts with definitions result in a larger
improvement on the multi-class classification than the bi-
nary one (e.g., +5.85 F1 for LLaMA in flat classification,
+5.45 F1 for GPT in hierarchical classification). Further-
more, LLMs in flat and hierarchical settings achieve compa-
rable results. This might be explained by the fact that we use
zero-shot classification, where they do not rely on our train-
ing data. Future research may extend it to few-shot learning.

Conclusion

This work focuses on investigating online hostility towards
UK politicians. We develop an English dataset of 3,320
tweets, which are manually annotated with hostility as well
as their targeted identity characteristics: religion, gender,
and race. Also, we conduct extensive linguistic and topical
analyses to provide deeper insights into the specific content
of these hostile interactions. By constructing and analysing
such a dataset, we identify key patterns, such as the preva-
lence of race-based hostility, especially regarding immigra-
tion issues in the UK. Also, our findings suggest that there
is a general lack of trust in MPs in the UK. Furthermore, we
evaluate various PLMs and LLMs on binary hostility identi-
fication and multi-class targeted identity type classification
in flat and hierarchical ways. This study not only offers valu-
able data but also lays the groundwork for future research



aimed at understanding and mitigating the impact of online
hostility in political contexts specific to the UK.
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Dataset Availability

Our dataset is publicly available in accordance with the
FAIR principles (FORCE11 2020):

* Findable: Our dataset will be published in the Zen-
odo dataset-sharing service with a unique digital object
identifier. For now it can be found at https://anonymous.
4open.science/r/ohtukmp-21DS.

* Accessible: Original tweets can be retrieved using their
tweet IDs via the standard Twitter AP’

* Interoperable: The readme file in the repository ex-
plains the dataset structure and the description of each
column in the CSV data file. CSV datasets are easily im-
ported and processed by most widely used data process-
ing tools.

* Re-usable: Our dataset can be re-used by anyone who
has Twitter developer account.

Model Parameters

For BERT, we use base uncased model, and for RoOBERTa,
we use base model. The maximum sequence length is set
to 256 tokens, and the batch size is set to 32. We run all
models using a 5-fold cross-validation method where 4-fold
data is used for training and 1-fold data is used for testing.
We split 4-fold data into training and validation sets with a
ratio of 9:1. We use Cross Entropy Loss as the training loss
function with the AdamW optimizer. For flat classification,
we train using a learning rate of Ir = 3e-6, while hierarchical
classification is trained with Ir = 5e-5. During training, we
choose the model with the smallest validation loss over 15
epochs. All models are trained on an NVIDIA A100 GPU.
For all experiments of LLMs, the temperature is set to 0.1

Confidence Scores

Table 9 shows the meaning and explanation of different lev-
els of confidence scores (1-5) used in the annotation task.

https://developer.twitter.com/en/docs/twitter-
api/tweets/lookup/api-reference/get-tweets-id

| Score | Meaning

| Explanation

5 Extremely confident
4 Fairly confident

3 Pretty confident

2 Not confident

1 Very low confidence

I’m certain without a doubt.

I’'m confident, but there might be
a small chance other annotators
may label it as a different cate-
gory.

I'm pretty sure, but there might
be a high chance other annotators
may label it as a different cate-
gory.

I’'m not sure; it could belong to
this or another category.

I’'m really unsure; it might belong
to another category instead.

Table 9: Confidence Scores used in the annotation task.
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