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A B S T R A C T

This paper presents a model of pedestrian crossing decisions based on the theory of compu-
tational rationality. It is assumed that crossing decisions are boundedly optimal, with bounds
on optimality arising from human cognitive constraints. While previous models of pedestrian
behaviour have been either ‘black-box’ machine learning models or mechanistic models with
explicit assumptions about cognitive factors, we combine both approaches. Specifically, we
mechanistically model noisy human visual perception and model reward considering human
constraints in crossing, but we use reinforcement learning to learn boundedly optimal behaviour
policy. The model reproduces a larger number of known empirical phenomena than previous
models, in particular: (1) the effect of the time to arrival of an approaching vehicle on
whether the pedestrian accepts the gap, the effect of the vehicle’s speed on both (2) gap
acceptance and (3) pedestrian timing of crossing in front of yielding vehicles, and (4) the
effect on this crossing timing of the stopping distance of the yielding vehicle. Notably, our
findings suggest that behaviours previously framed as ’biases’ in decision-making, such as
speed-dependent gap acceptance, might instead be a product of rational adaptation to the
constraints of visual perception. Our approach also permits fitting the parameters of cognitive
constraints and rewards per individual to better account for individual differences, achieving
good quantitative alignment with experimental data. To conclude, by leveraging both RL and
mechanistic modelling, our model offers novel insights into pedestrian behaviour and may
provide a useful foundation for more accurate and scalable pedestrian models.

1. Introduction

1.1. Background

Pedestrian crossing behaviour is a key factor in the urban transport system, impacting traffic efficiency and safety (Leu et al.,
2012). Developing accurate models for pedestrian crossing decisions is therefore essential for effective urban planning (González-
Méndez et al., 2021; Pelorosso, 2020). In particular, with the rise of autonomous vehicles (AVs), understanding pedestrian behaviour
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is important for the safe and harmonious integration of AVs into the existing transport ecosystem (González-Méndez et al., 2021;
Pelorosso, 2020; Duric et al., 2002; Banovic et al., 2019; Al-Shihabi and Mourant, 2001; Li et al., 2016). The unpredictable nature
f pedestrian movements, influenced by a complex interplay of cognitive processes and environmental cues, presents a significant
hallenge in this regard (Camara et al., 2020; Crosato et al., 2023).

In pedestrian behaviour modelling, computational models are predominantly based on either mechanistic modelling or data-
driven machine learning (ML) approaches. Mechanistic models, which are grounded in assumptions about underlying cognitive
mechanisms, aim to accurately represent the underlying processes causing pedestrian behaviour (Fajen and Warren, 2003; Turnwald
t al., 2016; Yang et al., 2020; Pekkanen et al., 2021). However, formulating these mechanisms in a way that generalises across a

wide variety of situations and scenarios is highly non-trivial. Therefore, since real-world traffic situations are highly variable and
complex, mechanistic models typically suffer from scalability or generalisability issues. On the other hand, data-driven ML models,
which predict pedestrian movement by learning from large datasets of pedestrian trajectories, show promise in handling complex
real-world situations (Dai et al., 2019; Abughalieh and Alawneh, 2020; Quan et al., 2021; Yin et al., 2021; Yuan et al., 2021; Zhang
et al., 2022; Li et al., 2022). However, ML models come with inherent challenges related to interpretability, data dependence, and
obustness in diverse conditions (Althoff and Lutz, 2018; Klischat et al., 2020). These issues will be discussed in more detail in
ection 1.2.

Ideally, one would want a modelling approach combining the strengths of both mechanistic and ML models. One possible
candidate for such an approach is available from computational rationality (Lewis et al., 2014; Gershman et al., 2015), sometimes also
referred to as resource rationality (Lieder and Griffiths, 2020). Both computational rationality and resource rationality are theories
bout human cognition and behaviour, positing that humans behave rationally, i.e., optimally with respect to some utility or cost

function, but that this optimality is bounded by the constraints imposed by the human cognition and body. For example, pedestrians
in road traffic have perceptual, cognitive, and motor limits which constrain their behaviour. Rooted in the principle of expected
utility maximisation, introduced by Von Neumann and Morgenstern (1947), and expanded by Herbert Simon’s concept of bounded
rationality (Simon, 1955), computational rationality applies these decision-making principles while considering human constraints.
n recent years, the development of models based on these theories has become increasingly attainable due to advances in the field
f deep reinforcement learning (RL), enabling the learning of optimal decisions through environmental interactions (Silver et al.,

2016, 2017; Sutton and Barto, 2018). Modern deep RL allows us to find boundedly optimal behaviour policy across highly varied
cenarios and learn interactive behaviours which – to the extent that the theory of computational rationality is correct – mirror
uman-like decision processes and behavioural adaptability (Jokinen et al., 2020, 2021; Chen et al., 2021a,b). Contrary to traditional

mechanistic models, which often struggle with flexibility in adapting to diverse scenarios and integration of various principles, and
ML models, which can lack interpretability and adaptability, the computational rationality framework, when combined with RL,
has the potential to overcome these constraints (Oulasvirta et al., 2022).

There have been some initial studies on the use of computational rationality in driver behaviour modelling (Jokinen et al.,
2021, 2022), but so far, none in the context of vulnerable road users. Here, we provide a first demonstration of the value of
his modelling framework in the context of pedestrian behaviour. Unlike previous pedestrian behaviour models, which are either
echanistic models, suffering from scalability or generalisability issues due to the complexities in real-world traffic conditions, or
ata-driven machine learning models, with challenges related to interpretability and data dependence, computational rationality
ddresses these issues by explaining human behaviour through a causal link between subjective utility, capacities, experience, and
bserved actions (Howes et al., 2023), optimising utility under defined constraints. The main human constraint we are considering
n this work is imperfect human visual perception, characterised by the noise inherent in the visual system’s processing of dynamic
timuli. This constraint often leads to mistakes in how people estimate the distance and speed of oncoming traffic, which we model
echanistically based on work in cognitive neuroscience. Looming aversion, which refers to the instinctive tendency to avoid objects

hat appear to be rapidly growing in size as a cue for an impending collision (DeLucia, 2008; Tian et al., 2022), is also considered
in our model. We test our model on data from a controlled virtual reality experiment on pedestrian road-crossing, and find that our
model captures four phenomena observed in the human experiment, which have not been captured simultaneously by one model.
Furthermore, our model results also show that speed-dependent gap acceptance – which has previously been described as due to
biases in human TTA estimation (Petzoldt, 2014) – is a boundedly optimal behaviour given the particular noise characteristics of
the human visual system. Moreover, we show how individual differences in road user behaviour can be efficiently modelled using
the computational rationality approach by conditioning the RL on the human constraint parameters. This method, which has not
been previously used in road user behaviour modelling, includes parameters which can vary between humans as inputs to the RL,
o learn optimal policy across variations in these parameters.

This paper is organised as follows: The rest of this section describes empirical studies of the behavioural phenomena we wish
o capture and previous research on pedestrian behaviour modelling. Section 2 describes the dataset we used and the modelling

approach. The results of our proposed model are presented in Section 3, followed by Section 4, with a discussion of results and
future research plans. Finally, Section 5 provides a conclusion.

1.2. Related work

Numerous empirical studies have investigated the key factors influencing pedestrian behaviour (Oxley et al., 2005; Jain et al.,
2014; Sun et al., 2015; Asaithambi et al., 2016; Gorrini et al., 2018; Tian et al., 2022). We focus on four main empirical phenomena,
some but not all of which have been captured by existing models:
2 
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Table 1
Key phenomena in pedestrian behaviour and corresponding literature.

Phenomenon Petzoldt (2014) and Tian
et al. (2022)

Pekkanen et al. (2021) This paper

(1) TTA-dependent gap acceptance ✓ ✓ ✓

(2) Speed-dependent gap acceptance ✓ ✓ ✓

(3) Speed-dependent yielding acceptance ✓

(4) Stopping distance-dependent yielding acceptance ✓ ✓

(1) TTA-dependent gap acceptance: A key behaviour of interest is gap acceptance, where pedestrians decide to cross a road based
n the time or spatial distance between them and an approaching vehicle. One crucial factor affecting this decision is the time to
rrival (TTA). Researchers have shown that pedestrians are more inclined to accept gaps for crossing when the TTA is higher (Oxley

et al., 2005; Lobjois and Cavallo, 2007; Petzoldt, 2014).
(2) Speed-dependent gap acceptance: Additionally, the dynamics of approaching vehicles play an important role (Schneemann and

Gohl, 2016). Pedestrians are more likely to cross in a given TTA when oncoming vehicles travel at higher speeds, i.e., with a larger
approach distance (Lobjois and Cavallo, 2007; Tian et al., 2022). This phenomenon has been described as a bias in the human
estimation of TTA (Petzoldt, 2014; Sun et al., 2015). Tian et al. (2022) explained this speed-dependent crossing behaviour by visual
ooming, the perceived growth of an object’s size as it approaches (DeLucia, 2008). Specifically, visual looming increases slowly at
ong distances, indicating that higher-speed vehicles might produce smaller collision threats to pedestrians for a given TTA, thus
nfluencing pedestrians to feel safer when crossing in front of faster vehicles.
(3) Speed-dependent yielding acceptance: In scenarios where vehicles yield, the relationship between speed and pedestrian crossing

behaviour tends to reverse. Pedestrians have been found to interpret lower vehicle speeds as an indication of yielding, especially
when the vehicle is at a closer distance, thus increasing the probability of crossing (Tian et al., 2023). On the other hand, early
crossing decisions (while the vehicle is still some distance away) are similar to the speed-dependent gap acceptance regardless of

hether the car is yielding.
(4) Stopping distance-dependent yielding acceptance: Driver use of exaggerated deceleration, or ’short-stopping’, serves as a cue for

pedestrians to cross (Domeyer et al., 2019). Short-stopping enhances the pedestrian’s perception of the driver’s intent, increasing
heir confidence in crossing safely (Domeyer et al., 2019). Risto et al. (2017) argued that the stopping distance of a vehicle correlates

with pedestrian willingness to cross in the yielding scenario. Notably, Tian et al. (2023) found that the car’s braking behaviour mainly
influences late crossing decisions. Specifically, pedestrians tend to cross more readily when a vehicle stops at a greater distance from
the crosswalk, seemingly interpreting this as a clear indication of the driver’s intent to yield.

In our study, we aim to model pedestrian behaviour and reproduce these four phenomena mentioned above, summarised
in Table 1. These phenomena provide valuable insights and highlight some of the nuances of human decision-making in traffic
interactions that computational models should capture to be useful for practical applications such as simulation environments and
AV algorithms. As mentioned, there are many models which describe pedestrian behaviour in terms of hypothesised underlying
mechanisms (Fajen and Warren, 2003; Giles et al., 2019; Pekkanen et al., 2021; Tian et al., 2022, 2023). For example, Petzoldt
(2014) developed a logit-based gap acceptance model capturing speed-dependent gap acceptance, described as a bias due to a
isual heuristic used by pedestrians. However, this heuristic is truly biased in the sense that it is suboptimal or whether it might be
n optimal adaptation to human constraints. Later, Tian et al. (2022) proposed a gap acceptance model utilising the binary choice

logit approach. Unlike previous models that relied on traffic gap cues, their model incorporated visual looming cues, resulting in an
mproved fit to observed data. Another modelling approach is based on the concept of evidence accumulation, describing decision-

making as a noisy accumulation of evidence from a stimulus (Ratcliff et al., 2016), which has also been applied to pedestrian
rossing behaviour modelling (Pekkanen et al., 2021). However, due to the complexity of this model, the authors fitted it with a

single parameterisation across all participants and with limited quantitative goodness of fit to the experimental data. The complexity
f this model also makes it difficult to extend it to more sophisticated scenarios. To extend the scope of modelled scenarios, Markkula
t al. (2023) integrated a large number of existing psychological and cognitive theories, such as theories of sensory noise, Bayesian
erception, evidence accumulation decision-making, and long-term valuation of action affordances. Although this model was capable
f reproducing several empirically observed phenomena in human road user interaction, the authors highlighted the limitations of
echanistic modelling and underscored the need for cognitively and behaviourally informed ML. Overall, given the high complexity

f human behaviour, relying on a single cognitive, mechanistic model seems insufficient to comprehensively describe pedestrian
ehaviour. The existing models’ success at capturing the targeted phenomena is listed in Table 1. However, it is worth noting that
he aim of our work is not only to capture these phenomena but also to propose a general framework for modelling pedestrian

behaviour.
With advances in computing power and machine-learning methods, a growing number of researchers have adopted data-driven

ML algorithms for modelling pedestrian behaviour. For instance, many models based on convolutional neural networks have been
developed for pedestrian trajectory prediction due to their ability to process spatial inputs, such as images and video frames (Yi et al.,
2016; Abughalieh and Alawneh, 2020; Kumamoto and Yamada, 2017; Doellinger et al., 2018). Moreover, recurrent neural networks
ave garnered attention given their efficacy in sequence prediction tasks, making them apt for pedestrian trajectory modelling (Alahi

et al., 2016; Dai et al., 2019; Quan et al., 2021). Recently, the Transformer model, known for its ability to process sequences in
arallel and capture long-range interactions, has also gained popularity in pedestrian behaviour modelling (Lorenzo et al., 2021; Yin
3 
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et al., 2021; Yuan et al., 2021). While the accuracy of these ML models can be impressive, they share several limitations. First, they
often act as ‘black boxes’, meaning they may have the potential to predict behaviours but fail to reveal the reasons or mechanisms
behind those behaviours. This intensive data-driven orientation can be challenging, especially when aiming for interpretability in
AV systems, where understanding pedestrian intent is crucial (Srinivasan et al., 2023). Second, the lack of theoretical grounding of
he behaviour can sometimes lead to overfitting, where the models might perform well on the training data but fail to generalise
ell to unseen data, potentially resulting in less reliable predictions in varied real-world scenarios (Xu et al., 2020). Third, their

heavy reliance on large training datasets poses another challenge: collecting such extensive data under all possible road conditions
is almost impossible, and critical scenarios are missing in most datasets (Diaz-Ruiz et al., 2022).

As mentioned in Section 1.1, computational rationality provides a potential middle ground, combining the best of mechanistic
and ML models, but has only seen limited use in road user behaviour modelling. Jokinen et al. (2021) proposed a hierarchical

L model of multitasking behaviour in driving and fitted it to observed data (Jokinen et al., 2022). However, their focus was on
in-vehicle multitasking rather than pedestrian–vehicle interactions.

1.3. Summary of research gaps

Existing models of pedestrian crossing behaviour fail to capture the four mentioned critical empirical phenomena simultaneously,
nd neglect essential human perceptual and cognitive constraints like noisy perception and looming aversion. Furthermore, no
xisting model combines mechanistic and machine learning approaches, or accounts for individual differences in pedestrian
ehaviour.

Here, we aim to quantitatively model the crossing decisions of human pedestrians when faced with constant-speed and yielding
vehicles. There are three research objectives in this study:

(1) To develop a boundedly optimal model, integrating human constraints, with a focus on noisy perception and looming
aversion, that is able to capture the four targeted empirical phenomena in human pedestrian crossing behaviours in scenarios where
ehicles may or may not yield to the pedestrian.

(2) To fit the boundedly optimal model quantitatively to human crossing decision data on a per-individual level (i.e., with
different model parameter values for different individuals).

(3) To assess how the human constraints and preferences integrated into the model influence the crossing decisions.
An early version of this work has been presented as a conference paper (Wang et al., 2023). This conference paper qualitatively

explored the effect of only noisy visual perception on crossing decisions and only in scenarios with approaching vehicles at constant
speed; in other words, it only partially addressed the first objective above, and not at all the second or third objectives.

2. Methods

2.1. Dataset

This study utilised a dataset sourced from a previous experiment reported by Giles et al. (2019). A visualisation of the
experimental setup is provided in Fig. 1, which offers a bird’s-eye perspective. Twenty participants (age 24–60, average 27.9 years;
1 males and 9 females) took part in the study and were recruited from a university participant pool. We did not record the racial or
thnic identities of our participants in this study. Regarding the age influence, it is important to note that the experimental task only

required button press responses, such that participant variation in motor ability was less of a concern than it would have been in a
ask requiring actual walking. Participants wore an HTC Vive Virtual Reality (VR) headset as part of the setup, immersing them in

a virtual crossing task. The rendered VR space included a straight two-lane road, spanning a width of 5.85 m, and a zebra crossing
at the participant’s initial location.

At the start of each trial, participants were positioned before the zebra crossing, facing straight across it. They had been instructed
hat they should look to the right for any oncoming traffic when they felt ready to begin the trial. This head movement triggered

the start of the trial, with an oncoming vehicle initialised at an initial distance 𝑑0 and speed 𝑣0. The experiment included a mix
of scenarios, namely constant-speed and yielding scenarios. The detail of these scenarios is shown in Table 2, with the initial TTA
𝜏0 = 𝑑0∕𝑣0 also listed. In six constant-speed scenarios, the vehicle appeared at a distance 𝑑0 (all distances measured longitudinally
along the road from the participant’s location to the front of the car) and maintained a constant-speed 𝑣0 while approaching and
passing the zebra crossing. In eight yielding scenarios, the vehicle appeared at initial distance and speed 𝑣0 and 𝑑0, and immediately
decelerated at a constant rate to stop at a distance 𝑑st op from the participant. Participants were instructed to press the HTC Vive’s
controller button when they felt safe to cross. It should be noted that the vehicle’s behaviour was not influenced by the pedestrian’s
decision. This setup required participants to assess crossing safety independently. Once the button was pressed, the system recorded
the Crossing Initiation Time (CIT), defined as the interval between the start of the trial and the moment when the button press
occurred. At this point, the position of the participant’s point of view in the virtual environment (i.e., the VR ‘camera’) moved
across the zebra crossing at the speed of 1.31 m∕s. Each participant faced 6 unique constant-speed trials and 8 unique yielding trials
n a randomised order, aggregating to a total of 280 trials that were used for the model’s validation.

The low number of repetitions per participant was adopted by Giles et al. (2019) to limit behavioural adaptation effects. The
resulting dataset is relatively small in size. However, since all of the main phenomena we target have also been reported in other
experiments, the sample size is not a main concern here. We adopted this dataset here because of the button-press paradigm, which
provides crossing onset distributions with minimal impact from motor variability, aligning with our present modelling emphasis on
perception rather than motor control.
4 
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Table 2
Detailed description of vehicle approach scenarios in the experiment. The table lists each scenario type along
with key parameters: Initial Vehicle Speed (𝑣0 in m/s), Initial Distance (𝑑0 in m) from the pedestrian, Initial TTA
(𝜏0 in s), and Stopping Distance (𝑑st op in m) for Yielding scenarios. ‘N/A’ indicates not applicable for constant
speed scenarios.
Scenario type 𝑣0 (m/s) 𝑑0 (m) 𝜏0 (s) 𝑑st op (m)

Constant speed 6.94 15.90 2.29 𝑁∕𝐴
13.89 31.81 2.29 𝑁∕𝐴
6.94 31.81 4.58 𝑁∕𝐴
13.89 63.61 4.58 𝑁∕𝐴
6.94 47.71 6.87 𝑁∕𝐴
13.89 95.42 6.87 𝑁∕𝐴

Yielding 6.94 15.90 2.29 4
13.89 31.81 2.29 4
13.89 31.81 2.29 8
6.94 31.81 4.58 4
13.89 63.61 4.58 4
13.89 63.61 4.58 8
6.94 47.71 6.87 4
13.89 95.42 6.87 4

Fig. 1. (a) Birds-eye view of the experiment. (b) A sample view of the virtual scene, as shown by the head-mounted display, at the beginning of each trial
(inset) and as participants turned their heads to look for oncoming traffic.
Source: Pekkanen et al. (2021). Variable-drift diffusion models of pedestrian road-crossing decisions. Computational Brain & Behaviour, 1–21. This image is
available under a Creative Commons Attribution 4.0 International License.

2.2. Model variants

In this section, we explain our two main mechanistic assumptions, rooted in cognitive science and neuroscience, and introduce
different model variants derived from these assumptions:

• Assumption of noisy perception: We assume that the agent’s perception of the environment is inherently noisy and imperfect.
This noisy observation obtained by the agent is according to the principle of the human visual system, i.e., the sensory input
received by our human visual system is noisy (Faisal et al., 2008).

• Assumption of looming aversion: Our second assumption involves the natural aversion to looming objects (DeLucia, 2008;
Tian et al., 2022). Looming aversion refers to the instinctive tendency to avoid objects that appear to be rapidly growing in
size, as this is often a cue for an impending collision (DeLucia, 2008; Tian et al., 2022).
5 



Y. Wang et al. Transportation Research Part C 171 (2025) 104963 
Fig. 2. Comparison of models. (a) BM: Baseline Model. (b) LM: Looming aversion only. (c) VM: Visual constraints only. (d) VLM: Visual constraints and looming
aversion. 𝜎v and 𝑐 represent the sensory noise and looming aversion weight respectively. 𝑠, 𝑜, 𝑎, and 𝑟 represent the state, observation, action and reward
respectively.

These two assumptions guide the development of our model variants. Each variant incorporates the assumptions in different
ways to explore how they individually and collectively influence pedestrian behaviour. The following subsection outlines the four
main model variants derived from these assumptions, as visualised in Fig. 2:

(1) Baseline Model (BM): The BM serves as our control variant, assuming an ideal observer with neither visual constraints nor
looming aversion. This model establishes a baseline against which to measure the impact of our two key assumptions.

(2) Looming Model (LM): The LM considers the impact of looming aversion on crossing decisions. It allows us to understand
how this aversion, independent of visual constraints, can affect pedestrian behaviour.

(3) Visual constraints Model (VM): Conversely, the VM examines the role of visual constraints alone. It helps us investigate
how the noisy sensory information influences pedestrian crossing.

(4) Visual constraints and Looming Model (VLM): The VLM combines both visual constraints and looming aversion to provide
insights into their joint effect.

Each combination of model assumptions mentioned above defines an RL problem. In the next section, we describe this RL problem
in detail for the different model variants.
6 
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2.3. Reinforcement learning problem

Our model based on computational rationality used RL to derive the near-optimal behaviour under constraints. In RL, the agent
chooses the action by following a policy 𝜋, which yields a probability 𝜋(𝑠, 𝑎) = 𝑝(𝑎 ∣ 𝑠) of taking a particular action from the given
state. The optimal policy 𝜋∗, maximises the value function:

𝑉 ∗(𝑠) = max
𝑎

[

𝑅(𝑠, 𝑎) + 𝛾
∑

𝑠′∈𝑆
𝑇 (𝑠, 𝑎, 𝑠′)𝑉 ∗(𝑠′)

]

(1)

where 𝛾 is the discount factor, a value between 0 and 1, which balances the importance of immediate rewards versus future ones.
Here, 𝑉 ∗(𝑠) represents the optimal value function at state 𝑠, and 𝑉 ∗(𝑠′) represents the optimal value at state 𝑠′.

In our study, we assumed that humans make decisions under uncertainties from the noisy perception system, such that the overall
ask can be understood as a Partially Observable Markov Decision Process (POMDP). In a POMDP, the agent does not have direct
ccess to the actual state 𝑆; instead, it receives observations that may only partially or noisily reflect the actual state. The POMDP
s represented by a tuple ⟨𝑆 , 𝐴, 𝑇 , 𝑅, 𝑂⟩, where 𝑆 is a set of states, 𝐴 is a set of actions, 𝑇 is the transition function, 𝑅 is the reward

function, and 𝑂 is the set of possible observations received by the agent.

State space 𝑆. At each time step 𝑡, the environment is in a state 𝑠𝑡 ∈ 𝑆. This is the positions and velocities of the pedestrian (the
L agent) and the vehicle. All model variants in our study share the same state space, encapsulating these five critical variables:

he pedestrian’s position 𝑥p, 𝑦p, the vehicle’s position 𝑥veh, 𝑦veh, the vehicle’s velocity 𝑣, and time step 𝑡. The simulation state update
ime step is set to 0.1 s, a duration suitable for our dataset and model.

Action space 𝐴. At every time step 𝑡, the agent executes an action 𝑎𝑡 from the set 𝐴. For the purposes of this study, and consistent
with the experimental button press, the agent’s choices are binary: either to ‘Go’ or to ‘Not Go’. Upon selecting ‘Go’, the agent
proceeds straight at the speed of 1.31 m∕s, as in the experiment. Recognising that human reaction times vary, we introduced a
motor delay to simulate this aspect. This delay, implemented after the ‘Go’ decision, was sampled from a Gaussian distribution with
a mean of 0.6 s and a standard deviation of 0.2 s. After the decision was made, the simulation progressed until the agent either
crossed the road safely or a collision happened.

Transition 𝑇 . The transition function defines how the current state 𝑠𝑡 changes to the next state 𝑠𝑡+1 based on the action 𝑎𝑡. In our
model, when the ‘Not Go’ action is selected, the vehicle’s movement follows kinematic equations with the given speed, and the
agent’s position remains unchanged. Conversely, when the ‘Go’ action is chosen, whether the collision happens is calculated, and
he corresponding reward is given to the agent. Then, the simulation finishes.

Reward 𝑅. In the experiment where the dataset was collected, the participant’s task was to cross the road as soon as they felt safe
o do so, either before or after the car had passed them (Giles et al., 2019). Therefore, we assume that the participants in this

experiment (presumably similar to pedestrians in real traffic) wanted to cross safely but with minimal loss of time. We designed
the reward structure accordingly: The agent will be given a reward of 20 when crossing the road without collision and a reward
of −20 if a collision happens. These reward parameters were shared across model variants. After some initial manual testing, they
were fixed to yield reasonable crossing behaviour of the BM agent but before structured fitting of any other model parameters to
he human data. A time penalty, a negative reward of 0.01 × 𝑡, will also be given to the agent when the episode terminates.

Regarding the visual looming, this phenomenon is represented mathematically as inverse 𝜏—the ratio of a vehicle’s optical
expansion rate to its size on the observer’s retina, which serves as an estimate of the inverse TTA (DeLucia, 2015; Markkula et al.,
2016). We incorporated this concept into the reward function of the LM and VLM models, as shown in panels (b) and (d) of Fig. 2,
to account for the looming aversion in pedestrian decision-making.

The reward function 𝑟 is defined as follows:

𝑟 =

{

max(−20,min(+20, 20 − 0.01 ⋅ 𝑡 − 𝑐 ⋅ 1
𝜏 )), if arrival

−20, if collision
(2)

where 𝑐 is the weight of the looming aversion. For model variants with non-noisy perception, 𝜏 =
𝑥veh−𝑥p

𝑣 , and for those with noisy
perception, 𝜏 =

𝑥̂veh−𝑥p
𝑣̂ , where 𝑥̂veh and 𝑣̂ are noisy estimates of vehicle position and speed (see further below). The reward 𝑟 is

ounded within the range [−20,+20] to prevent extreme values from influencing the model training. As the focus of this study is on
the potential effect of noisy perception and the looming aversion to the crossing decision, we have kept the reward function simple;
uture work can further refine it to better capture human preferences.

Observation space 𝑂. The agent receives observation 𝑜𝑡 ∈ 𝑂 at each time step as shown in Table 3. We tested different formulations of
the observation space: In BM—our simplest, baseline model as shown in panel (a) of Fig. 2—the exact position and velocity of both
the vehicle and the pedestrian are presented as inputs to the agent. Conversely, in the models with visual constraints assumption,
VM and VLM, illustrated in panels (c) and (d) of Fig. 2, the position and velocity details provided to the agent are subject to noise,
mulating the inherent uncertainty and imperfection in human visual perception, with an angular noise introduced at the level of
he human retina (Kwon et al., 2015). We assumed that the agent observes the position of the other agent along its line of travel
y observing the angle below the horizon of the other agent (Ooi et al., 2001; Markkula et al., 2023), with a constant Gaussian
7 
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Table 3
Observation space variables for each model variant. ‘✓’ indicates the variable is directly observed. Here, 𝑥p , 𝑦p denote the
pedestrian’s position, 𝑥veh , 𝑦veh the vehicle’s position, 𝑣 the vehicle’s velocity, 𝑥̂veh , ̂𝑣 the Kalman filter’s estimates of the vehicle’s
position and velocity, 𝑃p and 𝑃v are the variances in the Kalman filter’s estimate of position and speed of the approaching
vehicle, 𝜎v represents the standard deviation of sensory noise, 𝑐 the looming aversion weight, and 𝑡 the time step.
Model 𝑥p 𝑦p 𝑥veh 𝑦veh 𝑣 Additional variables

BM ✓ ✓ ✓ ✓ ✓ 𝑡
LM ✓ ✓ ✓ ✓ ✓ 𝑐 , 𝑡
VM ✓ ✓ Est.(𝑥̂veh) Est.(𝑦̂veh) Est.(𝑣̂) 𝑃p , 𝑃v , 𝜎v , 𝑡
VLM ✓ ✓ Est.(𝑥̂veh) Est.(𝑦̂veh) Est.(𝑣̂) 𝑃p , 𝑃v , 𝜎v , 𝑐 , 𝑡

angular noise of standard deviation, 𝜎v, which could vary between pedestrians. In practice, this means that the pedestrian observes
the vehicle’s distance along the road with a distance-dependent noise of standard deviation (Markkula et al., 2023):

𝜎𝑥(𝑡) = |𝑑l(𝑡)|
⎛

⎜

⎜

⎝

1 − ℎ
𝑑(𝑡) ⋅ t an(ar ct an ℎ

𝑑(𝑡) + 𝜎v)

⎞

⎟

⎟

⎠

, (3)

where 𝑑l(𝑡) is the longitudinal distance between the vehicle and the crossing point, 𝑑(𝑡) is the distance between the agent and the
approaching vehicle, and ℎ is the eye height over the ground of the ego agent, which is set to 1.6 m for all pedestrian agents for
implicity.

Additionally, there is evidence that the human perception system interprets its noisy input in a Bayes-optimal manner, and
ayesian methods have been successful in modelling perception and sensorimotor control (Kwon et al., 2015; Knill and Pouget,

2004; Stocker and Simoncelli, 2006). Therefore, we used a Kalman filter as a model of the human visual perception to perceive the
environment (Kwon et al., 2015; Markkula et al., 2023). In the initialisation of the Kalman filter, we used distinct prior distributions
or position and velocity. Each distribution is centred on the actual vehicle state, with its standard deviation set equal to that of the
nitial set of values. At each time step, the Kalman filter receives noisy positional data regarding the other agent (vehicle). The filter
hen produces estimates of the vehicle’s position and velocity, along with their respective uncertainties. These filtered estimates
epresent the agent’s belief state, reflecting the Bayes-optimal inference of the vehicle’s state based on the noisy observations. These

belief estimates are then fed into the RL policy as inputs, together with the precise self-position and velocity of the agent itself and
the visual noise parameter 𝜎v.

Furthermore, the LM and VLM models incorporate the concept of visual looming. This looming aversion, modelled through
inverse 𝜏 as shown in Eq. (2), affects the agent’s perception of potential collision risks. We gave the weight for the looming aversion,
, as input to the RL policy.

To distinguish 𝜎v and 𝑐 from the parameters of the policy neural network (connection weights and biases), we will refer to these
two parameters as non-policy parameters. By feeding the non-policy parameters as inputs to the RL policy, we are not implying that
he human agent ‘observes’ its own parameter values. Instead, we are just conditioning the RL policy on these non-policy parameters,

as a more convenient alternative to learning entirely different policies for different parameter combinations.

2.4. Reinforcement learning algorithm

Deep Q-Networks (DQNs) optimise the Q-function to estimate the expected utility of actions in given states, balancing immediate
and future rewards. The Q-function is defined as:

𝑄(𝑠, 𝑎) = 𝑟 + 𝛾 max
𝑎′

𝑄(𝑠′, 𝑎′), (4)

where 𝑠 represents the current state, 𝑎 the action taken in state 𝑠, and 𝑟 the immediate reward received after taking action 𝑎 in state
. The DQN algorithm is suitable for problems with a continuous state space and a discrete action space, such as in our case. We
dopted Duelling DQN, which enhances standard DQN by separating the action selection from evaluation with its unique structure
f a value function 𝑉 (𝑠) and an action advantage function 𝐴(𝑠, 𝑎). This allows for more precise evaluations in scenarios where actions
ave similar outcomes, improving decision-making accuracy by focusing on both state value and action advantages (Van Hasselt

et al., 2016; Wang et al., 2016).
We represented the 𝑄(𝑠, 𝑎) values using a fully connected feedforward neural network with two hidden layers of 512 and 256

nodes. It has been observed that larger networks tend to yield more stable policies, and policies are more robust to noise (Xie et al.,
2019). The learning rate and discount factor were set to 0.0001 and 0.99, respectively. To encourage exploration, we implemented
an 𝜖 - greedy algorithm: at each time step 𝑡, the system either randomly selects an action with probability 𝜖 or chooses the action with
he highest Q value with probability 1 − 𝜖 (Wunder et al., 2010). We initialised 𝜖 at 1 and decreased it by 5−5 in each learning step.

The minimum value of 𝜖 was set to 0.001. We trained model M, VM and LM over 25,000 episodes for convergence. Convergence
here means that rewards stabilise and no longer increase over time. The choice of this criterion is rooted in the understanding
hat the model has likely learned an optimal or near-optimal policy once the rewards stop improving significantly. For the model
LM, we extended the training to 45,000 episodes due to its added complexities from both visual constraints and looming aversion
ssumptions.

To avoid the agent learning a simplistic strategy of always crossing immediately, we also included scenarios with an initial TTA
f 1 s, in which safe crossing was only feasible after the vehicle’s arrival.
8 
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Fig. 3. Empirical results. (a) Gap acceptance rate in constant-speed scenarios. (b) Cumulative probability of Crossing Initiation Time (CIT) in constant-speed
scenarios; black dashed vertical lines indicate the times vehicles passed pedestrians. The 𝑋-axis means the time elapsed from the beginning of each trial. (c)
Cumulative probability of CIT in yielding scenarios. Note: In yielding scenarios, there are only two conditions in the initial TTA of 6.9 s as shown in Table 2,
so there is no grey line in the third panel of yielding scenarios.

2.5. Fitting of non-policy parameters

Our most complex model variant, VLM, has two free model parameters, 𝜎v and 𝑐. Testing different values for these non-policy
parameters is essential because they alter the environment in the RL problem, thus influencing the agent’s crossing decision.

Learning a separate RL policy for each possible combination of non-policy parameter values is computationally expensive (Howes
et al., 2023; Li et al., 2023). Recent studies have adopted a more efficient approach within the computational rationality framework
to address this challenge. This method involves conditioning the RL policy on non-policy parameters by integrating them as
additional inputs to the model (Keurulainen et al., 2023). In this case, we provided 𝜎v and 𝑐 as additional inputs to the RL policy
during learning, as illustrated by the dashed line in Fig. 2(d). Utilising this approach, the model can learn a boundedly optimal
policy for arbitrary values of the non-policy parameters.

We do not know the correct values for the noise magnitude parameter, 𝜎v, and the weight for the looming aversion, 𝑐, during the
training phase. Moreover, these values might differ for individual participants in the experiment. Therefore, during RL training, for
each episode we sampled values for these parameters from a range of 𝜎v values (from 0 to 1 in increments of 0.1) and 𝑐 values (from
0 to 100 in increments of 10). Then, after RL training was complete, we tested this learned RL policy across the entire 10 × 10
grid of non-policy parameters to make predictions about model crossing decisions in all fourteen experiment scenarios for each
parameter value combination.

Building on this exhaustive parameter search, we determined the 𝜎v and 𝑐 that fitted the experimental data best for each
participant by likelihood maximisation. We estimated the probability density function of CIT predicted for each model by kernel
density estimation separately for each of the fourteen scenarios (Table 2). This allowed us to calculate the model likelihood of each
𝜎v and 𝑐 for each participant as the product of multiplying the model-predicted probability density at the participant’s observed
button press times.

3. Results

3.1. Empirical results

Panel (a) of Fig. 3 shows that the pedestrian gap acceptance rate increases with the initial TTA (p < 0.05 and p < 0.05 for
6.9 m/s and 13.9 m/s respectively; Chi-squared test), which aligns with previous research (Oxley et al., 2005; Lobjois and Cavallo,
2007; Petzoldt, 2014). From Fig. 3, we can also see a speed-dependent gap acceptance rate, suggesting that pedestrians were more
likely to accept the gap as the vehicle’s speed increased, given the same initial TTA, again aligning with findings from previous
studies (Lobjois and Cavallo, 2007; Tian et al., 2022). However, while this speed effect was particularly evident at initial TTA of 4.6
s and 6.9 s, the associated p-values (0.06 and 0.08) are not statistically significant (p < 0.05), possibly due to our limited sample
size.

As shown in panel (b) of Fig. 3, this speed-dependency is also visible in the CIT metric (Tian et al., 2022), which in our case
denotes the time from the start of each trial to the pedestrian’s crossing decision. This phenomenon was most evident in the initial
TTA of 4.6 s (p < 0.05; Wilcoxon Signed-Rank test).

As for the yielding scenarios, where the car stopped to let the participant cross, it can be seen in Fig. 3(c) that the car speed’s
impact on CIT was most pronounced under a higher initial TTA condition of 6.9 s (p < 0.05; Wilcoxon Signed-Rank test). Specifically,
the third graph in panel (c) of Fig. 3 shows the orange curve ascending more rapidly than the blue curve, which means that more
9 
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Fig. 4. Gap acceptance rate by human participants and different models. BM: Baseline model. LM: Model with the looming aversion assumption. VM: Model
with the visual constraints assumption. VLM: Model with both visual constraints and looming aversion assumptions. Note: the lines of the model LM and BM
overlap each other.

pedestrians cross earlier when the vehicle’s initial speed is higher at higher TTA conditions. This speed-dependent trend is the same
as in constant-speed scenarios. Conversely, an inverse pattern emerged for a lower initial TTA of 2.3 s. More pedestrians chose to
cross earlier when the approaching vehicle’s initial speed was low during yielding (p < 0.05; Wilcoxon Signed-Rank test), indicating
a speed-dependent yielding acceptance. This speed-dependent yielding behaviour is illustrated by the blue curve’s quicker increase
compared to the orange curve in the first graph of the panel (c) in Fig. 3. This finding is in line with the work by Ackermann et al.
(2019) and Tian et al. (2023), suggesting that pedestrians tend to interpret low speed in itself as indicative of vehicle yielding.
Interestingly, a combination of these two phenomena is observed at the initial TTA of 4.6 s, with a speed-dependent gap acceptance
in the early phase of the scenario and a speed-dependent yielding acceptance behaviour emerging in the late phase of the trial.
Therefore, across the entire scenario, the mean CIT is not significantly affected by car speed (p = 0.21; Wilcoxon Signed-Rank test).

Finally, stopping distance-dependent yield acceptance can also be seen in Fig. 3. More pedestrians tended to cross early when
the vehicle decelerated at a higher rate, as shown by the orange line lagging behind the grey line in the yield acceptance phase
of the scenario (from about 2 s in the TTA 2.3 s scenario and about 5 s in the TTA 4.6 s scenario), indicating that greater vehicle
deceleration encourages early crossing (Ackermann et al., 2019). This effect of stopping distance on CIT was statistically significant
at the initial TTA of 2.3 s (p < 0.05; Wilcoxon Signed-Rank test).

In sum, the empirical observations show indications of the four main phenomena we are targeting, even if some are present as
trends rather than as statistically significant effects in this relatively small dataset.

3.2. Model results

After observing these key behaviours in empirical settings, we now investigate whether our model reproduces these phenomena.
All model variants converged; a plot of the reward curves can be found in Appendix A.1.

3.2.1. Evaluation of model outcomes against observed phenomena
We evaluated our models based on their ability to replicate our four targeted key pedestrian behaviours identified in empirical

studies.
First, we analysed the results of the baseline model (BM). The results of BM for the constant-speed scenarios are shown in the

upper-left panel of Fig. 4 and the second row in Fig. 5. As shown in Fig. 4, the BM agent decided not to cross at the initial TTA of 1 s
but consistently accepted all safe crossing opportunities available during initial TTA conditions 2.3 s, 4.6 s and 6.9 s, where it crossed
at the very start of the trial (shown in Figs. 5 and 6). This behaviour can be attributed to the agent’s perfect information about the
vehicle’s state, permitting it to achieve optimal behaviour for an agent whose goal is to cross the road safely in the least possible
time. The BM model variant does not capture any of the four targeted phenomena. Below, we will consider these phenomena one
at a time.
10 
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Fig. 5. Cumulative probability for Crossing Initiation Time (CIT) in constant-speed scenarios. Black dashed vertical lines in the human data indicate the times
vehicles passed pedestrians. Vehicles passed pedestrians at the same time in the trial for each initial TTA condition. The 𝑋-axis represents the time elapsed from
the beginning of each trial. The KS statistic quantifies the maximum divergence between the cumulative distribution functions of human data and model results,
indicating their distributional similarity. Model abbreviations are as defined in Fig. 4.

TTA-dependent gap acceptance. The VM, LM, and VLM models all qualitatively captured the TTA-dependent gap acceptance
phenomenon, showing increasing gap acceptance rates with rising initial TTA conditions. This pattern is particularly evident in
the LM model, as seen in the upper-right panel of Fig. 4. The VLM model, integrating both visual constraints and looming aversion
(shown in the bottom-right panel of Fig. 4), most accurately reflected the human data, demonstrating the most human-like sensitivity
to initial TTA conditions.

Speed-dependent gap acceptance. While including just looming aversion (model LM) was enough to capture the effect of TTA on gap
acceptance, this model did not show any effect of vehicle speed on gap acceptance. This can be seen in Fig. 4, where the LM lines
for two speed conditions overlap entirely. On the other hand, the inclusion of visual constraints (model VM) caused the model to
exhibit speed-dependent gap acceptance behaviour by separating the gap acceptance curves at the initial TTA of 4.6 s. The VLM
model again exhibited the best similarity with human data, showing a clear speed dependency in the gap acceptance rate.

Speed-dependent yielding acceptance. As shown in the bottom row in Fig. 6, at the initial TTA condition of 2.3 s, speed-dependent
yielding acceptance emerged in the results of VLM, similar to the human data, visible as a quicker increase of the blue curve than
the orange curve. In other words, the agent was more likely to cross the road earlier when the initial speed of the approaching
vehicle was lower. Furthermore, and again in line with the human data, at the initial TTA condition of 6.9 s, the initial speed of
the vehicle has the opposite effect on CIT (speed-dependent gap acceptance), and in the 4.6 s initial TTA condition both of the two
11 
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Fig. 6. Cumulative probability for CIT in yielding scenarios. See Fig. 5 for further details.

Table 4
Quantitative assessment of model performance.

Model type Log Lik. Params. AIC MAD (s)
BM −1289 0 2578 2.90
LM −594 20 1227 0.94
VM −588 20 1215 1.30
VLM −533 40 1146 0.34

Note: Log Lik. refers to Log Likelihood, Params. refers to Free Parameters, and MAD refers to
the mean absolute deviation across all scenarios.

phenomena are visible. These speed effects can, to some extent, be observed in the results of LM and VM at the initial TTA of 2.3
s as well, but not for the 4.6 s and 6.9 s initial TTA conditions.

Stopping distance-dependent yielding acceptance. The VLM agent replicated this phenomenon both at the initial TTA condition of 2.3 s
and 4.6 s, i.e., the agent had a greater tendency to cross earlier when the vehicle stopped at a greater distance, visible as the orange
line lagging the grey line in the CIT plots. Notably, at the initial TTA of 4.6 s, this tendency appeared only in the late crossing
decisions (from about 5 s). This is probably because the deceleration information has a stronger effect on the crossing decision
when the vehicle is not far from the pedestrian, in line with Tian et al. (2023). The LM model also captured this pattern, especially
at the initial TTA condition of 2.3 s. However, this pattern did not appear in the results of the VM model.
12 
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Fig. 7. Predicted vs observed mean Crossing Initiation Time (CIT) across the different scenarios. This comparison illustrates the model’s performance in estimating
CIT in relation to actual measurements, with the dotted line representing an ideal prediction where observed and predicted values match perfectly.

Fig. 8. Heatmap of mean CIT for different values of the two non-policy parameters. Different colours represent the average CIT values across all different
scenarios.

3.2.2. Quantitative assessment of model performance
We assessed model performance using log-likelihood, Akaike Information Criterion (AIC), and Mean Absolute Deviation (MAD).

Higher log-likelihood and lower AIC values indicate better model fit and simplicity, respectively. At the same time, a smaller MAD
suggests a closer match between predicted and observed crossing times. As shown in Table 4 and Fig. 7, the VLM model demonstrated
superior performance across all metrics: it achieved the highest log-likelihood (−533), the lowest AIC (1146), and the smallest MAD
(0.34 s), indicating it most accurately represents real-world pedestrian behaviour.
13 
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Fig. 9. Assessment of Fitted Parameters for the model with visual constraints and looming aversion assumptions (VLM). Points represent non-policy parameter
combinations, with overlapping points displayed as slightly horizontally offset to indicate multiple occurrences.

Finally, we explored the influence of free parameters, 𝜎𝑣 and the looming aversion weight 𝑐, on the outcomes of our most
effective model, the VLM. As illustrated in Fig. 8, we computed the mean CIT of VLM across all test scenarios for every combination
of parameter values. There was a noticeable increase in CIT with a larger looming aversion weight c. We observed a reverse trend
with regard to the visual noise parameter, 𝜎𝑣. An increment in 𝜎𝑣 generally led to a decrease in CIT.

Fig. 9 presents a scatter plot that visualises two selected non-policy parameter combinations for the VLM model, with some
data points slightly offset horizontally to denote multiple occurrences. The best-fit parameters lie inside the range of the search
parameters, indicating that the selected parameter range we used was sufficiently broad.

3.3. Additional model tests

In addition to our main analyses, we conducted tests on four additional alternative models with different assumptions or different
modelling approaches, but none of these performed better than the VLM model. Detailed results and figures from the tests of these
alternative model variants can be found in Appendix A.2.

4. Discussion

4.1. Main findings

In this study, we developed a pedestrian crossing decision model. This model is based on the computational rationality framework
and uses reinforcement learning (RL) to derive boundedly optimal behaviour policies under assumptions about human constraints
and preferences. We see four main findings:

First, the VLM model variant, which incorporates both visual constraints and looming aversion assumptions, captured all four
of our targeted behavioural phenomena. To our knowledge, no previous models have captured all four of these phenomena. In
addition, these phenomena have not previously been addressed using a bounded optimality modelling framework.

Second, by testing different model variants, we demonstrated how specific human constraints affect pedestrian behaviour.
In particular, our investigation of the model with visual constraints revealed that speed-dependent gap acceptance, previously
interpreted as a ‘bias’ in decision-making, may instead reflect a rational adaptation to visual perception constraints.

Third, our research underscores the necessity of including both visual constraints and looming aversion assumptions. The model
variants with only one of these assumptions, VM and LM, each only reproduced some of the phenomena. This finding highlights
the complexity of pedestrian decision-making processes. Previous research, such as the study by Tian et al. (2022), has typically
focused on single aspects of human constraints – like looming aversion – whereas our results suggest that both visual constraints
and looming aversion play important roles, and both need to be integrated into the same model to explain the observed human
behaviour.

Fourth, another important finding is the effectiveness of our parameter conditioning method. Applying this method to the VLM
model allowed us to fit the model to the empirical data and demonstrate good quantitative fits with just two free model parameters
per participant.

In the following subsections, we will discuss the impact of our mechanistic assumptions about human constraints and preferences
on crossing decisions and explore our study’s broader implications and limitations.
14 
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4.2. Impact of mechanistic assumptions on crossing decisions

In this subsection, we will first discuss how assumptions about human constraints and preference affect the generation of the
our targeted phenomena:

TTA-dependent gap acceptance. While both the model with the looming aversion assumption (LM) and the model with the visual
constraints assumption (VM) demonstrate increased gap acceptance with rising initial TTA, this effect is more evident in the LM
model compared to the VM model. This finding suggests that looming aversion plays an essential role in assessing safe crossing
opportunities. In the LM model, a greater TTA reduces 1

𝜏 , resulting in a lower looming aversion reward for crossing at higher TTA
conditions. This phenomenon aligns with the model’s inherent logic, where a higher TTA is associated with a lower perceived threat,
encouraging the agent to cross.

Regarding VM, the qualitative pattern of TTA-dependent gap acceptance for this model is caused by the perceptual noise. Given
hat the agent cannot observe the vehicle’s state accurately, there is a higher risk of collision during the crossing, especially in the

lower TTA conditions. To avoid the penalty from the collision, the agent is more conservative and less likely to cross at the low
initial TTA condition (2.3 s). However, at higher initial TTAs, the impact of the perceptual noise is less detrimental to making safe
crossing decisions, leading to higher gap acceptance rates.

Speed-dependent gap acceptance. Our findings indicate that models incorporating the visual constraints assumption can generate
speed-dependent gap acceptance behaviour. Understanding why speed-dependent gap acceptance arises from the visual constraints
s not entirely trivial. Our best interpretation is that it is related to the more dispersed distribution of estimated TTA at lower
ehicle speeds for a given time gap, as shown in Fig. A.14. Therefore, from a reward maximisation perspective, the agent makes

more cautious decisions when interacting with a lower-speed vehicle.
This finding is interesting in relation to past explanations of speed-dependent gap acceptance as being caused by biases in

uman TTA estimation, due to humans making inappropriate use of distance information (Petzoldt, 2014) or visual looming
nformation (Tian et al., 2022) when judging crossing safety. Our findings instead suggest that speed-dependent gap acceptance is an
ptimal behaviour, but that this is an optimality which is bounded by the particular noise characteristics of the human visual system.
ifferently put, given the nature of human visual perception, speed-dependent gap acceptance is an entirely rational behaviour. It is,

of course, still possible that human pedestrians make use of visual looming information when making these decisions, as suggested
y Tian et al. (2022), but if so, this seems to be part of a boundedly optimal strategy rather than a biased (i.e., suboptimal) heuristic.

Speed-dependent yielding acceptance. Our results show that both the model with the noisy perception assumption and the model
with the looming aversion assumption can independently generate the speed-dependent yielding acceptance behaviour. This can
be understood as follows: Under the noisy perception assumption, perceptual noise decreases as the distance between the vehicle
and the agent reduces. When a vehicle approaches at a slower speed, for a given TTA, it is closer to the pedestrian, resulting in
less perceptual noise. Consequently, the agent can more accurately estimate the vehicle’s position, leading to an earlier decision to
cross. For the model with looming aversion, the slower vehicle speed near the agent reduces the 1

𝜏 value. This lower value increases
he reward for crossing, thus encouraging the agent to cross earlier during the vehicle’s yielding.

Stopping distance-dependent yielding acceptance. This behaviour is captured effectively by the looming aversion assumption (but not
by the noisy perception assumption). This can be understood by considering that when a vehicle decelerates from the same initial
distance and speed, stopping at a greater deceleration, further away from the pedestrian, results in a smaller 1

𝜏 , thereby reducing
the penalty to the agent for crossing in front of the vehicle. Therefore, the agent’s tendency to cross increases when the vehicle
tops further away.

Exploration of non-policy parameters. As illustrated in Fig. 8, there is a noticeable increase in average Crossing Initiation Time (CIT)
ith a larger looming aversion weight 𝑐. This is reasonable since a higher value of 𝑐 amplifies the perceived threat, thus leading

he agent to make more cautious crossing decisions.
Conversely, higher noise levels 𝜎v in the visual system are associated with slight reductions in mean CIT. This outcome is

omewhat counterintuitive, especially when contrasted with the smaller CIT exhibited by BM, which operates without visual noise.
his disparity suggests a complex interaction between the looming aversion and visual noise parameters in VLM’s decision-making

process. A possible explanation could be that lower levels of visual noise allow the agent to predict future looming more accurately
and, thus, more strategically delay crossing the road to reduce the looming aversion penalty during a yielding vehicle’s approach.
Conversely, when the level of visual noise is high, the agent’s risk assessment of potential collisions becomes less reliable, which
may lead to a tendency to cross the road more quickly to avoid the collision and time penalties despite the penalty for looming
aversion, and thus maintain a lower overall penalty from the perspective of reward maximisation.

4.3. Implications and future work

In contrast to previous studies in modelling work (Pekkanen et al., 2021; Tian et al., 2022), we do not specify in our model
ow the agent should make decisions. Instead, our model allows the agent to learn boundedly optimal decision-making, given its
nvironment and constraints. By continually encountering varied scenarios in the dynamic environment, the agent learns its policy

through an iterative process of trial and error. It should be noted that this learning process does not in itself rely on any human data
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(the VR data in this study was used only later, to select those non-policy parameter values which resulted in the most human-like
RL policy).

This dynamic learning approach offers several advantages. For one, it imparts a level of adaptability to our model, enabling
it to be attuned to different possible real-world conditions. Furthermore, given the great success of modern deep RL in learning
behaviour policy for highly challenging tasks, the approach we have taken here should in principle be extensible to modelling road
user behaviour and interaction also in more general, high-complexity traffic scenarios. This is an interesting direction for future
work, which will require both the adoption of more advanced RL methods than we have used here, and importantly also further
research to establish more complete mechanistic models of the involved human perceptual, cognitive, and motor constraints.

While our learning-based approach models the tendency of humans to naturally adapt and refine their judgements and actions
ased on their experiences, it is crucial to note that the RL algorithm by which our model learns boundedly optimal policy is not

intended to mimic the learning process in humans. Our model converges towards a policy that could be similar to boundedly optimal
human behaviour, but the path it takes to reach this convergence is almost certainly not human-like. The value of our RL approach
lies in its ability to explore complex scenarios and generate behaviour that aligns with the principles of computational rationality,
thereby providing a partly mechanistic and more explainable alternative to purely data-driven ML models.

Furthermore, our findings contribute to improving the predictive accuracy of pedestrian crossing models. We reveal that two
parameters – the looming aversion weight and the noise of agents’ visual systems – have an important influence on the modelled
CIT. In this regard, using real-world data from a large representative population to ascertain these parameters and subsequently
ncorporating them into RL processes may be important steps towards enhanced model accuracy.

The method of training the RL model conditioned on non-policy parameters is established in computational rationality within the
human–computer interaction domain (Keurulainen et al., 2023). Here, we demonstrated that we could successfully apply this method
to pedestrian modelling. This parameter-conditioning is particularly beneficial if the parameter space is large, so an interesting future
direction will be to investigate pedestrian models conditioned also on a wider range of non-policy parameters. Again, applying this
model to real-world pedestrian data presents a promising research direction. For example, we could infer non-policy parameters,
such as risk perception or walking speed, which are unique to different individuals, which could allow more precise prediction of
pedestrian behaviours in various traffic scenarios.

As mentioned in Section 2.1, while the sample size of only 20 participants might seem small, it is important to note that our
ain findings concern the model’s ability to replicate the observed qualitative phenomena, and that these have been observed in
any other datasets, including naturalistic datasets (Oxley et al., 2005; Lobjois and Cavallo, 2007; Petzoldt, 2014; Tian et al., 2022;

Ackermann et al., 2019; Tian et al., 2023). This alignment across different studies supports the validity of our findings despite the
limited sample. Furthermore, the main direct use of the dataset here is to demonstrate that we can do parameter inference with our
pproach, including fitting to individual participants. It is important to note that we are not suggesting that the specific parameter

values we have obtained here will necessarily generalise, e.g., to larger naturalistic samples. Instead, we reproduce qualitative
behaviour phenomena that have also been observed in naturalistic data, and we show that our model can be fitted quantitatively
to data. In future work, we plan to extend our model to address naturalistic datasets where more diverse scenarios are available.
This can not only improve the applicability of our model to real-world autonomous vehicle (AV) applications but also increase the
generalisability of the observed behaviour.

In this study, we used VR to simulate real-world conditions. VR offers a controlled, safe, and replicable environment that is
elpful for studying pedestrian behaviour. Kalantari et al. (2023) have shown that pedestrian crossing behaviours observed in VR

settings are comparable to those in real-world environments, lending credence to the use of VR as a reliable method for behavioural
studies. We believe this is an important step towards applying this modelling method to more complex real-world scenarios.

The scenario involving one pedestrian crossing at an unsignalised road was specifically chosen to isolate and model pedestrian
reactions to one oncoming vehicle without the influence of traffic control devices such as traffic lights. This specific focus was
elected to simplify the crossing environment, ensuring that the observed behaviours were predominantly influenced by the vehicle’s

approach to provide a clear view of the factors influencing pedestrian behaviour under these conditions. In future work, we could
include more complex scenarios, such as roads with traffic lights or interactions between pedestrians and multiple vehicles, to
enhance the practical applicability of our research.

In addition, the scenarios presented here focused primarily on constant-speed and deceleration conditions. Although these two
scenarios are commonly seen in pedestrian–vehicle interaction, other scenarios may also be interesting; for example, drivers may
accelerate when refusing to give pedestrians priority (Markkula et al., 2023). To include more diverse scenarios in future studies
will be helpful for a more comprehensive pedestrian behaviour model.

In the field of AV simulation, the potential applications of our model are promising. For instance, it could improve the realism
nd effectiveness of AV testing simulations (Markkula and Dogar, 2022). Furthermore, by incorporating a detailed understanding of

pedestrian behaviour, real-time AV algorithms can be fine-tuned to anticipate and respond to pedestrian actions more accurately.
or example, by combining our model’s predictions with real-time data from vehicle sensors, AV systems could achieve a higher
evel of situational awareness, enabling them to make safer decisions in complex urban environments (Camara et al., 2020). It should
e noted that it utilises only pedestrian and vehicle trajectory information—specifically, their positions and velocities. This type of
ata is readily captured by the sensor suites in modern vehicles for real-time sensing. Similar uses of these models in, for example,

infrastructure design can also benefit pedestrian traffic safety more broadly, also in conventional human-driven traffic (Kraidi and
vdorides, 2020; Zhu et al., 2022).

Regarding the real-world applicability of our model in autonomous vehicle contexts, it is important to note that it utilises only
edestrian and vehicle trajectory information—specifically, their positions and velocities. This type of data is readily captured by
he sensor suites in modern vehicles for real-time sensing.
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There is clear and ample scope for further improvements to our model. For example, there is more variability in the human
crossing initiation time than in the model. This could be due to both between- and within-individual variability of decision-
influencing factors. In addition, our reward function is simple, and so far, we have fine-tuned only parts of it (the looming aversion).

his was sufficient for our purposes, to show qualitative patterns of human road-crossing, and contrary to our expectations, it even
llowed us to achieve relatively good quantitative fits, but there is clear room for further work. For example, following a similar
pproach to what we did here with 𝜎v, we could also tune, for example, the time-loss penalty in the reward function. This adjustment
ould allow the model to more accurately reflect how different pedestrians value the trade-off between time and safety.

Another aspect to consider for future improvement of our model is its current focus exclusively on the pedestrian’s reaction to
ehicles, without accounting for the driver’s reaction to the pedestrian as discussed in Section 2. Real-world scenarios often involve
 dynamic interplay between both parties, influencing each other’s decisions. To address this gap, future studies could employ

multiagent RL to model the interactions between pedestrians and drivers more realistically (Hu et al., 1998).
Finally, it is interesting to note that we face the challenge of fully understanding the complexity of our model’s behaviour. This

issue arises both in relation to the speed-dependent gap acceptance (we have shown that this behaviour is boundedly optimal, but
we have not been able to fully explain why) and the effect of visual noise levels on CITs (zero noise causes rapid decisions but low
levels of noise cause slower decisions than high levels of noise). While our computational rationality model is more interpretable
than fully data-driven ML models, it only partially eliminates the challenge of explicating the ‘why’ behind its decision-making
processes. On a high level, the behaviour of our model, governed by the principle of computational rationality and informed by
RL, can be explained quite simply as boundedly optimal, but formulating a more detailed explanation of why a certain behaviour
s boundedly optimal may not always be straightforward.

5. Conclusions

In conclusion, this study contributes to modelling human pedestrian crossing decisions, utilising a computational rationality
framework, and using RL to identify boundedly optimal behaviour policy. Under our chosen human-like constraints, we demonstrate
that our model can emulate human-like behaviour in road-crossing scenarios with both non-yielding and yielding vehicles.
Interestingly, our findings suggest that the previously reported speed-dependent gap acceptance behaviour in pedestrian decision-
making can be understood as a rational adaptation to visual perception constraints. Our best model not only reproduces this
behaviour but also qualitatively and quantitatively captures three other key phenomena: TTA-dependent gap acceptance, speed-
dependent yielding acceptance, and stopping distance-dependent yielding acceptance. In addition, we identified two parameters –
the weight of looming aversion and the noise in agents’ visual systems – which can provide a better understanding of human decision-
making in real-world pedestrian crossing scenarios. While we recognise the need to investigate and develop our model further, the
insight from this study provides a promising foundation for improved pedestrian models. Not least, the inherent adaptability of RL
suggests the potential for future extensions to more complex traffic scenarios, a challenge that traditional mechanistic models may
find difficult to address. The potential applications of our model are notable. In the field of AVs, our results can contribute to more
realistic simulated road users in virtual testing environments and guide vehicular decision-making algorithms to better anticipate
human behaviour, ensuring safer human-AV co-existence.
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Appendix. Additional material

A.1. Model convergence

Fig. A.10 illustrates the average rewards of four main model variants recorded for each of the 500 episodes, spanning the entirety
of the training phase. From Fig. A.10, it can be noted that the reward for the models, including the looming aversion assumption (LM
and VLM), achieve lower rewards overall due to the change in the reward structure introduced by this assumption. Additionally,
adding visual constraints to the baseline model (going from BM to VM) led to a decline in the average rewards. This is due to the
VM agent’s inability to know the precise position of the approaching vehicle. As a result, the agent tends to make more cautious
decisions, leading to increased time penalties. However, there was no noticeable difference in the achievable rewards for LM and
VLM. A possible reason could be that for LM, the looming aversion penalty is directly proportional to the inverse 𝜏, while in VLM, the
looming aversion penalty corresponds to the estimated inverse 𝜏. From the reward maximisation perspective, both model variants
aim to minimise this looming penalty within their respective environmental contexts, potentially explaining the similar overall
rewards.

A.2. Additional model variants

Beyond the core model variants outlined in Section 2.2, we explored four additional variations to deepen our understanding of
the pedestrian decision-making process:

• VLDM: The model variant considers motor delay an additional human-like constraint, reflecting the time lag between decision-
making and action execution. This variant expands upon the VLM model variant, incorporating motor delay into the model.

• VNM: A variation of the looming aversion model that tests an alternative representation of risk aversion. Instead of an inverse
𝜏, we evaluated a model where aversion is formulated against near-collision situations, providing an alternative perspective
on risk assessment in pedestrian behaviour.

• VLM (E): A version of the VLM model that employs a single set of non-policy parameters across the entire human dataset
instead of fitting them to each participant. This approach aimed to assess the efficacy of a more generalised model application.

• VLM (S): This variation of the VLM model involves training individual networks for each unique set of parameters.

Fig. A.10. Convergence plot for different models.

Table A.5
Quantitative assessment of additional model performance.
Model type Log Lik. Params. AIC MAD (s)
VLDM −536 60 1192 0.35
VNM −564 40 1208 0.99
VLM(E) −547 2 1098 0.36
VLM(S) −572 40 1225 0.39
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Fig. A.11. Cumulative probability for Crossing Initiation Time (CIT) in constant speed scenarios for human data and additional models. Black dashed vertical
lines in Human data indicate the times vehicles passed pedestrians. To avoid repetition, these black lines are not included in the model results. Vehicles passed
pedestrians at the same time in the trial for each initial TTA condition. The VLM model is included in this figure for comparison.

These models were designed to assess the influence of additional factors and assumptions on pedestrian crossing behaviour.
While these models provided valuable insights, they did not show an overall improvement in performance compared to our primary
model, VLM. Figs. A.11–A.13 and Table A.5 show the results obtained for these models.

The VLDM model integrates motor delay (𝑚) as an additional non-policy parameter, alongside visual constraints (𝜎v) and looming
aversion (𝑐). VLDM showed similar performance to the VLM model regarding log-likelihood and MAD. However, it obtained a higher
AIC score due to the increased model complexity.

The VNM model explores the concept of pedestrian aversion to near-collision situations. This model variant provides an
alternative way of modelling pedestrian aversion to being in safety-critical situations as an alternative to the formulation based
on looming in the LM/VLM models. This model assumes pedestrians inherently aim to avoid situations where a vehicle invades
19 
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Fig. A.12. Cumulative probability for CIT in yielding scenarios for human data and additional models. The VLM model is included in this figure for comparison.

their personal space, leading to an additional penalty in the model when this occurs. While VNM exhibited more human-like CITs
than the VM model, it still lagged behind the comprehensive performance of the VLM model regarding AIC. This disparity in model
performance could imply that the integration of temporal–spatial clues (e.g., looming) may play a more important role in pedestrian
decision-making than spatial factors alone (e.g., proximity to a near-collision zone).

The VLM (E) model, which uses a single set of non-policy parameters for the entire dataset, performed better in terms of AIC
value than VLM, reflecting a simpler model structure. However, it did not match the log-likelihood performance of VLM. This finding
suggests that individualising non-policy parameters may be beneficial for accurately capturing individual pedestrian behaviour.

In the VLM (S) model, instead of conditioning a single RL policy on the values of the non-policy parameters, we trained
separate RL policy networks for each of the 10 × 10 = 100 considered values of the non-policy parameters. Despite the increased
computational effort, VLM (S) did not achieve better performance metrics than the original VLM model, as shown in Table A.5. This
result highlights the efficiency of our chosen parameter-conditioning in the VLM model.
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Fig. A.13. Predicted vs. observed mean CIT across the different scenarios.

Fig. A.14. Distributions of initial estimated TTA from the output of the visual perception model, across the different scenarios in the experiment. The grey
vertical line is the mean value, and the shading area shows the 5th and 95th percentiles of the estimated TTA.

Regarding VLDM, with the motor delay, 𝑚, as an additional input parameter alongside 𝜎v and 𝑐, from Table A.5, we can find
that this model matched the VLM’s performance in terms of both log-likelihood and MAD. However, its additional parameters result
in a higher AIC compared to VLM.

Data availability

All data, and models and code are available at https://github.com/YYWang98/Pedestrian-crossing-decisions.git.
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