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For many robotics applications it is desirable to have relatively low-power and4

efficient on-board solutions. We take inspiration from insects such as ants that5

are capable of learning and following routes in complex natural environments6

using relatively constrained sensory and neural systems. Such capabilities are7

particularly relevant to applications such as agricultural robotics, where vi-8

sual navigation through dense vegetation remains a challenging task. In this9

scenario, a route is likely to have high self-similarity and be subject to chang-10

ing lighting conditions, while motion over uneven terrain, and the effects of11

wind on leaves increase the variability of the input. We use a bio-inspired12

event camera on a terrestrial robot to collect visual sequences along routes in13

natural outdoor environments, and apply a novel neural algorithm for spatio-14

temporal memory that is closely based on a known neural circuit in the insect15

brain. We show this method is plausible to support route recognition for visual16

navigation, and more robust than SeqSLAM when evaluated on repeated runs17

on the same route or routes with small lateral offsets. By encoding memory18

in a spiking neural network running on a neuromorphic computer, our model19

can evaluate visual familiarity in real-time from event camera footage.20
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1 INTRODUCTION21

The challenges of robot autonomy have sparked increasing interest in understanding the efficient22

and low-power neural controllers that allow animals to perform robust, adaptive behaviour in23

complex environments. For example, it has been recently argued (1,2) that unlocking the poten-24

tial of new neuromorphic hardware for robotics requires a better understanding of the computing25

principles of real biological brains. Insect brains in particular (3–7) provide a powerful com-26

bination of efficiency and effectiveness, as well as tractability for understanding and emulating27

the details of their functional architecture. Here we provide an exemplar of such an approach,28

implementing a network for visual route memory on neuromorphic hardware, drawing directly29

on recent insights from insect neuroscience.30

Even ‘simple’ animals such as ants can excel at navigation under conditions that still chal-31

lenge current robots, such as through natural outdoor conditions including dense vegetation.32

One problem posed in such environments is to recognise previously visited places or traversed33

routes, as the basis for a navigation system. Vision is frequently used for this purpose, but34

faces a number of problems including changing appearances, lack of any distinctive landmarks,35

moving vegetation and highly similar scenes irrespective of the distance traversed. Visual place36

recognition (VPR) research has proposed solutions to tackle the appearance variance caused by37

lighting, weather, and also viewpoint changes (8–12). Additionally, there has been work on im-38

proving computational efficiency so as to run VPR on resource-constrained platforms (13, 14).39

Nevertheless for applications such as agriculture, forestry and environmental monitoring, the40

current state of the art (15–19) falls short of the abilities shown by insects. Specifically, desert41

ants follow precise routes to feeder locations many metres away in their desert habitat composed42

of dense scrub (20, 21) using visual cues alone (pheromones are unusable in the desert heat).43

Ants learn routes after a single trial and can recognise familiar locations after arbitrary displace-44

ments (i.e. solve the kidnapped robot problem). These abilities are robust across weather and45

light conditions (22) and support route-following at a higher precision than GPS would allow46
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for a robot.47

One key insight from previous algorithmic models of ant navigation is that they do not48

necessarily need to solve the VPR problem explicitly by recognising which place they are in,49

provided they are capable of recognising whether or not a place is familiar. By modulating50

their actions in response to the current familiarity of the view, they can successfully recapitulate51

previously experienced routes leading to desired locations (23, 24). One limitation of models52

based on this principle (including robotic instantiations) has been the assumption that the ant53

stores static ‘snapshots’ of places along its route. Yet ants appear capable of creating visual54

memorie (25–29) and recognising scenes while in continuous motion. Insect visual systems are55

highly sensitive to motion, i.e., they fundamentally experience a spatio-temporal input rather56

than static frames (30–32). Some previous models have explored the use of optic flow images57

as a basis for recognition of locations (33, 34). Work in robotics has alternatively shown that58

matching the sequence information in (static) video frames during repeated traversals of a route59

can significantly improve the ability to localise the current position on the route, even with low-60

resolution images and changing light conditions (12, 35–37). There is also some evidence that61

ants’ navigational decisions are influenced by the sequence of views they experience, and not62

just the current view (38, 39). Here we explore the effectiveness of a route memory based on63

dynamic visual input and using event timing in a spiking neural network to learn sequences.64

This network model, first described in (40), is closely based on biology. It follows our earlier65

work in assuming that the key neural circuit in the insect brain for learning visual patterns66

is the mushroom bodies (MB) (41). Recent results showing that lesioning the MB in ants67

specifically affects performance on tasks requiring learnt (but not innate) visual orientation68

have supported this assumption (42–44). However, computational models based on the MB69

(for both olfactory and visual learning) have also mostly used static input patterns (28, 45–70

49), and for route following, have evaluated the performance in somewhat simplified visual71

environments with little of the variability that occurs in the real world. Our new model, by72

3



contrast, addresses the problem of learning and recognising, on repeated traversal, the pattern73

of input spikes produced from visual change detection using an event camera (figure 1) on a74

robot moving comparable distances to an ant in a real outdoor environment with a low-level75

view of nearby natural vegetation.76

Event cameras (also called dynamic vision sensors, DVS) are inspired by the processing of77

light in the animal’s retina (50): local intensity changes are output by each pixel asynchronously78

in continuous time in a manner resembling the transient photo-receptor responses that encode79

intensity change in natural visual systems (51). Compared to conventional global shutter cam-80

eras, event-based systems offer high dynamic range, high temporal resolution, and low latency81

leading to their adoption for many computer vision and robotics tasks (for a recent review82

see (52)). VPR algorithms have benefited from improved images reconstructed from event83

streams (53, 54), or by using the event stream directly in conjunction with standard sequence84

matching algorithms (55) or deep-learning-based place recognition models (56, 57). More re-85

cently, the first VPR algorithms that combine the address event representation (AER) of event-86

based cameras with spiking neural networks (SNN) have been developed (58), demonstrating87

their utility for this task. The SpiNNaker neuromorphic computing system used in our work88

can simulate large-scale SNN in real-time using massively parallel low-power Arm processors89

incorporating a globally asynchronous locally synchronous (GALS) system (59, 60).90

As described in more detail below, we use this hardware combination (event camera and91

neuromorphic computing platform) to implement a biologically plausible model for sequence92

memory. The model includes a new form of SNN learning, in which neurons make axo-axonic93

inhibitory connections that adapt to the spatio-temporal pattern of spikes. This novel axonic94

lateral interaction has been found not only in insect MBs (64–67) but also many other biolog-95

ical neural systems (68–70) where the output of one neuron and can effectively shut down the96

output of other neurons (61) (figure 2). We show that using this model it is possible to detect97

the familiarity of a visual stream, which could be used to maintain a course along a familiar98
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Figure 1: Robot hardware and event-based video. (A) The mobile robot is constructed from

a TurtleBot3 Burger with a DAVIS346 event camera. A Spinn-5 board (59) housing 48 SpiN-

Naker chips was used for simulating our SNN model. (B) The model was trained/tested on data

recorded from the robot as it was driven through natural environments with different levels of

visual clutter. (C) The camera produces ‘events’ in continuous time whenever a pixel changes

intensity.‘x’ and ‘y’: pixel address, ‘t’: time (nanosecond time resolution from raw DAVIS out-

put), ‘on’: dark to bright changes, ‘off’: bright to dark changes. (D) Conventional video has

static intensity frames at a fixed rate. (E) Integrating ‘events’ over a period of forward motion, a

scene can be visualised in the movement ‘frame’ from the event camera. Red and blue colours

are polarities of events as shown in (C).

trajectory.99

2 RESULTS100

2.1 Mushroom Body Spiking Neural Network101

In the previous image-matching model based on the MB circuit structure (41), visual patterns102

(image frames) formed a retinotopic pattern on a layer of visual projection neurons (PN) which103

then fan-out, with random connectivity to a much larger number of Kenyon cells (KC). This104

produces a relatively unique sparse pattern of KC activity for any visual scene. This pattern is105

learnt, for selected visual scenes along a homeward route, by reducing the excitatory weights106
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Axo-axonic/dendritic triadic synapseAxo-dendritic synapse

Figure 2: Canonical axodendritic synapse and non-canonical axo-axonic synapse depicted

through schematic illustrations (A, C) and electron micrographs of axon fiber slices (B, D).

The axo-axonic triad describes a configuration in which a neuron (green) synapses on both

the presynaptic element (blue) and postsynaptic target (yellow) of an axodendritic or -somatic

synapse. In this work, we modelled how a KC (green) can learn to inhibit another KC’s (blue)

excitatory output to MBON (yellow) so as to generate a lower output when the network comes

across a familiar visual motion pattern. Figure reproduced from (61) with copyright permission

granted. Original micrographs (B) and (D) were from (62) and (63) respectively.

from KCs to a single MB output neuron (MBON) when a reward signal is given. Subsequently, a107

familiar (learned) view will produce a low MBON output, which can be used to guide directional108

decisions.109

Our new neural model (figure 3), first presented in (40), has a similar PN layer, this time110

activated by the event camera output, down-sampled in space and time. There is a similar fan-111

out to KCs, which again converge to a single MBON which should signal familiarity by reduced112

activity. However, the learning mechanism is altered. Instead of depressing the KC-MBON113

connection weights, we introduce KC-KC inhibition and adapt the strength of the inhibition114

using spike-timing dependent plasticity (STDP) (71). This allows the circuit to learn the spatio-115

temporal pattern of KC spikes produced when the robot moves along a route segment. If the116

same pattern occurs (e.g. when re-traversing the route) the increased KC-KC inhibition reduces117

the overall input from the KCs to the MBON, signalling familiarity.118

In the work published in (40), we simulated the MB model using Python based simulation119

tool Brian2 (72). With 10,000 KCs, the whole network needs more than 20 minutes of run-time120

to process a two-second event stream recording, making real-time closed-loop robot control121
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 PN（840）

 KC（4000）

 MBON（1）

Figure 3: Mushroom body spiking neural network (MBSNN) encodes spatio-temporal memory

as KC-KC inhibition. (A, B) Event stream input from the camera is firstly down-sampled both

in spatial and temporal resolution. Down-sampled megapixels one-to-one map to the projection

neurons in the MB network. (C) MB network structure. 840 projection neurons (PN) make

sparse random connections to 4000 Kenyon cells (KC), which converge on a single mushroom

body output neuron (MBON)). (D) Modified spike-timing-dependent plasticity (STDP) learning

rule for KC-KC inhibition. (E) Example of a KC spiking sequence and how the weights are

updated to learn this sequence pattern based on STDP. The nearer in time (within 50 ms) the

KC pair fires together, the stronger the inhibitory connection from the first to the second in the

firing sequence will become. Learned inhibitory weights will also be weakened if the pre- and

post-synaptic neurons fire in reversed order. After learning, when the same visual flow occurs,

the KC firing sequence will be the same. Excitation from KCs to MBON will be shut down,

due to the inhibition generated precisely for this sequence. The MBON output can thus be

interpreted as the (un)familiarity between current visual flow and stored memories.
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impossible. To speed up the SNN simulation, we here use the neuromorphic computing plat-122

form - SpiNNaker (59, 60).In order to run the model on SpiNNaker, it had to be completely123

reimplemented using the sPyNNaker software package (73), and this necessitated significant124

changes. Brian2 has the flexibility of defining neuron models and synapse models using any125

user-proposed mathematical equations, which is not supported by sPyNNaker. As a result, the126

neuron model, synapse model, and the STDP learning rule had to be adapted from our previous127

work to be compatible with the default models offered by the SpyNNaker package. On the 48-128

chip board (SpiNN-5), the network capacity is limited by the local memory on each core and129

time constraints in simulation. Consequently, the network was reduced from 10,000 to 4,000130

KCs.131

An important additional modification was to introduce adaptation to the PN layer. This132

addresses the variability we observed in the input for different environments (and sometimes133

different areas in the same environment) which could produce very different rates of input134

events. Initially this required hand-tuning of parameters for each environment. We used a new135

adaptive leaky integrate-and-fire (LIF) neuron model (74) to model PN responses. We found a136

trade-off in using adaptive neural responses: on the one hand, improved generalisability from137

normalised network activity against varied input in different environments; on the other hand,138

temporal dynamics causing the network activity to be less deterministic on its current input, i.e.,139

the adaptation accumulates over time then the network generates different spike train patterns140

when seeing the same visual flow but with different preceding visual experiences. Overall, the141

advantage of being able to use the same parameters across environments was considered more142

crucial to demonstrate the robustness of the approach. Neuron parameters were set based on143

calculations and electrophysiological data (see table 1) (75–79).144

Some effort has been made to interface event-based cameras with SpiNNaker boards using145

either Ethernet port (with some delay) (80) or FPGA based SpiNN-link port (in real-time) (81).146

However, due to some ongoing software compatibility issues, we have not solved the real-147
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time interfacing problem to close the control loop. Thus in this paper, we demonstrate real-148

time offline processing in which the simulation time is the same as the input time length, in149

other words, the MB model processes 1 ms of visual input in 1 ms of simulation time on the150

SpiNNaker board. In principle, this means that a robot with this hardware could react in real-151

time according to the instantaneous familiarity signal output produced in response to the event152

camera input.153

2.2 Test Environment154

Outdoor tests were carried out in three different environments with varied vegetation heights155

(figure 4A). In each environment, we ran the robot on straight routes of 6 m between rows of156

plants. We note that 4-12 meters is a typical range over which ant visual route navigation has157

been observed and models tested. Experiments (82) show that ants rely on path integration more158

for longer distance (>7 m) travel especially when the two cues are competing. In the middle159

height environment, we also ran shorter offset routes (1 m). The dataset is available at Github160

page. For a smoother running of our wheeled robot, wooden boards were placed on the grassy161

and muddy ground. Note that in pre-processing stage the lower part of the frames was chopped162

so to get rid of the wooden board in the camera view. Compared with the indoor environment163

which was used in our previous work (40), outdoor visual surroundings become more cluttered164

which means denser visual input for the same length of robot movement. Apart from the visual165

environmental change, the uneven grassy outdoor ground challenged our wheeled robot. Even166

running on paved wooden boards, the unavoidable shake of the robot and camera introduces167

more noise motion and thus more noisy events input. The noise motion from the camera shaking168

altered the visual flow input for repeated runs in the same location. Other factors such as leaves169

moving in the wind and lighting changes during the day also add potential noise and increase170

the difficulty of route recognition.171
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2.3 Recognising routes172

Although our MB model supports online learning, due to the insufficient computing power of173

the onboard robot PC (and unexpected technical hurdles for real-time integration of the event174

camera to the SpiNNaker board) we decided to collect the event video and performed all learn-175

ing and testing offline. In offline learning, we playback one event video while the plasticity of176

KC-KC connections is turned on to generate KC-KC inhibition that adapts to the visual mo-177

tion input. In testing, the KC-KC plasticity is turned off and the MBON output change due to178

learned KC-KC connections is used to indicate the similarity of the test input (either the same179

or a different event video) to the learned input. In the examples shown in figure 4, we learn180

different parts of the route (the first 2 or 3 metres, or 2 metres in the middle and compare the re-181

sponse of the MBON in this learned segment to the remainder of the route, which has not been182

learned. Our model is able to recognise learned motion patterns (shown as strongly reduced183

MBON activity in the pink segment) from unlearned ones, in various environments. Stretching184

or compressing the input time dimension without changing the dynamics of the spiking network185

shows that recognition generalises to this simulated change in robot speed.186

2.4 Recognition after offset187

Successful route following requires that the same route traversed again is still recognised. In188

practice, a robot running on the same trajectory will not do so precisely, and noise from cam-189

era shake and changing environmental conditions will contribute to input variation between190

runs. Also, small lateral displacements should not result in complete unfamiliarity, and indeed191

a gradient of increasing unfamiliarity for further displacement from the route can be used as a192

signal to guide the robot back towards the route, as it creates a ‘valley’ for the robot to follow193

(e.g. (47)). In this offset test, we ran the robot on the same route multiple times, and introduce194

parallel displacements, to test the spatial extent of familiarity recognition (figure 5). To evaluate195

for multiple trials and displacements, and compare different algorithms, we define a familiarity196
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Figure 4: Route segment learning in three outdoor environments (A) where vegetation has var-

ied height (H) and planting density. (B) In the DVS camera view, red and blue dots are ON and

OFF events. Frames are chopped to get rid of some parts of the sky and ground. (C) and (D)

In each test environment, a visual flow pattern was collected while the robot travelled through

the vegetation on a straight route (6 m). After learning the visual flow pattern from a route

segment (2 m in (C) and 3 m in (D)) the whole route pattern is replayed to the trained network.

The MBON activity (membrane potential) is lower for learned segments (yellow) than for un-

learned ones, signalling familiarity. (E) The adaptive PN response keeps similar generalised

activity against input variation so as to maintain robustness in all three environments. (F, G)

By distorting the time axis of the visual input, speed variation can be simulated. After learning

the original speed (×1.0 = 0.2m/s), increased or decreased speed tests also detect the learned

segment as familiar. This works because in our two-compartmental model, KC axonic inhi-

bition brings the post-synaptic axon membrane potential down so cancels the excitation from

PN. Increased speed (compressed time axis) leaves a shorter time for the KC axon membrane

potential to climb up to resting potential, causing stronger inhibition.
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Figure 5: Offset tests. (A) In the H = 1 m environment, we record parallel offset routes

at 0.1 m intervals, each 1 m long). The robot recorded each route three times. (B) Af-

ter learning on the most central route, tests were conducted on all 27 displacement routes.

The averaged MBON spiking rates over each run before (MBON Rate B) and after learn-

ing (MBON Rate A) are plotted. Familiarity (%) were calculated using (MBONRateB −

MBONRateA)/MBONRateB, showing how much the MBON spiking rate has dropped be-

cause of learning. (C-F) Instead of learning the whole short route, the first half of the route is

learned and tested by replaying the complete route (1m). (C) MBON membrane potential after

learning shows the different responses for learned and unlearned segments. (E) The orange

MBON spiking rate shows network output before learning (MBON without KC lateral inhibi-

tion). The blue (MBON-A) rate is the after-learning MBON spiking rate, used as the familiarity

score, F. (D) SeqSLAM can correctly match the query to an identical reference image set (note

only half of the images are learned). We adapted SeqSLAM (see figure 7) to obtain a similar F

score. (F) After getting the familiarity index for both algorithms, a variable threshold is applied

to calculate the true positive rate (TPR) and false positive rate (FPR), to further plot the receiver

operating characteristic (ROC) curves in figure 6.
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threshold, and assess the rate of true and false positives.197

2.5 Benchmarking against SeqSLAM and Perfect Memory198

SeqSLAM (35, 83) is a well-known VPR algorithm which calculates a locally enhanced dif-199

ference matrix and selects the best matches only in a short sequence of images. To compare200

performance, we ran SeqSLAM on our data set, using standard grey scale images collected201

simultaneously with event streams (for results using the event data for SeqSLAM, see supple-202

mentary materials). SeqSLAM aims to match each query image to the learned reference images203

to get the image index (or sequential information in a video) of each query, while our model204

only identifies the familiarity of the current input based on learned memory. Thus we adapted205

the algorithm of SeqSLAM to calculate the familiarity of each query image, by ignoring the206

location of the reference image at the final match step, but only using the match score as a207

familiarity index (see figure 7). As an alternative comparison, we use the ‘Perfect memory’208

benchmark to represent the potential performance of previous MB models based on static snap-209

shot memories (24). This also compares a query image to all learned reference images (by direct210

pixel-pixel differencing) and takes the minimal difference as the familiarity score. Essentially,211

this is equivalent to SeqSLAM with the local sequence search distance set to one. For these212

benchmark tests, we plotted receiver operating characteristic (ROC) curves to visualise the per-213

formance of the algorithms. We calculated the area under the ROC curve (AUC-ROC) to assess214

the performance across a range of conditions and repeated trials.215

An AUC-ROC score of 0.5 means the recognition is no better than a random guess. Al-216

though SeqSLAM can perform well in recognising a previously traversed location, regardless217

of lighting or weather change (35, 83), in our test it only gave good results when the reference218

and query data are the same, that is, the identical sequence is replayed. Input changes caused by219

re-traversal of the same route degrade the performance significantly (AUC-ROC of SeqSLAM220

is already near 0.5 with 0 cm offset), and small spatially offset routes (10cm or more) are un-221
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Figure 6: Offset routes recognition using MBSNN, SeqSLAM and Perfect Memory (PM). (A-

D, F-I, K-N) Receiver operating characteristic (ROC) curves plotting true positive rate (TPR)

against the false positive rate (FPR) from MBSNN, SeqSLAM and PM respectively. (E, J, O)

The area under ROC curve (AUC-ROC) plots for all traverses, using MBSNN, SeqSLAM and

PM respectively. When the query and the reference images are identical (the same recording

from the same route, as in A, F and K, and boxplots labelled ‘ID’), all three approaches can

easily classify the query input as familiar. SeqSLAM is not able to recognise the other traverses

from the same route (G: offset = 0 cm), or for any spatial offsets. PM can perform accurate

but not precise detection of familiarity within 20 cm of offset. PM fails to detect familiarity in

all cases after normalisation and this is again caused by the high self-similarity of the scenes

(see Supplementary Materials for analysis). Our MB spiking neural network model (MBSNN)

shows a gradual familiarity drop with spatial offset. Note the drop to below 0.5 at the highest

displacements is due to the unbalanced distribution of vegetation along the routes (see SM).
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recognised by SeqSLAM. The fall in recognition score is more gradual for MBSNN. After 30222

cm offset, none of the algorithms can recognise the route as learned or familiar. The drop of223

AUC-ROC to below 0.5 for large offsets (70 or 80 cm) in MBSNN is caused by the unbalanced224

distribution of vegetation (see SM for more details). An additional minor drawback in SeqS-225

LAM is that the very beginning and the very end of the video can not be put into the reference226

image set, i.e., in figure 5 D when the local sequence search is over 20 query frames, the first227

10 frames have no chance to be matched. This is not a big issue when the video is long enough228

but will be when the local sequence search distance is close to the whole video length. Our229

model does nearly immediate recognition from the beginning of the input, thus suits better for230

short-route detection.231

3 Discussion232

We have presented an ant-inspired neural mechanism by which robot route memory based on233

continuous visual motion can be stored. The spatio-temporal pattern of spikes produced by an234

event camera on a robot moving through outdoor environments can be learnt, and recognised235

as familiar when presented again. Re-traversing the route produces a familiarity signal that236

decreases smoothly with the extent of lateral displacement, and hence in principle could be237

used to keep the robot on the route.238

The model uses a spiking neural network with 4, 841 neurons which we demonstrate can run239

in real time on neuromorphic hardware. It is based on new neuroscientific data concerning the240

MB region of the insect brain, which is known to be responsible for associative memories. More241

specifically, it postulates a role for the recently observed, but functionally unexplained, KC242

interconnections (64). We assume that these KC-KC connections provide axo-axonic inhibition,243

such that activity in one neuron can block the output of another. Although observed in several244

circuits in both vertebrate and invertebrate brains (68–70), this form of neural interaction is not245

often considered in standard neural network models or even in spiking neuron simulators and246
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hardware. As we show, using an STDP learning rule that increases the inhibitory strength when247

one KC fires shortly before another, this architecture is well suited to learn spatio-temporal248

patterns such as those produced by dynamic visual input. The result is that familiar (previously249

experienced) visual sequences will produce a low output.250

To clearly distinguish learned and unlearned patterns, the key is to generate an appropriate251

amount of KC-KC inhibition. Too few altered KC-KC connections will limit how much the252

MBON activity drops for trained patterns, making them hard to distinguish, against a noisy253

background, from untrained patterns. Too many altered KC-KC connections is even worse254

as the network has so much inhibition that any input pattern produces a low response, and255

again the pattern used for training can not be distinguished - the network has exceeded its256

capacity to hold distinguishable memories. Instead of using machine learning approaches to257

train the network, we calculated the network parameters based on electrophysiology data. The258

adaptive PN neuron generalised the network spiking rate in various environments, providing259

better robustness and generalisability. The size of our MB model (only 4,000 KCs) is smaller260

than for insect navigators (e.g. the honeybee MB has about 368,000 KCs (84)). At present261

the model attempts to learn a completely unfiltered stream of events when we turn on the KC-262

KC plasticity, but learning in the insect MB is likely to be more sophisticated and efficient in263

dealing with redundancies in the sensory stream. Introducing additional smoothing and motion264

processing layers between the camera output and the MB input is also likely to be helpful.265

For example, edge detection or edge-motion pre-processing might reduce the variability due to266

lighting. In insects, there are multiple neural layers of visual processing. Modelling these and267

other properties of the visual pathway is one of the obvious next steps for this work (85–88). In268

short, the memory capacity of the network can be extended by: 1) tuning the learning parameters269

so the weights grow slower; 2) increasing the number of KCs; 3) selectively learning only useful270

features; 4) introducing memory modulation and forgetting. It would then be interesting to test271

the memory capacity tuning using a different DVS dataset collected from longer routes with272
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omini-directional frames (89).273

We evaluated the model in a setting that we believe is relevant, and still challenging, for274

robot applications such as agriculture. This is to perform fine-scale route following outdoors275

through corridors of dense vegetation. Such a scenario raises many issues, including high sim-276

ilarity of images along the route, changes induced by small scale robot deviations that are in-277

evitable on uneven terrain, and environmental changes that influence the input. We collected a278

new data set from an event camera (which also recorded conventional video) on a mobile robot279

travelling short distances through several different heights of vegetation. Our model showed280

successful recognition of learned route segments between different instances of the same route281

and a gradual decrease in recognition as parallel displacement from the route increased. By282

contrast, testing SeqSLAM in these conditions, it was only able to recognise the route if the283

same video recording was used for training and testing. One reason for the poor generalisation284

might be the relatively high rate of image capture of our short outdoor routes. The data set used285

in the original SeqSLAM papers were either collected from a car or a train over long-distance286

travel, moving relatively fast compared to the frame rate. The image frames are consequently287

rather distinct in appearance. While in our short routes, the similarity between frames could be288

too high for SeqSLAM. The image difference from the start frame of the video to the end frame289

(1 m long) is no larger than the input change caused by parallel displacement (even in a 10 cm290

offset). This illustrates that different scenarios can offer different challenges, and that perhaps291

different algorithms need to be combined to utilise their complementary strengths.292

We note that in principle, SeqSLAM (and other VPR methods) have the advantage of poten-293

tially returning the specific memory location that matches the current location (if they are linked294

during the learning phase), whereas our method only produces a general familiarity signal. In295

our application, we don’t need the localisation of each query image; rather it is necessary for296

our route-following robot to perform a fine-scale familiarity assessment so the robot agent can297

stay in the valley of familiarity. However, one way to expand the network towards VPR applica-298
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tions would be to introduce multiple MBONs (as known to exist in the insect MB) which could299

represent distinct sections, or salient locations, on the route. Alternatively, the low-power and300

instant recognition model presented could be use to guide a robot between sparse waypoints301

provided by VPR algorithms or GPS (90, 91).302

The first step of our future work is exploring the connectivity and pattern between PN-KC303

and KC-KC. Both biological findings and modelling work have argued that the connection be-304

tween neuron groups is not globally random but rather functionally patterned (92–97). Here305

we construct the network connectivity pattern using a flexible coding function and can easily306

adjust the pattern in future work. Our future work also includes designing a navigation strategy307

which can utilise the output of the MB model to generate proper route-following patterns. Our308

model explains how an insect would know it is on the route, but not how it would re-find the309

route. Our results suggested that getting closer to the route should provide some increase in310

familiarity, so an oscillation strategy as suggested in (98) could be effective. Also, the event311

camera provides continuous motion sensing which should be complemented by continuous mo-312

tor control, which requires the model to run in real-time. Work is ongoing to bridge fast sensing313

and real-time neuromorphic computing. In the end, we aim to model insect visual motion nav-314

igation behaviour using neuromorphic hardware on a robot that directly interacts with a world315

of comparable complexity to that of the ant.316

4 MATERIALS AND METHODS317

4.1 Objective and study design318

The objectives of our study were (i) evaluate the biological hypothesis that MB can encode319

spatial-temporal memory into its KC-KC axo-axonic connections; (ii) implement the MB model320

onto a hardware robot system with a neuromorphic computer SpiNNaker and learn outdoor321

routes sensed by an event camera; (iii) Test the learning of sequential visual information and322

benchmark with SeqSLAM and PM.323
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4.2 Robot Platform, Bio-inspired Sensor and Neuromorphic Computer324

To evaluate our model in a realistic way, we built a hardware robot system to interact with the325

real world and tested the system in outdoor natural environments. Our robot (figure 1 a) is a326

Turtlebot3 Burger (99) robot platform augmented with a novel visual sensor DAVIS346 (100).327

The Turtlebot has a single board computer (SBC) - Raspberry Pi 3 Model B+ (1.4GHz 64-bit328

quad-core processor), installed with Ubuntu Mate 18.04. Related ROS packages control the329

robot movement via an OpenCR board (STM32F746ZGT6 / 32-bit ARM Cortex-M7). Test-330

ing revealed that the SBC has the insufficient computational power to run our model online.331

Rather, camera data was recorded as the robot was manually driven along a predefined path and332

model learning and testing were processed offline. In offline processing, we simulated our spik-333

ing neural network model on a neuromorphic computer SpiNNaker (59, 60). The SpiNNaker334

neuromorphic computer utilizes a massively parallel computing design. Each SpiNNaker chip335

consists of 18 low-power ARM cores, featuring local instruction and data memory on each core.336

Given the local memory and the requirement for real-time simulations, each core can simulate337

up to 250 neurons, contingent on the complexity of neuron and synapse models, as well as the338

neural activity. During simulations, SpiNNaker cores are predominantly idle, becoming active339

only when interrupted by incoming spikes to update neural activity. Power consumption per340

chip ranges from 0.25 W to 0.9 W (101), leading to the SpiNNaker 5 board (48 chips, 864341

cores) consuming 12-43 W during real-time simulations which is hundreds of times faster than342

our previous Brian2 (72) implementation (40). It is important to note that ”real-time” simulation343

speed here implies that the computation time associated with the simulation does not exceed the344

time that has elapsed in the model. Despite the challenges of procuring neuromorphic comput-345

ing hardware and overcoming software compatibility issues in this developing field, the power346

efficiency of neuromorphic computing when running large SNNs in real-time is worth noting.347

To better embed the DVS into our model, some pre-processing of the raw input is necessary.348

The spatial and temporal acuity of insect visual systems vary among species, and also depend349
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on environmental lighting conditions. The spatial acuity of insect eyes commonly falls between350

2-5 degrees of their visual field (102); their temporal resolution, measured by photoreceptor351

flickering response, is usually no higher than 300 Hz (3ms) (103–105). Therefore, before feed-352

ing the camera output to the neural network, the event flow is re-sampled. The whole image353

frame is down sampled by 8 pixels × 8 pixels. In each down-sampled mega pixel, an input354

event will trigger an event counter lasting for 1 ms. In this 1 ms, when the number of events355

happening in the mega pixels outnumbers a noise threshold (three events), the mega pixel will356

output a valid spike to the spatially mapped PN. After this event counter, the next input event357

will trigger the next counter on this mega pixel. After re-sampling, the effective spatial acuity358

is about 5 degrees and the temporal resolution is 1ms. Note that there are additional processing359

steps in the insect visual motion pathway (51), but we have not included these steps in our360

modelling so far.361

4.3 Mushroom Body Network and Implementation362

4.3.1 Neuron Models363

When implementing our model, we used the software package sPyNNaker (73) to simulate364

PyNN (106) defined network on SpiNNaker hardware. The KC and MBON were modelled365

as standard LIF neurons with fixed threshold and decaying-exponential post-synaptic current366

(named as ‘IF curr exp’ in PyNN and sPyNNaker) described by equation 1, 2 and 3.367

dV

dt
= −

V − (Vrest +RmI(t))

τm
(1)

Equation 1 models the dynamics of sub-threshold membrane potential V . I is the current368

combining synaptic (Isyn), intrinsic and background input. Rm is the membrane resistance,369

τm is the membrane leak time constant, and Vrest is the resting membrane potential. When V370

reaches a threshold voltage (Vthresh), the neuron will generate a spike and the the membrane371

potential resets:372
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ifV > Vthresh, V = Vreset (2)

For the KC and MBON LIF neuron (‘IF curr exp’), its synaptic input current Isyn is mod-373

elled as equation 3:374

dIsyn
dt

= −
Isyn
τsyn

+ δ(t− tj) (3)

This ‘IF curr exp’ model has separate synaptic currents for excitatory and inhibitory synapses375

with independent time constants τsyn. The delta function represents addition of a step change376

in input from the weight of an incoming spike.377

For PN we used an adaptive LIF neuron model (74) (named as ‘IFCurrExpCa2Adaptive’ in378

sPyNNaker). Compared to the KC and MBON model, the PN model has one more Ca2+ acti-379

vated K+ current (IAHP ) which adapts the membrane potential according to its firing activity.380

At each spike , the adaptive current increases by:381

IAHP = IAHP + α (4)

where α is set to 0.2 mA in our model. When the input side is overactive, the increased382

adaptive current will bring down the PN membrane potential to lower its firing rate. The IAHP383

also decays to an offset values ( Ioffset = 0.02 mA) and keeps the PN firing activity at a baseline384

when the input is silent (see figure 4 E and SM S7).385

dIAHP

dt
= −

IAHP − Ioffset
τAHP

(5)

We set the parameters for neuron models and synapses models based on biological data386

found in (75–79) and the neuron parameters shown in table 1.387

4.3.2 Connections388

Each core in the SpiNNaker system updates its neuron states using a fixed simulation timestep389

(∆t). When a neuron fires, spikes are transmitted to all postsynaptic neurons for real-time390
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evaluation of synaptic contribution. Although cores operate asynchronously, it is preferable391

for neurons on all cores to advance roughly in parallel for a coherent simulation progression.392

Thus, all cores in a simulation start synchronised. The synapse state is updated during the393

periodic neuron update using exact integration, with step changes based on synaptic input buffer394

contributions, as described by equations 6 and 7:395

It+1 = Ite
−

∆t
τsyn + Σjwijδ(t− tj) (6)

Vt+1 = Vrest +RmIt+∆t − e−
∆t
τm (Vrest +RmIt+∆t − Vt) (7)

For a static synapse construction, the only parameter we set is the wij , apart from defining396

the pre-synaptic and post-synaptic neuron index.397

Although the connections between PNs and KCs were modelled as globally random and398

weighted equally in many experimental studies, some recent anatomical and electrophysio-399

logical findings revealed the feasibility of patterned structure and variability of this connec-400

tion (92–94), and some modelling work further evaluated how functional patterns can impact the401

performance in learning and classification (95–97). By changing the ratio between presynaptic402

olfactory PN and postsynaptic KC, (107) found that connection density between PNs and KCs403

is set by KC: KC claw number does not vary much as PN number changes while PNs change404

their boutons (terminal of axons) depending on KC number. Based on the aforementioned find-405

ings, we coded both the PN-KC and KC-KC using one framework with the flexibility to easily406

change the connection pattern and weights distribution. Although we haven’t systematically407

evaluated how the connection structure will affect learning and performance, this will be part of408

our future work. In our model, each KC randomly connects to around 5 PNs (nPN ∼ N (µ, σ2),409

µ = 5, σ = 1, and rounded to the nearest integer) and the input weights to each KC (wij) are410

random distributed (wij ∼ N (µ, σ2), µ = 0.3, σ = 0.1). In the KC-KC connection, to our411

knowledge, there are few published biological justifications to clarify the connection pattern.412
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In our model, we limited the number of KCs (4,000) to much fewer than the number observed413

in navigating insects such as ants and bees. We also limited the density so each KC connects414

to 500 other KCs and the connection weights are all zero before learning. So the sparseness of415

KC-KC connections depends on the amount of KC sequences learned. By setting these limita-416

tions in KC-KC connections, we not only saved some computational load for the neuromorphic417

computer but also reserved the potential of expanding our model to a larger capacity.418

4.3.3 KC-KC STDP419

In practice, we use a two-compartment model for each KC, implemented as two leaky integrate420

and fire units which get the same PN activation. The second compartment gets inhibitory input421

from the first compartment of other KCs, and its output excites the MBON. This implementation422

facilitates the use of the standard STDP module (AdditiveWeightDependence STDPMechanism)423

in sPyNNaker (108–111).424

w(∆t) =







A+e
∆t
τ+ ∆t < 0

−A−e
−∆t
τ
− ∆t ≥ 0

(8)

In equation 8, ∆t (∆t = Tpost−Tpre) is the time difference between the pre- and post- synap-425

tic spike timing. A+ and A− are the maximum synaptic modifications, τ+ and τ− determine the426

time range of spike interval over which the STDP occurs. w(∆t) is the weight modification dur-427

ing one pair of pre- and post-synaptic spikes. Using the AdditiveWeightDependence, the weight428

w will be added by w(∆t) and then clipped within wmax and wmin. The parameters used for429

constructing KC-KC STDP were shown in table 1. The weights of all KC-KC connections are430

initialised to zero, and they are altered by STDP as described in figure 3. That is, if one KC fires431

shortly before another KC, the inhibitory effect from the first KC to the output compartment of432

the second KC will be increased, reducing the excitation it passes to the MBON.433

23



Parameter Neuron Units Description

PN KC MBON

Vrest -60.0 -80.0 -56.7 mV Resting membrane potential

cm(= τm/Rm) 15.0 6.0 12.0 pF Capacity of the membrane

τm 20.0 10.0 16.06 ms Membrane time constant

τrefrac 20 20 0.1 ms Duration of refractory period

τsynE 5.0 5.0 1.0 ms Decay time of the excitatory conductance

τsynI 5.0 1.5 1.0 ms Decay time of the inhibitory conductance

Ioffset 0.02 0.0 0.0 nA Offset current

Vthresh -35.0 -40.0 -35.0 mV Spike threshold

Vreset -70.0 -90.0 -70.0 mV Reset potential after a spike

w DVS2PN 1.0 null Input to PN connection weights

w PN2KC 0.3 null PN to KC connection (mean) weights

w KC2MBON 0.01 null KC to MBON connection weights

STDPτ+ 1.25 ms exponential decay factor of potentiation weight

STDPτ− 0.1 ms exponential decay factor of depression weight

STDPA+ 0.3 null maximum weight to add during potentiation

STDPA− 0.15 null maximum weight to subtract during depression

STDPwmin 0.0 null minimum weight for KC-KC connection

STDPwmax 0.5 null maximum weight for KC-KC connection

Table 1: Parameters used to construct the SNN. Names of parameters are consistent with the

default variable names in sPyNNaker wherever possible.
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Figure 7: Adapting SeqSLAM for our benchmark test. Figure reproduced from (35). (A) In

pre-processing, each image is cropped and down-sampled. (B) Enhance contrast on the absolute

difference matrix between the query images and the reference images to facilitate sequence

search. Darker colour means a bigger difference. (C) For the ith query image, a local difference

matrix is selected from the contrast-enhanced difference matrix, containing ds query images

and all reference images. Trajectory difference scores (TDS) on each local sequence (blue line)

between the range of Vmin and Vmax were calculated, and the minimal TDS (as from the

best local sequence) is set as the match score (Sij) for the ith query image on the jth reference

image. (D) For the ith query image Qi, the best-matched reference image is where the minimal

match score S stands and its match index F is normalised by the second minimal S. The second

minimal S needs to be out of a selection window so to make sure the global minimum and

second minimum are not neighbouring. A global threshold Fth can be applied to filter out

weaker matches. In this work, we ignored the localisation of the reference image and only used

the score F indicating how familiar Qi is.
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4.4 SeqSLAM and Perfect Memory434

From the DAVIS346 we can record both frame-based video and event stream. Being consistent435

with the prepossessing of events, the grey scale frames are resized to the same view as pre-436

processing in the pre-processing of MBSNN input. The frames were chopped to get rid of the437

ground and part of the sky and downsampled by 8 × 8 pixels. Then the absolute differences438

between query images and reference images were calculated to get a difference matrix which is439

then enhanced (equation 9) to facilitate finding local best matches.440

D̂i =
Di −Dl

σl

(9)

D is the vector of the differences between an input image. Each element, Di, in D is nor-441

malised using equation 9, where Dl and σl denote the mean and standard deviation of D, respec-442

tively. This enhancement ensures that even when an input image significantly differs from the443

reference images due to substantial illumination changes, resulting in large difference values,444

the true correspondence is anticipated to have a relatively smaller difference compared to the445

others.446

For each pair of query image Q and reference image R, local sequences are searched in447

space M in which the trajectories travel over ds query images between Vmin and Vmax (blue448

area in figure 7 C).449

M =
[

D̂
T−ds , D̂T−ds+1 . . . D̂T

]

(10)

where T is the current time.450

TDS =
T
∑

t=T−dS

Dt
k (11)

where TDS is the trajectory difference score of this local sequence and k is the particular451

difference value the trajectory passes through at time t:452
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k = s+ V (ds − T + t) (12)

Each query image Q has a vector of scores representing the perceived likelihood that each453

reference image R could be a match. A sliding window is used to select the global minimal and454

the second minimal score. In the original SeqSLAM, the match score (M) is then calculated455

as the global minimum divided by the second minimum. In our benchmark test, we ignored456

the localisation of reference image Rj, and directly used (F = M) as the familiarity score of the457

query image Qi.458

The final step of SeqSLAM was setting a threshold to filter some of the weaker matches. In459

our work, we learned the first half of the route and then changed the threshold on the familiarity460

index, to get the true positive rate (TPR) and false positive rate (FPR), and plotted the ROC461

curve and AUC-ROC.462

In the PM (24) test, the novelty of the current view is the minimum of the sum squared463

difference in pixel values between the current view and each of the stored views. This is equiv-464

alent to setting the local sequence distance to one frame in SeqSLAM (n =1 in figure 7 C). We465

applied the same contrast enhancement (figure 7 B) and normalisation (divided by the second466

minimum, figure 7 D) to better compare with SeqSLAM. The results of the PM test before467

normalisation can be seen in figure 6, while the results after normalization are included in the468

SM.469
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46. F. Le Möel, A. Wystrach, Opponent processes in visual memories: A model of attraction599

and repulsion in navigating insects’ mushroom bodies, PLoS computational biology 16,600

2, (2020) e1007631.601

47. X. Sun, S. Yue, M. Mangan, A decentralised neural model explaining optimal integration602

of navigational strategies in insects, Elife 9, (2020) e54026.603

48. A. Wystrach, C. Buehlmann, S. Schwarz, K. Cheng, P. Graham, Rapid aversive and mem-604

ory trace learning during route navigation in desert ants, Current Biology 30, 10, (2020)605

1927–1933.606

49. C. A. Freas, A. Wystrach, S. Schwarz, M. L. Spetch, Aversive view memories and risk607

perception in navigating ants, Scientific reports 12, 1, (2022) 1–15.608

33



50. C. Posch, T. Serrano-Gotarredona, B. Linares-Barranco, T. Delbruck, Retinomorphic609

event-based vision sensors: Bioinspired cameras with spiking output, Proceedings of the610

IEEE 102, 10, (2014) 1470–1484, doi:10.1109/JPROC.2014.2346153.611

51. G. Ramos-Traslosheros, M. Henning, M. Silies, Motion detection: cells, circuits and al-612

gorithms, Neuroforum 24, 2, (2018) A61 – A72, URL https://www.degruyter.613

com/view/journals/nf/24/2/article-pA61.xml.614

52. G. Gallego, T. Delbrück, G. Orchard, C. Bartolozzi, B. Taba, A. Censi, S. Leutenegger,615

A. J. Davison, J. Conradt, K. Daniilidis, et al., Event-based vision: A survey, IEEE trans-616

actions on pattern analysis and machine intelligence 44, 1, (2020) 154–180.617

53. T. Fischer, M. Milford, Event-based visual place recognition with ensembles of temporal618

windows, IEEE Robotics and Automation Letters 5, 4, (2020) 6924–6931.619

54. D. Kong, Z. Fang, K. Hou, H. Li, J. Jiang, S. Coleman, D. Kerr, Event-vpr: End-to-end620

weakly supervised deep network architecture for visual place recognition using event-621

based vision sensor, IEEE Transactions on Instrumentation and Measurement 71, (2022)622

1–18.623

55. M. Milford, H. Kim, S. Leutenegger, A. Davison, Towards visual slam with event-based624

cameras, in The problem of mobile sensors workshop in conjunction with RSS (2015).625

56. A. J. Lee, A. Kim, Eventvlad: Visual place recognition with reconstructed edges from626

event cameras, in 2021 IEEE/RSJ International Conference on Intelligent Robots and Sys-627

tems (IROS), 2247–2252, IEEE (2021).628

57. T. Fischer, M. Milford, How many events do you need? event-based visual place recogni-629

tion using sparse but varying pixels, IEEE Robotics and Automation Letters 7, 4, (2022)630

12275–12282.631

34



58. S. Hussaini, M. Milford, T. Fischer, Spiking neural networks for visual place recognition632

via weighted neuronal assignments, IEEE Robotics and Automation Letters 7, 2, (2022)633

4094–4101.634

59. S. B. Furber, D. R. Lester, L. A. Plana, J. D. Garside, E. Painkras, S. Temple, A. D. Brown,635

Overview of the spinnaker system architecture, IEEE transactions on computers 62, 12,636

(2012) 2454–2467.637

60. S. Furber, P. Bogdan, Spinnaker-a spiking neural network architecture (2020).638

61. K. K. Cover, B. N. Mathur, Axo-axonic synapses: Diversity in neural circuit function,639

Journal of Comparative Neurology 529, 9, (2021) 2391–2401.640

62. H. Wang, V. M. Pickel, Dopamine d2 receptors are present in prefrontal cortical afferents641

and their targets in patches of the rat caudate-putamen nucleus, Journal of Comparative642

Neurology 442, 4, (2002) 392–404.643

63. M. Soiza-Reilly, W. B. Anderson, C. W. Vaughan, K. G. Commons, Presynaptic gating of644

excitation in the dorsal raphe nucleus by gaba, Proceedings of the National Academy of645

Sciences 110, 39, (2013) 15800–15805.646

64. K. Eichler, F. Li, A. Litwin-Kumar, Y. Park, I. Andrade, C. M. Schneider-Mizell,647

T. Saumweber, A. Huser, C. Eschbach, B. Gerber, et al., The complete connectome of648

a learning and memory centre in an insect brain, Nature 548, 7666, (2017) 175.649

65. N. Bielopolski, H. Amin, A. A. Apostolopoulou, E. Rozenfeld, H. Lerner, W. Huetteroth,650

A. C. Lin, M. Parnas, Inhibitory muscarinic acetylcholine receptors enhance aversive ol-651

factory learning in adult drosophila, Elife 8, (2019) e48264.652

35



66. J. E. Manoim, A. M. Davidson, S. Weiss, T. Hige, M. Parnas, Lateral axonal modulation653

is required for stimulus-specific olfactory conditioning in drosophila, Current Biology 32,654

20, (2022) 4438–4450.655

67. M. Winding, B. D. Pedigo, C. L. Barnes, H. G. Patsolic, Y. Park, T. Kazimiers,656

A. Fushiki, I. V. Andrade, A. Khandelwal, J. Valdes-Aleman, F. Li, N. Randel, E. Bar-657

sotti, A. Correia, R. D. Fetter, V. Hartenstein, C. E. Priebe, J. T. Vogelstein, A. Car-658

dona, M. Zlatic, The connectome of an insect brain, Science 379, 6636, (2023) eadd9330,659

doi:10.1126/science.add9330, URL https://www.science.org/doi/abs/10.660

1126/science.add9330.661

68. X. Wang, Q.-Q. Sun, Characterization of axo-axonic synapses in the piriform cortex of662

mus musculus, Journal of Comparative Neurology 520, 4, (2012) 832–847.663

69. P. Somogyi, T. Freund, A. Cowey, The axo-axonic interneuron in the cerebral cortex of664

the rat, cat and monkey, Neuroscience 7, 11, (1982) 2577–2607.665

70. J. Szabadics, C. Varga, G. Molnár, S. Oláh, P. Barzó, G. Tamás, Exci-666
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A B
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Figure 8: Views in the Nordland dataset (112) and our dataset. (A) The visual appearance

change over every 50 frames in the Nordland dataset. The Nordland dataset was recorded from

a camera mounted on a train running over 729km. The recording was done in four different

seasons and the video in each season is about 10 hours long.(B) The high self-similarity views

from our outdoor test environment in a tree nursery. The video recorded from a 6-meter route

is about 30 seconds long. Here we show the view change over every 30 frames. (C) One frame

from each of the short route recordings in our offset test showing the lighting change over time.

(D) Lighting change when the robot was running in and out of shadows under the trees.
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Figure 9: Calculate familiarity from SeqSLAM using different metrics. In the original SeqS-

LAM, for each query image Qi, the matched reference image Rj will be localised and the match

score for Qi and Rj was calculated (as in figure 7). In our benchmark tests, after getting the

matching score S in figure7 (D), we here tested using (a) match score (which is the minimal

S normalised by second minimal S ), (b) mean of S, (c) minimal S and (d) sum of S as the

familiarity. For all the metrics, as long as the query and reference are not identical image sets,

SeqSLAM fails to detect the familiarity, showing as AUC distributed around 0.5, which means

the recognition performance is no better than a random guess.
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Figure 10: Unbalanced vegetation distribution causes AUC to drop under 0.5 in some cases.

MBON instantaneous rate (blue) is the output without learning. MBON-A instantaneous rate

(orange) is the MBON activity that takes KC-KC inhibition into account. In some routes, the

camera sees more vegetation in the first half and less in the second half. In our offset tests,

we learn the first half of the route and test the whole route, which will ideally get a low-high

MBON output pattern throughout the route. That is how the orange MBON-A instantaneous

rate drops in the first half in A. In B, we learned a less relevant route and the learning can barely

change the activity on this unbalanced route. When varying the threshold on the MBON-A rate

for calculating AUC, this high-low pattern leads to high false positives and false negatives so

that AUC drops under 0.5.
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Figure 11: Perfect memory after normalisation. The PM results in figure 6 were selecting the

least different reference image as a match for a given query image. The familiarity for this

given query image was directly using the sum of pixel-to-pixel differences of the two matched

images. Similar to the adaptions we made in SeqSLAM benchmark tests, we also used the

second minimal value (not neighbouring to the global minimum) to normalise this global min-

imum. Before normalisation, the results in figure 6 show PM can detect routes within 10 cm

offset as familiar. However, on these familiar routes, the high self-similarity of scenes resulted

in many other ‘close matches’. The second minimum is very close to the global minimum.
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Figure 12: SeqSLAM on events constructed frames. Using a ROS driver, the DAVIS346 camera

records both events and conventional frames at the same time. Results running SeqSLAM on

conventional frames have been presented in figure 6. We also used the methods from (91,

113) to construct frames from events. Then run SeqSLAM in the same way on these event-

constructed frames. Again, results show SeqSLAM only detects familiarity when the query and

the reference are the same image sets (identical, offset = 0.0 cm).
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Figure 13: PN-KC and KC-KC connection matrix. In the sparse connection between PN and

KC, each KC connects to on average five PNs (N (µ, σ2), µ = 5, σ = 1, and rounded to

the nearest integer ). In KC-KC axo-axonic connection, KCs are divided into four 1000 KC

subgroups. In each subgroup, one single KC randomly connects to other 500 KCs. Before

learning, the inhibitory KC-KC weights are all zero.
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Figure 14: Spikes and membrane potential plot of PN, KC and MBON. The input spikes exhibit

a Poisson-like pattern and display a global firing rate of 20 Hz. The reset potential for a PN is -70

mV. Following the reset, the adaptive current lowers the membrane potential to approximately

-85 mV. If the PN becomes overly active, the adaptive current increases, causing the membrane

potential to decrease further down and reducing the PN firing activity. Note that the KC and

MBON models do not incorporate adaptive currents.
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