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Abstract: Sentiment analysis via artificial intelligence, i.e., machine learning and large language
models (LLMs), is a pivotal tool that classifies sentiments within texts as positive, negative, or
neutral. It enables computers to automatically detect and interpret emotions from textual data,
covering a spectrum of feelings without direct human intervention. Sentiment analysis is integral to
marketing research, helping to gauge consumer emotions and opinions across various sectors. Its
applications span analyzing movie reviews, monitoring social media, evaluating product feedback,
assessing employee sentiments, and identifying hate speech. This study explores the application
of both traditional machine learning and pre-trained LLMs for automated sentiment analysis of
customer product reviews. The motivation behind this work lies in the demand for more nuanced
understanding of consumer sentiments that can drive data-informed business decisions. In this
research, we applied machine learning-based classifiers, i.e., Random Forest, Naive Bayes, and
Support Vector Machine, alongside the GPT-4 model to benchmark their effectiveness for sentiment
analysis. Traditional models show better results and efficiency in processing short, concise text, with
SVM in classifying sentiment of short length comments. However, GPT-4 showed better results
with more detailed texts, capturing subtle sentiments with higher precision, recall, and F1 scores to
uniquely identify mixed sentiments not found in the simpler models. Conclusively, this study shows
that LLMs outperform traditional models in context-rich sentiment analysis by not only providing
accurate sentiment classification but also insightful explanations. These results enable LLMs to
provide a superior tool for customer-centric businesses, which helps actionable insights to be derived
from any textual data.

Keywords: sentiment analysis; machine learning; large language models (LLMs); OpenAl; GPT-4;
text analysis; product reviews

1. Introduction

With the growing dependence on digital data, developing effective and scalable senti-
ment analysis systems is vital for any organization, whether business- or product-focused.
Analyzing sentiment is also crucial for businesses of all sizes, in knowing and promptly
responding to customers’ feedback or opinion on several topics. It plays an important
role in various areas such as marketing, customer support, and product development by
helping businesses accurately understand customer sentiments based on their feedback [1].
Social platforms help professionals from various fields (business, marketing, sports, poli-
tics and product evaluation, etc.) rely on available approaches capable of analyzing user
sentiments on particular topic of interest [2,3]. This helps in better decision-making and
in monitoring and shaping a brand image through online platforms. Effective utilization
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of sentiment analysis methods allows companies to preemptively identify and address
potential issues, thereby promoting a positive brand image. This research focuses on the
utility of sentiment analysis for product-based organizations, highlighting its significance
in managing customer relationships based on product reviews and feedback, which can
help in changing product strategies and improvements accordingly.

In the digital era, the complexity and volume of online data have grown exponentially,
driven by advancements in digital technologies. The types of data gathered online range
from various product reviews on e-commerce platforms to comments on social media
and discussions on blogs, which pose various types of challenges. These data are often
unstructured, sprawling across various formats and languages, including informal slang,
which complicates the sentiment analysis process [4]. The volume of these data continues
to increase, making manual analysis impractical. These challenges underscore the need
for robust, automated sentiment analysis systems that can adapt and scale to keep pace
with the evolving digital landscape. These automated systems are essential for businesses
to harness insights into consumer behavior, market trends, product reviews, and overall
brand perception, which are critical for strategic decision-making.

There are plenty of use-cases across the field, but to narrow down the scope, few
use- cases related to product-based organizations are taken into consideration. In the
perspective of variable sizes of organizations, sentiment analysis emerges as a crucial
tool in this context for several reasons. Sentiment analysis is widely used in various
sectors, including marketing, customer support, and product design, as it plays a vital
role in understanding customer views and responses [5]. By examining online discussions
surrounding brands, companies can preemptively spot and tackle potential issues, thereby
developing a favorable brand image [6,7]. This research focuses on the following tasks:

1.  Comparing the effectiveness of traditional machine learning models and pre-trained
LLMs to analyze sentiment of different product reviews. This involves model perfor-
mance evaluation based on metrics such as accuracy, precision, recall, and F1 score to
identify each model’s strengths and limitations.

2. Assessing the ability of LLMs to interpret complex, context-rich text and provide
detailed sentiment insights. Specifically, we investigate LLMs’ capacity to capture
subtle language cues and classify sentiments beyond basic positive, negative, and
neutral categories.

3. Evaluating the capabilities of LLMs in providing detailed insights and explainability
in sentiment analysis.

To achieve the above, we conducted a series of experiments with both traditional
machine learning and LLM-based models on a Flipkart dataset of product reviews. Our
results reveal that Support Vector Machines (SVMs) demonstrate high efficiency to analyze
shorter context text, which enables models to effectively capture sentiment in short-length
comments or reviews. However, we find that LLMs significantly improve classification
accuracy for longer, context-rich text. This enables businesses to extract significant insights
from customer reviews. Ultimately, this study advances sentiment analysis techniques by
allowing us to select the most suitable model based on the complexity and the analytical
detail required in specific business contexts.

The remainder of this paper is organized as follows: Section 2 presents a comprehen-
sive literature review on sentiment analysis in consumer reviews, outlines key techniques,
models, and research findings. Section 3 provides details about the materials and methods
employed in this study. Section 4 discusses the results obtained, followed by an in-depth
analysis and discussion of their implications. The novelty and contributions of the pro-
posed approach are highlighted in Section 5. Section 6 includes key findings, limitations,
and potential future research directions, and the last section presents the conclusion of
this work.
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2. Literature Review

This section analyses the key concepts and methodologies within Natural Language
Processing (NLP) as those applied to sentiment analysis of different product reviews.

NLP is a subset of computer science connected with computational linguistics [8]. It
enables seamless communication between humans and machines by teaching computers
to understand and interpret human language; hence, through NLP, machines can process
and analyze text, offering insights and responses to users [9]. NLP offers the potential to
develop models and processes capable of extracting information from both text and audio
data [8].

Sentiment analysis represents a branch within the evolution of text mining technology,
focusing on extracting opinions from textual content [10]. The main objective of sentiment
analysis is to determine the sentiment polarity in natural language texts [11], and that can
be performed using machine learning classification techniques.

Machine learning is a subset of artificial intelligence (Al), characterized by a machine’s
capacity to replicate human-like intelligence. Al systems are engineered to solve complex
problems by mimicking the strategies humans use to navigate difficulties [12]. There are
already incredible applications such as autonomous vehicles, natural language processing,
and facial recognition systems utilizing machine learning techniques for its operations [12].
Hence, machine learning provides an effective method of performing sentiment analysis
using natural language processing techniques.

Large Language Models (LLMs) like ChatGPT are described as powerful machine
learning models capable of generating realistic and meaningful text [13]. These models
can perform sentiment analysis as a core task in marketing for understanding consumer
emotions and opinions [14].

2.1. Analysis of Existing Research

The following subsections outline two different methodologies for sentiment analysis.
The first relates to the traditional approach of training and testing machine learning models.
The second, which is gaining popularity, involves the use of pre-trained LLMs that can be
directly applied to sentiment analysis tasks.

2.1.1. Traditional Approach of Training and Testing Machine Learning Models

Medhat et al. conducted an extensive survey of sentiment analysis methodologies
and highlighted the strengths and limitations of each [15]. Their study compared machine
learning approaches (e.g., support vector machines, Naive Bayes) with lexicon-based
techniques, concluding that hybrid methods often yield superior results. Araque et al.
proposed an ensemble approach combining classic machine learning algorithms and deep
learning for improved sentiment classification accuracy [16]. This work concluded that
hybrid models leveraging word embedding (e.g., Word2Vec, GloVe) offer substantial
improvements over standalone methods.

This work is based on the implementation of the Bidirectional Encoder Representations
from Transformers (BERT) to enhance natural language understanding. Moreover, this
work has shown a strong ability to grasp context and their significance [6]. The study of
suspicious online reviewers is critical for e-commerce platforms, employing data analysis
to identify fake reviewers [17]. The analysis of hotel reviews employs a range of machine
learning models to accurately categorize sentiments, proving invaluable for the hospitality
industry [18]. Similarly, product review analysis incorporates diverse analytical techniques,
enhancing consumer insight for retailers. The analysis of online movie reviews targets the
entertainment sector, offering insights that can significantly impact marketing strategies [19].
Lastly, but not least, Twitter sentiment analysis focuses on brand perception on social media,
providing key insights for brand management and marketing [20].

This study provides an overview of NLP techniques for sentiment analysis using
pre-trained models like BERT and GPT [21]. The work highlights their effectiveness in
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understanding nuanced sentiments compared to traditional ML models. The paper also
examines the computational trade-offs involved in using such models.

Existing studies address specific challenges and opportunities for potential future en-
hancements. The BERT implementation, while powerful, struggles with high computational
demands [6]. Improvements include optimizing these models for broader accessibility and
suggesting a need for continuously adaptive algorithms [17]. In sentiment analyses of hotel
and product reviews, the challenge lies in processing complex and large datasets while
accurately interpreting diverse linguistic expressions [18]. Future improvements could
integrate more sophisticated linguistic and contextual analyses to enhance accuracy. For
movie reviews and Twitter analysis, the rapid evolution of language and mixed sentiments
present ongoing challenges, with potential solutions including the incorporation of multi-
modal data (such as images, audio and videos) and more dynamic models to better capture
the wide range of user sentiments.

2.1.2. Pre-Trained LLMs

Bellar et al. discussed the importance of sentiment analysis in e-commerce using deep
learning models such as CNN, RNN, and Bi-LSTM, together with advanced embeddings
like BERT, FastText, and Word2Vec [22]. It highlighted the usefulness and comparison
of model performance on Woman Clothing Reviews datasets through both 5-class and
3-class classification experiments. The mentioned deep learning models show convincing
performance in analyzing sentiment of product reviews.

Zhang et al. introduced deep learning techniques, specifically convolutional neural
networks (CNNs) and recurrent neural networks (RNNs), for sentiment analysis of product
reviews [23]. Their experiments demonstrated that deep learning models significantly out-
perform traditional machine learning methods in capturing semantic nuances. Devlin et al.,
proposed BERT which revolutionized sentiment analysis by pre-training on a large corpus
and fine-tuning for specific tasks [24]. Their experiments demonstrated BERT's superior
performance in understanding contextual sentiment in product reviews, outperforming
earlier models on benchmark datasets.

Sun et al. extended BERT’s application by exploring domain-specific fine-tuning for
sentiment analysis [25]. They showed that fine-tuning BERT on review-specific datasets
yielded significant improvements in accuracy and F1 scores, showcasing the model’s
adaptability to nuanced language in product reviews.

Krugmann and his research team aims to evaluate the proficiency of LLMs, specifically
GPT-3.5, GPT-4, and Llama 2, in sentiment analysis within the context of marketing research,
comparing their performance against high-performing transfer learning models [14,26].
Krugmann and Hartmann'’s research paper stands out by exploring the zero-shot capabil-
ities of LLMs like GPT-3.5, GPT-4, and Llama 2 in sentiment analysis, a novel approach
compared to traditional models that often require machine learning model training and
testing [14]. The strength of the paper lies in its demonstration that LLMs can achieve
comparable or even superior accuracy in sentiment classification tasks without the need
for extensive pre-training specific to the task. Furthermore, the paper highlights the ex-
ceptional performance of LLMs in providing explainable outputs, which is crucial for
applications requiring transparency in Al-driven decisions, which is major challenge in
traditional AI/ML approaches. This paper highlights challenges with LLMs for sentiment
analysis, observing their inconsistent performance across different types of textual data,
i.e,, structured and unstructured data [14]. LLMs produced better results when performing
sentiment analysis of structured data like online reviews. LLMs struggle.

The existing research on sentiment analysis using benchmark data sets highlights
several limitations. One major issue is the lack of dataset diversity, with many studies
focusing on a few domains, limiting generalizability. On the other hand, handling noisy and
imbalanced data, including typos, sarcasm, and informal language, remains a persistent
challenge. Advanced deep learning techniques like transformers (e.g., BERT and GPT)
often achieve high accuracy but are resource-intensive and lack interpretability. The review
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also highlights the evolution of sentiment analysis methodologies from traditional machine
learning approaches to the use of pre-trained LLMs. Traditional models are effective
when combined with hybrid techniques, face challenges in handling complex and large
datasets as well as adapting to the dynamic nature of language. On the other hand, pre-
trained LLMs such as BERT and GPT-3.5 represent a major breakthrough, offering superior
contextual understanding and adaptability through fine-tuning and zero-shot capabilities.
However, these models also encounter issues, including high computational demands and
inconsistent performance with unstructured data. This comprehensive review indicates
that while LLMs provide significant advantages over traditional models, ongoing research
is needed to address their limitations, optimize their computational efficiency and enhance
their robustness across diverse types of textual data.

2.2. Theoretical Framework

In today’s competitive market, organizations heavily rely on order numbers and
statistics to estimate their success. However, an equally critical yet often overlooked aspect
is understanding customer sentiment related to their products and services. Given the vast
scale of information available across various channels, manually reading and interpreting
all comments and feedback becomes a challenge. This is where the field of data science,
particularly its subset machine learning, becomes invaluable.

Data science is an interdisciplinary field that uses scientific methods, processes, algo-
rithms, and systems to extract knowledge and insights from structured and unstructured
data. It encompasses a wide range of techniques from statistics, data analysis, and com-
puter science to understand and analyze various situations or scenarios with data. Machine
learning, a key part of data science, leverages algorithms to use data, learn from it, and
then make predictions. By automating the analysis process, machine learning enables
organizations to efficiently process and analyze vast amounts of feedback, identifying
patterns and sentiments that may not be immediately noticeable.

This research focuses on to investigate the effectiveness of machine learning approach
and LLMs for sentiment analysis of product reviews [27]. The approach and conclusion
derived from this research can be adopted and applied in any product-based organiza-
tion. Implementing machine learning techniques and LLMs for sentiment analysis allows
organizations to gain deep insights into how customers perceive their products. This
can reveal areas that need improvement, highlight what is working well, and provide a
better understanding of customer needs and preferences. Ultimately, leveraging machine
learning and LLM for sentiment analysis not only enhances customer satisfaction but also
drives strategic business decisions, developing a more customer-centric approach in today’s
data-driven world. Hence machine learning and LLM are leveraged for experimentation
in this research. The following high-level strategy is followed for this research, as shown
in Figure 1.

Approach 1

Traditional machine
learning model
training and test

Test and verification
of results

Approach 2

Large language
model test

Data gathering
related to product Data Cleaning
reviews

Figure 1. High level strategy.
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Data were gathered related to product reviews. The objective was to prepare a dataset
that was diverse and representative of the different sentiments (e.g., positive, negative,
and neutral) customers express about products. This diversity helps in training a robust
machine learning model.

Once the data were collected, the next crucial step was to clean it. Data cleaning is
performed to remove redundant and not required data (such as HTML tags, irrelevant
symbols, or irrelevant text segments) and standardize the format to ensure that the data
used for training and testing machine learning models are of high quality to achieve the
desired outcome.

The following two approaches were followed for sentiment analysis on product reviews:

e  Machine learning models used for classification were leveraged in this research and
were trained to classify the sentiment of product reviews. Multiple models were used
for this purpose, i.e., Random Forest, Naive Bayes and Support Vector Machines (SVM).
These models were trained on a subset of the dataset (training set) and validated on
another subset (i.e., test set) to verify the model performance.

e LLM for sentiment analysis: An LLM, specifically OpenAl GPT-4, was utilized for the
sentiment analysis classification. This powerful model is pre-trained and leverages
advanced machine learning techniques to accurately interpret and classify a wide range
of emotions and sentiments expressed in textual data. By deploying OpenAlI GPT-4, we
aimed to achieve a deeper and more nuanced understanding of customer sentiments,
enhancing our ability to derive meaningful insights from product review dataset.

Test and verification of the machine learning models and LLM were performed, and
the model performance was compared on the basis performance metrics, i.e., Accuracy,
Precision, Recall and F1 Score, to identify which machine learning model performs better
in predicting sentiments.

This approach integrates data science and machine learning techniques to effectively
analyze sentiments expressed in product reviews, providing valuable insights that can
inform business strategies, product improvements, and customer service practices.

3. Materials and Methods

This section presents the strategy utilized for conducting sentiment analysis on product
reviews. Additionally, the methodology is shown graphically in Figure 2, and each step is
detailed further to enhance understanding.

Approach 1: Traditional machine learning model train and test

Machine learning
] Data pre-processing Creating the Bag of (classification) '
i (Data cleaning) Words model madel fraining and H
. testing :

Data pre-processing
(Data cleaning)

Approach 2: Large Language Model (LLM) test

Data collection,
analysis and pre-
processing

Model performance
metric comparison

LLM GPT-4 (zero
shot pre-trained)
sentiment analysis

Figure 2. Proposed methodology.

As illustrated above, two distinct experimental approaches were adopted. The first
approach involves the traditional machine learning methodology, where models are trained
and tested to evaluate their performance accurately. The second approach lever- ages
pre-trained LLMs, which offers the advantage of utilizing sophisticated, already-trained
models to bypass the lengthy and resource-intensive training phase. This approach can
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significantly accelerate the analysis process and improve scalability. Despite the differences
in these methodologies, both approaches share a common initial step, i.e., the collection of
data. This critical phase ensures that both the traditional models and the pre-trained LLMs
operate on the same robust and comprehensive dataset, facilitating a comparison of their
respective capabilities in sentiment analysis.

3.1. Data Acquisition, Analysis and Pre-Processing

Data acquisition is the key step because the quality of the data will influence the
results derived from it. The intent was to experiment and see the effectiveness of machine
learning techniques in sentiment analysis and that can also be achieved using a public
dataset. Hence, a public dataset from Kaggle was leveraged, which was taken from Kaggle,
which was created by Vaghani and Thummar [28]. The machine learning approach was
generalized, and this can be leveraged on private datasets in the future. Data extraction
was performed on Kaggle, and it was in comma-separated values (CSV) format. The
public dataset prepared by Vaghani and Thummar is referred to as Kaggle in this research
analysis [28].

3.1.1. Dataset Features

This dataset includes the reviews related to different type of products such as such as
electronic items, clothing of men, women and kids, home decor items, automated systems
and others. The following are the six columns or features in the dataset:

i. Product name: Name of the product.

ii. Product price: Price of the product.

iii. Rate: Customer’s rating on product (between 1 to 5).

iv. Review: Customer’s review of each product.

V. Summary: This column includes descriptive information of customers’ thoughts on
each product.

Vi. Sentiment: This column contains 3 labels, Positive, Negative and Neutral (which

was given based on summary).

The data type of various features is stated as follows:

i Product name: String.
ii. Product price: Integer.
1il. Rate: Integer.

iv. Review: String.

V. Summary: String.

Vi Sentiment: String.

3.1.2. Dataset Description

This dataset has 205,052 records, and it is a diverse dataset covering negative, neutral
and positive sentiments, and its record count is shown in Table 1.

Table 1. Dataset record counts split by sentiment.

Sentiment Count
Negative 28,322
Neutral 10,239
Positive 166,581
Grand Total 205,052

Graphical presentation of the dataset counts is shown in Figure 3.
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Sentiment Split

166581

160000 -

140000 4

120000 4

100000 4

Count

80000

60000 4

40000 A

20000 A
10239

0 i
positive negative neutral
Sentiment

Figure 3. Dataset record counts split by sentiment.

3.1.3. Dataset Analysis
The following are the favorable observations related to the dataset:

The dataset has a high record count, i.e., 205,052, which will be good for training
“Review” and” Summary” are the main features because this feature has customer
comments that can be easily used to deduce the customer sentiments about the product.
This text-based feature holds the qualitative data expressed by customers in their own
words, providing exact and clear understanding of their sentiments. These features
are selected based on the importance of these in the consumer review dataset to know
about customer feedback.

e This dataset does not have any personal identifiable information; hence, it does not
pose any challenges related to privacy violation.

Drawbacks related to the dataset and how those are addressed are as follows:

The dataset has a high record count of positive sentiments as compared to other
sentiments (i.e., negative and neutral); hence, this can lead to biased or inaccurate
predictions, hence impacting the model performance. This was addressed by taking
an equal record count for each sentiment.

o  The datasets have product names but do not have categories; hence, it was hard to map
the sentiment directly to the product category to deduce the areas of improvements
related to each product, but that is not a major limitation to this study because this
research is about proving the efficacy and usability of machine learning and LLM
techniques for sentiment analysis.

3.1.4. Data Pre-Processing

Reviews were the primary data used for sentiment analysis. However, the dataset con-
tained 24,664 records with null entries in the review field. These null records were removed
to ensure the integrity and effectiveness of the sentiment analysis process. Retaining such
records would pose challenges in both machine learning and LLM execution, potentially
leading to inaccuracies or errors during model training and analysis. By eliminating these
null entries, the dataset was optimized for more accurate and reliable sentiment analysis.
Record counts after removing null records are shown in Figure 4.

As is evident in Figure 5, neutral sentiments had the lowest record count, i.e., 8807;
hence, the same number of records was taken for other sentiments, i.e., positive and
negative, so that there was no data bias. The record counts are shown in Figure 5 after
removing data bias.
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Figure 4. Dataset record counts split by sentiment without null records.

Sentiment Split
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“ 4000
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Figure 5. Dataset record counts after addressing bias.

3.2. Approach 1: Traditional Machine Learning Model Training and Test for Sentiment Analysis on
Product Reviews

This section explains the experimentation steps and outcome of the traditional machine
learning model training and test approach followed for sentiment analysis on product reviews.

a) Data cleaning

This step involves data pre-processing, i.e.:

e Tokenizing involves splitting a sequence of characters or sentences into individual
words. By transforming sentences into tokens, where each token is assigned a unique
identifier, the complexity of the text data is reduced to more manageable units.

e Normalization focuses on refining a sentence by removing extraneous elements such
as special characters, hashtags, and URLs. This process is critical in preparing text
data by eliminating or modifying parts that are incorrect, incomplete, or irrelevant.

e  Stemming reduces words to their root form, addressing different morphological vari-
ants of a word. This process simplifies complex words to their basic forms, thereby
reducing the variety of word forms present in the text.
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e  Stop words removal leads to removing stop words that appear too frequently in text is
essential because these words often carry minimal meaningful content and can skew
the analysis of text data.

b) Creating the Bag of Words model

The bag of words approach helps with sentiment analysis by converting text into a
numerical structure that machine learning systems can understand. This is done through
vectorization, where text is changed into numerical vectors, with each different term being
a separate attribute and the related number showing the term’s frequency in the text. These
numerical representations then become the input data for machine learning model training
and testing [29,30]. This vectorization translates text into a numerical structure where each
dimension of the vector represents a specific word from the dictionary, and the value in
each dimension represents the frequency of that word in the document.

¢)  Machine Learning Model Training

After data are pre-processed, data are used for training machine learning models such
as random forest, naive Bayes and support vector machine for sentiment analysis [31].
Multiple machine learning techniques were leveraged for sentiment analysis because there
are unique strengths and approaches of each algorithm to ensure comprehensive and
effective analysis. The following is the rationale why the following machine learning based
methods were chosen:

e Random Forest

(a) Strengths: This method utilizes an ensemble of decision trees to ensure a robust and
stable prediction, mitigating the risk of overfitting that is typical with single decision
trees. Its ability to handle large data sets and high dimensionality makes it suitable
for the diverse and complex data structures encountered in NLP.

(b) Application in Sentiment Analysis: Random Forest can efficiently process textual data
to determine sentiments by capturing intricate patterns in the data, which may not
be linearly separable. The ensemble approach allows for a majority voting system,
enhancing the accuracy of sentiment classification.

e Naive Bayes

(a) Strengths: This probabilistic classifier is based on Bayes Theorem and is highly efficient
with large volumes of data. Naive Bayes excels in calculating the likelihood of
outcomes based on the presence of features, making it particularly suited for text
classification.

(b) Application in Sentiment Analysis: It assesses the likelihood of sentiments based
on the frequency of words, making it highly effective for analyzing texts where the
presence of certain words strongly indicates a particular sentiment.

e  Support Vector Machine (SVM)

(a) Strengths: SVM can create a clear boundary between data classes, even in high-
dimensional spaces, which is common in text data. It’s known for its effectiveness in
handling complex classification problems with clear margin separation.

(b) Application in Sentiment Analysis: SVM’s ability to find the optimal hyperplane
allows it to classify intricate and subtle variations in text data, making it highly
effective for distinguishing between positive, negative and neutral sentiments, even
when the differences are not immediately obvious.

3.3. Approach 2: LLM Test for Sentiment Analysis on Product Reviews

The primary purpose of employing an LLM like GPT-4 for sentiment analysis on
product reviews is to leverage its advanced natural language understanding capabilities.
GPT-4 can interpret and analyze the nuances of human language found in product reviews,
allowing it to accurately identify and categorize sentiments expressed by customers, rang-
ing from positive, negative, to neutral. Another significant benefit of using GPT-4, one
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of the most advanced LLMs currently in the market, is its accessibility and ease of use.
GPT-4 can be easily integrated through APIs that allow developers to access its capabilities
without needing to manage the complexities of model training or infrastructure. This ease
of integration accelerates the deployment of advanced NLP features. Being at the forefront
of Al research, GPT-4 benefits from continuous updates and improvements from OpenAl,
ensuring that users always have access to the most advanced tools for their NLP needs.

3.3.1. Data Cleaning

e  Remove brackets

—  Cleaning out this non-essential text helps focus the analysis on the content of interest
and prevents irrelevant data from skewing the results.

e Remove URLs

- Eliminating URLs simplifies the text and reduces noise, making the dataset cleaner for
text processing tasks like sentiment analysis or topic modeling.

e  Remove HTML tags

—  This step prevents any markup language from being interpreted as content, thereby
maintaining the integrity of the text data.

e Remove new lines

—  This ensures that the text is in a single continuous block, which is easier to process and
analyze for patterns or sentiments without unnecessary segmentation. The following
subsection explains the experimentation steps and outcome of the LLM test approach
followed for sentiment analysis on product reviews.

3.3.2. LLM (OpenAl GPT-4): Sentiment Analysis

The OpenAl GPT-4 model was utilized to perform sentiment analysis on product
reviews. This process involves submitting the text to be analyzed directly to the model, ac-
companied by a specific prompt: “What is the sentiment? (Positive, Negative, or Neutral)”.

Based on the input text, GPT-4 evaluates the content and context, subsequently provid-
ing a classification that identifies the sentiment of the review. This sophisticated analysis
allows for an understanding of the emotional tone conveyed in the text, whether it is
positive, negative, or neutral.

3.4. Model Performance Metric Comparison

The performance of various machine learning models will be compared using the
performance metrics, i.e., Accuracy, Precision, Recall and F1 score.

Accuracy of a model is the total number of correct predictions divided by the total
number of predictions [32,33].

TP+ TN

Accuracy = w5 T FP T EN

1)

where, TP = True Positives, TN = True Negatives, FP = False Positives, FN = False Negatives.
Precision is the number of true positive results divided by the number of all positive

results [34].
. TP
Precision = TP+ EP (2)
Recall (Sensitivity) is the number of true positive results divided by the number of all

samples that should have been identified as positive [32,34].

TP

Recall - m

©)
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F1 Score is the harmonic mean of precision and recall [32,34]

Precision X Recall
F1S =2X 4
core Precision + Recall @)

4. Results and Discussion

Sentiment analysis was conducted through two separate experiments, each focusing
on different textual features, i.e., the” Review” field and the” Summary” field. The” Review”
field typically contains brief, high-level comments, while the” Summary” field provides
more detailed descriptions of these comments. These features are chosen based on their
significance and nature of the problem. These experiments were designed to test and
evaluate the effectiveness of two distinct approaches, i.e., traditional machine learning
techniques and LLMs. The objective was to determine which approach is better suited for
analyzing sentiment in each type of text. The performance of each method is evaluated
based on key metrics: Accuracy, Precision, Recall, and F1 Score.

4.1. Sentiment Analysis on "Review” Feature

The comparative analysis of these approaches is presented in Table 2. The results
clearly demonstrate that when the text size is extremely brief, consisting only of a few
words rather than complete sentences, the SVM shows superior efficacy compared to other
machine learning and LLM approaches. Although the LLM was employed with zero-shot
techniques, it still delivered promising results, closely trailing the performance metrics of
the SVM. The macro average of performance metrics was calculated and compared because
it helps to reveal whether the model performs uniformly across all classes. It is calculated
by first determining the performance metric (like precision, recall, or F1 score) for each
class independently and then taking the average of these values.

Table 2. Comparison of different machine learning techniques for sentiment analysis on “Review” feature.

Random Forest Naive Bayes SVM LLM (GPT-4)
Accuracy 0.680 0.449 0.682 0.635
Macro-average Precision 0.677 0.471 0.678 0.630
Macro-average Recall 0.680 0.446 0.682 0.635
Macro-average F1 Score 0.672 0.347 0.673 0.612

To eliminate data bias, an equal number of records for each sentiment category was
selected. Since the neutral sentiment category had the lowest record count at 8807, this
number was used as the standard for sampling records in the positive and negative cate-
gories as well. This approach ensures that the analysis is balanced and free from skew due
to uneven data distribution.

4.2. Sentiment Analysis on ”Summary” Feature

The comparative analysis of this approach is detailed in Table 3. The results clearly
indicate that when dealing with longer texts, which provide more context and consist of
full statements rather than brief snippets, LLMs demonstrate superior efficacy compared to
other machine learning approaches. This is particularly notable even when zero-shot LLM
is employed, highlighting its robustness in handling more complex textual data.

To eliminate data bias, an equal number of records 3000 each for the negative, neutral,
and positive sentiment categories was selected. This strategy ensures that the analysis re-
mains balanced and free from skewness caused by uneven data distribution. The decision
to standardize the record count was also influenced by cost considerations. Analyzing
longer texts with the OpenAl GPT-4 model incurs higher costs, so limiting the number
of records analyzed was a practical approach to managing expenses while maintaining
data integrity.



Big Data Cogn. Comput. 2024, 8, 199

13 of 18

Sentiment

Table 3. Comparison of different machine learning techniques for sentiment analysis on “Sum-

mary” feature.

Random Forest Naive Bayes SVM LLM (GPT-4)
Accuracy 0.767 0.426 0.768 0.816
Macro-average Precision 0.766 0.508 0.768 0.823
Macro-average Recall 0.768 0.421 0.769 0.814
Macro-average F1 Score 0.766 0.380 0.768 0.806

During this experiment, several additional insights related to the execution of text

analysis with the LLM were observed which is also shown graphically in Figure 6:

mostly positive 3

mixed (positive and negative) 111

mixed (leaning towards positive) 41

negative - 3627

[positive] 411

[neutral] 14

Counts of Classes in Sentiment_LLM

positive 3111

neutral 4 1924

mixed + 251

error I56

[mixed] 41

0 500 1000 1500 2000 2500 3000 3500

Figure 6. LLM classification on Summary feature.

1.

The “Summary” feature, which contains longer statements providing more context
and insights was analyzed by the LLM. The model did more than just classify the text
into three sentiments, i.e., negative, neutral, and positive. Instead, it also identified
a “mixed” category. This category captures instances where customers mentioned
both positive and negative aspects, which does not necessarily equate to a neutral
sentiment. The model further determined the predominant sentiment in mixed cases,
whether it leaned more towards positive or negative.

While using the LLM for sentiment analysis via API calls executed through Python
scripts, some records resulted in errors and were subsequently excluded from the
performance metric calculations. This step ensured that only successful analyses
contributed to the final evaluation.

Some responses from the LLM contained unwanted characters, such as square brack-
ets. These characters were removed before calculating the performance metrics to
maintain the integrity and accuracy of the data analysis.

4.2.1. LLM Explainability

LLMs also excel beyond traditional machine learning approaches in terms of explain-

ability. When prompted, LLMs can articulate the reasoning behind their classifications,
offering clear and detailed explanations for their decisions and allowing users to under-
stand the logic applied in the sentiment analysis process. Examples of such explanations
are shown in Table 4, and demonstrate how LLMs provide insights that go beyond do-
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ing classification, thereby adding value through transparency and trust in automated

decision-making.

Table 4. Examples of LLM explanation on “Summary” feature classification.

LLM .
Summary Classification LLM Explanation

The reviewer expresses dissatisfaction with the product, mentioning

Not saying too bad but after using 1 week that it stopped working after only one week of use. They also

the product is not working then after neative mentioned that the product occasionally turns on. The product was

someday it will on, I buy this for hostel & specifically purchased for use in a hostel, but it did not meet their

use but anyway not recommending expectations. The reviewer ends the review by suggesting others not
buy the product, which confirms the negative sentiment.
The review is positive as the consumer has been using the camera for
more than two months, suggesting satisfaction and consistent

. usability. They mention that the camera is simple and very
I use this camera for more than 2 months o . . .
s . comfortable to use, specifically praising its user-friendliness for
now it’s simple and very comfortable to positive . I
. beginners. This implies that they found the product easy to use and

use for beginners . N s .
accommodating for individuals who may not be familiar with camera
gear, hinting at its simplicity of design and function. Hence, the
user’s overall experience with the camera has been positive.
The text presents a mixed sentiment, the user appreciates the
product’s ability to work more quickly than other wet grinders,
which is a positive sentiment reflecting satisfaction with the product’s

Doing the job faster than other wet mixed efficiency. However, there is also dissatisfaction, a negative sentiment

grinders slightly getting overheated

expressed, as the user mentions that the product gets slightly
overheated. This could imply potential disappointment if the
overheating issue is serious enough to affect performance

or longevity.

LLMs demonstrated superior capabilities in explainability, a critical aspect for adopting
Al technologies in business settings. They provided clear, articulate explanations for their
sentiment classifications, enhancing the transparency and trustworthiness of automated

sentiment analysis.

The result in the above experiments demonstrates that when LLMs are employed
with a zero-shot learning approach, they hold significant potential for sentiment analysis.
Particularly when analyzing texts that are longer and provide more context, LLMs can
perform classifications beyond the standard categories. They can accurately identify nu-
anced sentiment categories such as ‘'mixed” sentiments, which involve both positive and
negative elements. In scenarios involving complex and detailed text, LLMs not only exceed
the capabilities of traditional machine learning models but also enhance the depth and
granularity of sentiment analysis.

4.2.2. Performance Comparison Between Traditional ML Models and Pre-Trained LLMs

Based on the above experimentation and analysis, the summary of performance
comparison between traditional ML models and pre-trained models is the following.

The preprocessing steps for traditional models and LLMs for sentiment analysis of
consumer reviews differ significantly. Traditional ML models mainly focus on lightweight
steps, such as: text tokenization, stop-word removal, stemming or lemmatization, feature
extraction. These methods are computationally efficient but often fail to capture semantic
nuances and context which limit their ability to handle complex sentences. The LLM
models rely on minimal preprocessing, such as: data cleaning, tokenization, special tokens,
lowercase/punctuation handling, standardized input. The LLMs prefer to use pre-trained
embedding techniques such as: word2vec, fasttext, GloVe and ELMo. These embedding
techniques are computationally intensive due to their transformer-based architecture.
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Key findings in terms of experimental results indicate that traditional machine learn-
ing techniques like SVMs perform well on small or concise texts datasets with simple
patterns but lack the nuanced understanding that LLMs bring to longer, context-rich text.
These models perform faster training but have limited accuracy on complex datasets.
However, these often struggle with context and word disambiguation. Pre-trained LLMs,
particularly when using zero-shot learning, not only matched but occasionally surpassed
traditional methods in accuracy and detail, proving especially effective in interpreting
complex sentiments and providing detailed classifications beyond simple positive, neg-
ative, or neutral categories. These models capture contextual information, handle long
and nuanced sentences effectively. Moreover, these show better generalization to unseen
data due to their pre-training on massive data and computationally expensive but provide
state-of-the-art results.

The computational requirements of traditional machine learning models for consumer
sentiment analysis, such as SVMs, Naive Bayes, and random forest require moderate
computational resources. These models rely on less computationally expensive feature
extraction techniques like TF-IDF or Bag-of-Words but may struggle with contextual un-
derstanding. This makes these more suitable for small-scale applications or resources
constrained environment. On the contrary, LLMs like GPT demand significant computa-
tional resources due to their dependence on large-scale pre-training, fine-tuning, and the
use of transformer architectures with billions of parameters. During training, these models
require high-performance GPUs and large memory capacities which make them resource
intensive. However, fine-tuned pre-trained LLMs require considerably fewer computa-
tional resources than training models from scratch. Computational efficiency can be further
enhanced through model pruning, knowledge distillation, and inference optimization.

The bias in these models is also an important concern. Like machine learning models,
LLMs can inherit biases from the training data. Since these models are often trained on
large corpora of text, which can include biased or skewed content. As a result, LLMs might
produce biased outcomes when applied to the task of sentiment analysis for consumer
reviews, which can influence sentiment classification results.

This work has focused particularly on a consumer review dataset to evaluate the
performance analysis of traditional machine learning and pre-trained LLM models. In
future, the author has plans to work on some diverse datasets and case studies from
multiple industries, such as healthcare, retail, travel, education, and hospitality, etc.

5. Novelty of Approach

This study introduces a unique comparative analysis between pre-trained LLMs, and
traditional machine learning techniques specifically tailored for sentiment analysis on
product reviews. Unlike conventional NLP pipelines, which often focus exclusively on
one type of model or employ extensive custom training, our approach leverages a state-
of-the-art pre-trained LLM, GPT-4, without additional fine-tuning, thereby assessing its
zero-shot learning capabilities for sentiment analysis. This novel use of a pre-trained LLM
provides significant advantages in understanding nuanced sentiment without requiring
large amounts of task-specific data or training resources.

Our approach is distinct in its systematic comparison of sentiment analysis efficiency
across different text lengths. By examining both short, concise reviews and longer, context-
rich text samples, we aim to establish the optimal model type for each scenario. This
study demonstrates that SVM are effective for shorter text, while LLMs, particularly GPT-4,
outperform traditional models in analysing more complex, lengthier texts.

Furthermore, this study introduces an analysis of LLM explainability within the
sentiment analysis domain. Unlike traditional models, which function as “black boxes”
and provide limited insight into their classifications, GPT-4 offers clear explanations of its
sentiment predictions. This explainability feature is crucial for business applications, as it
enhances transparency, builds trust in Al-driven decision-making, and allows organizations
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to understand the rationale behind sentiment classifications, particularly in nuanced cases
such as mixed sentiments.

These novel elements contribute to a deeper understanding of how pre-trained LLMs
can be effectively integrated into business strategies for sentiment analysis, highlighting the
balance between computational efficiency, interpretability, and accuracy in model selection.

6. Limitations and Future Improvements

This section covers the limitations of the existing work which is performed in this
research and suggests improvements for future work.

6.1. Limitations

The research primarily utilized a public dataset, which may not fully capture the
intricacies and specific characteristics of private datasets that organizations might use
when applying these methods in-house. Using public datasets limits the ability to test the
model under varied, real-world conditions that are more tailored to specific business needs,
potentially affecting the generalization of the approach.

The implementation of sentiment analysis using OpenAl’s GPT-4 involves significant
costs, which increase as the record count increases. This cost factor can become a major
barrier, especially for extensive data analysis in larger organizations or for applications
requiring frequent updates and processing of large volumes of data. The choice between the
two approaches depends on the dataset size, computational resources, and the complexity
of the sentiment analysis task.

6.2. Future Improvements

To manage costs more effectively, the research could explore the use of open-source
LLMs like LLama2. While hosting these models may incur some costs, overall, the usage
expenses would be significantly reduced compared to proprietary models like GPT-4.
This approach would also allow for greater customization and flexibility in model tuning
and application.

The analysis time with LLMs could be improved by adopting a multi-threading
approach and employing more powerful computing resources. This would not only speed
up the processing time but also enhance the efficiency of the analysis, allowing for real-time
or near-real-time sentiment analysis applications.

To further refine the performance and adaptability of the LLMs, few-shot training
techniques could be implemented. This method would enable the models to better adapt
to specific linguistic nuances or industry-specific jargon with minimal training examples,
improving accuracy and reducing the need for extensive datasets.

These future directions aim to address the current limitations by reducing costs,
enhancing processing capabilities, and increasing the adaptability of sentiment analysis
models to better meet the diverse needs of various organizations and applications.

7. Conclusions

This research has successfully demonstrated the application of traditional machine
learning and LLM techniques in sentiment analysis. It provides valuable insights for
companies to understand customer perceptions of their products. The study explored two
different data features the” Review” and” Summary” and utilized both traditional machine
learning methods and advanced LLMs to analyze sentiments expressed in product reviews.

These advancements present a compelling case for integrating LLMs into business
strategies for sentiment analysis. By adopting these models, companies can achieve a
deeper and more accurate understanding of customer feedback, which can lead to better
informed business decisions and improved product offerings.

This research underscores the potential of machine learning in transforming data into
actionable business insights, paving the way for more sophisticated analysis techniques
that can dynamically adapt to the complexities of human language and sentiment. As
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technology evolves, the integration of such Al tools will undoubtedly become a cornerstone
in the strategic development of customer-centric business models.

Future research could focus on cost-effective sentiment analysis by utilizing open-
source LLMs like LLaMA 2, which, despite some hosting costs, would reduce overall
expenses compared to proprietary models like GPT-4 while allowing for customization
and flexibility. Enhancing computational efficiency through multi-threading and more
robust computing resources could also improve analysis speed, enabling near-real-time
applications. Additionally, incorporating few-shot training techniques would refine model
adaptability, helping LLMs better understand specific linguistic nuances or industry jargon
with minimal examples, thus boosting accuracy and reducing the reliance on extensive
datasets. Together, these improvements aim to reduce costs, enhance efficiency, and increase
adaptability to meet diverse organizational needs.
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