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Municipal water supply system (WSS) consist of different pumping stages viz.

intake, water treatment plant (WTP) and intermediate pumping station (IPS).

Usually, the power supply for WSS is obtained through public power tapping

sources. However, this often leads to load shedding and disruption of the water

supply. This paper focuses on the concept, considering WSS as a multi-source

multi-area microgrid scheme, this includes renewable energy sources (RES) such

as solar, wind, etc. Moreover, the study incorporates a Battery Energy Storage

System (BESS) and a Diesel Engine Generator (DEG) to provide power supply

during peak demand at each pumping station. Frequency control is essential for

optimizing system performance. This paper proposes Enhanced Harris Hawks

Optimization Algorithm (EHHO) based PID controller for regulating the frequency

in the multi-microgrid-based water supply system. The proposed controller is

implemented in MATLAB simulation software, and its response is compared with

other optimization methods such as Particle SwarmOptimization (PSO) and Grey

Wolf Optimization (GWO). Moreover, implementation and comparison of higher

degree order controller such as 3DOF-FOPIDN controller and 3DOF-TIDN

controllers are tested under PSO method to observe the performance as well

as robustness of the controller. The results indicate that the proposed controller

provides better performance in controlling the load frequency deviation, thus

improving the efficiency and reliability of the multi-microgrid system for

consideration of municipal water supply.

KEYWORDS

multimicrogrid, frequency control, PID contoller, enhanced harris hawks optimization,

3DOF-FOPIDN controller

OPEN ACCESS

EDITED BY

Zening Li,

Taiyuan University of Technology, China

REVIEWED BY

Sahaj Saxena,

Thapar Institute of Engineering & Technology,

India

Kenneth E. Okedu,

Melbourne Institute of Technology, Australia

*CORRESPONDENCE

Umit Cali,

umit.cali@ntnu.no

Taha Selim Ustun,

selim.ustun@aist.go.jp

RECEIVED 18 February 2024

ACCEPTED 25 March 2024

PUBLISHED 18 April 2024

CITATION

Rohmingtluanga C, Datta S, Sinha N, Singh KR,

Deb S, Cali U and Ustun TS (2024), Enhanced

harris hawks optimization based load frequency

control of multi area microgrid based water

treatment plant with consideration of 3DOF-

(FO-PIDN)/(TIDN) controller.

Front. Energy Res. 12:1387780.

doi: 10.3389/fenrg.2024.1387780

COPYRIGHT

© 2024 Rohmingtluanga, Datta, Sinha, Singh,

Deb, Cali and Ustun. This is an open-access

article distributed under the terms of the

Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other

forums is permitted, provided the original

author(s) and the copyright owner(s) are

credited and that the original publication in this

journal is cited, in accordance with accepted

academic practice. No use, distribution or

reproduction is permitted which does not

comply with these terms.

Frontiers in Energy Research frontiersin.org01

TYPE Original Research

PUBLISHED 18 April 2024

DOI 10.3389/fenrg.2024.1387780



1 Introduction

In some cases, industrial plants such as water treatment facilities

may not be connected to the main electrical grid and must rely on

conventional Diesel Engine Generators (DEG) during power

outages (Rohmingtluanga et al., 2022; Rohmingtluanga et al.,

2023). However, the use of DEG alone is known to be expensive

and contribute to greenhouse gas emissions. As a result, renewable

energy sources (RES) have become a primary focus for reducing

greenhouse gas emissions and conserving energy (Wentzel et al.,

2012). Nevertheless, combining RES with existing DEG systems can

be a complicated process, requiring advanced control and other

reliable system such as energy storage systems to optimize for their

intermittency. Additionally, strategies for complex control is

required to affirm stable operation, especially for critical loads

like water treatment facilities (Tchobanoglus et al., 2003; Baghaee

et al., 2017). One effective method of integrating RES generation into

the electric power system is through the use of microgrid systems

(Zhang et al., 2016; Latif et al., 2020). A microgrid system is a small-

scale power system that includes energy sources, interconnected

loads, and energy storage systems (ESSs) within a defined electrical

area. It can be operated in either a grid-connected or islanded mode

(Sreedharan et al., 2016), where the voltage and frequency variations

in grid-connected mode are controlled by the utility grid, while

regulation in islanded mode is achieved through solar and wind

energy compensation (Kikusato et al., 2022). Moreover, a novel

concept of a multi-microgrid (MMG) system has been introduced,

which consists of multiple interconnected microgrids for mutual

power supply (He et al., 2017). In a microgrid system, reliable

operation is ensured through three levels of hierarchical control:

primary, secondary, and tertiary control. A conventional method

(the primary droop control), is responsible for maintaining the

microgrid voltage and frequency in islanded mode, enabling the

DGs to share reactive and active power with no links of

communication. However, this may result in frequency deviation

(Dey et al., 2020).

The fluctuating and unreliable power production of RESs can

lead to an imbalance between power generation and demand,

causing frequency disturbance and threatening grid security

(Chakraborty et al., 2022). Maintaining a desirable range of load

frequency is therefore a major task for power engineers. Load

frequency control (LFC) aims to regulate system frequency while

consuming fewer fuels and increasing battery lifetime (Babazadeh

and Karimi, 2013). The Load Frequency Control (LFC) plays an

important function in power systems since it not only reduces

frequency deviation to zero in the case of a system disruption,

but it also guarantees that the power transferred on the tie-line

among linked power systems remains at the value used as a reference

(Barik et al., 2021). Therefore, the use of energy storage systems

(ESSs) is considered as one of the best solutions to ensure the quality

and reliability of the power system (Abdolrasol et al., 2021). Because

of its low daily self-discharge rate, quick reaction time, and high

cycle efficiency, rechargeable battery packs are widely used in

independent power systems (Li et al., 2008). To improve the

response of Load Frequency Control (LFC) on the DGs of

islanded MG, several controllers such as ordinary PID control,

smart control, adaptable control, resilient control, and MPC

control have been used (Chauhan et al., 2021). The existing

controllers for Load Frequency Control (LFC) are found to be

inadequate. Therefore, in order to maintain load frequency

within the nominal value, a PID controller based on the EHHO

approach is proposed in this paper. The proposed controller is

designed specifically for a multi-microgrid-based water

treatment plant.

The focus of this paper is to address frequency issues and

deviations, which are commonly observed in existing power systems

as well as in multi-area microgrid systems. To control the frequency at

the desired value, the study proposed an Enhanced Harris Hawks

Optimization Algorithm (EHHO)-based PID controller. The controller

considered SPV, small hydro (SHG), BESS, and DEG as power sources

for peak demand. The proposed controller was implemented in

MATLAB, and its performance was analysed and compared with

existing techniques such as PSO and GWO. This paper also aims to

improve the performance of the system and comprehension by

introducing various controllers, including PID, 3DOF-FOPIDN, and

3DOF-TIDN, and optimizing their parameters through PSO algorithm.

Additionally, the study conducts stability and robustness analyses.

Based on the above, the main contribution of this paper are

as follows:

1) Working on energy-water, nexus, it considers each pumping

station as a three-area WTP based microgrid system.

2) To implement various DGs such as solar, wind Battery and

Diesel engine on each pumping stations of the

microgrid system

3) To adapt and apply Enhanced Harris Hawks Optimization

Technique and compare the performance with conventional

optimization techniques

4) To implement 3DOF-FOPIDN, 3DOF-TIDN controller and

compare the performance with conventional controller

5) To perform stability and robustness analysis of the proposed

controller

This study highlights the importance of incorporating advanced

control systems into critical water and energy infrastructure. This

aligns with the increasing recognition of these sectors as crucial

components in various jurisdictions, such as the European Union’s

NIS 2 Directive.

The rest of the paper is organized as followed: Section-2

discussed the mathematical modelling of the proposed system,

Section-3 highlights the frequency controller (fc), Section-4

discussed PID controller and various optimization techniques,

tuning optimal parameters of PID controller using EHHO is

discussed in Section-5. Analysis of the proposed controller is

highlighted in section-6, in section-7 Implementation of

proposed controllers such as 3DOF-FOPIDN and 3DOFTIDN

controllers is discussed and Section-8 discussed Stability analysis

and Robustness analysis. Lastly the paper is concluded in Section-9.

2 Mathematical modelling

2.1 Wind turbine generator

Wind turbines are typically used to harness kinetic energy

derived from wind and convert it into mechanical energy

Frontiers in Energy Research frontiersin.org02
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(Yammani and Maheswarapu, 2019). This mechanical energy is

subsequently transmitted to the generator’s rotor through a shaft,

and the generator converts the mechanical energy into electrical

energy. The mathematical representation of the mechanical output

of a wind turbine is shown in Equation 1.

PT �
1

2
ρACP λ, β( )V3

ω (1)

where, Pm represents mechanical power derived from the rotor shaft,

Pw is the power of wind content in the virtual stream tube consisting

Wind turbine (Karimi et al., 2016). Figure 1A represents the WTG

first-order transfer function block.

2.2 Photo Voltaic cells

A SPV system is a power generation system that converts

sunlight directly into electricity, and can be used for both grid-

connected mode and standalone. The increasing popularity of SPV

systems in current years can be attributed to government policies

that encourage their use, the increased demand for power, concerns

regarding the environment, cheap operational costs, and the lack of

fuel expenses. The amount of power output from a SPV system is

dependent on the solar irradiance, ambient temperature, and the

conversion efficiency of the SPV panel (Obaid et al., 2019). SPV

power output (W) can be given as,

Ppv s t( )( ) � ηcells*FF*V*I (2)

Similarly, the terminal voltage can be given as,

V � Voc + Kvt*Tct (3)

Also, the fill factor is given as,

FF �
Vmp*Imp

Voc*Isc
(4)

Where, Vmp is the voltage at maximum power in V, Imp is the

current at maximum power in A, Voc is the open-circuit voltage in V,

Kvt is the voltage temperature coefficient in mV/°C, where, ηcells is

the number of SPV cells.

Similarly, the current (A) is given as,

I � s t( )* Isc + Kct* Tct − 25( )[ ] (5)

Where, Isc is the short-circuit current in A, Kct is the current

temperature coefficient in mA/°C, Tat is the ambient temperature

in °C, s(t) is the random irradiance, NOCT is the nominal cell

operating temperature in °C.

The cell temperature in °C is given as,

Tct � Tat + s t( )*
NOCT − 20

0.8
[ ] (6)

The SPV power’s first-order transfer function model is given

in Figure 1B.

2.3 Diesel engine generator

Diesel generators are a common component in power systems

that are used to meet the electricity needs of consumers. These

FIGURE 1

(A) WTG first-order transfer function block, (B) SPV power’s first-order transfer function model.

FIGURE 2

(A) DEGs transfer function first order block, (B) the BESS transfer function first-order block.
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generators offer reliable and long-lasting power solutions for

applications ranging from prime power to standby power. Diesel

generators are used as backup power sources, emergency and

reserve, etc. due to its unique features such as availability, rapid

start-up, consistency, robustness, and black start ability (Zhang

et al., 2017). Despite some drawbacks, these features make diesel

FIGURE 3

(A) GWO hierarchy (B) Flow chart of GWO algorithm.

TABLE 1 Strategies of HHO Exploitation phase.

Strategies Equations Descriptions

Soft besiege P(s + 1) � ΔP(s) − E|iPrabbit(s) − P(s)| Where x ≥ 0.5 and |E| ≥ 0.5, Where ΔP(s) represents the variance in the rabbits position vector

and i � 2(1 − x
5
) is the strength representing the random jump of the rabbit during the escaping

process, where x5 (0,1) represents a random number. In each iteration the value of i changes in

order to simulate the motions of the rabbit

ΔP(s) � Prabbit(s) − P(s)

Hard Besiege P(s + 1) � Prabbit(s) − E|ΔP(s)| When the value of x is greater than or equal to 0.5 and the value of E energy is less than 0.5The

prey has low energy and very tired to escape, the hawks approach the prey with caution and

perform a surprise pounce to catch it

Soft besiege with rapid progressive

dives

Q � Prabbit(s) − |iPrabbit(s) − P(s)| The subsequent movement of the hawks in delicate siege and advanced fast dives uses the

leapfrog scheme shown in equation, where d represents the problem dimensions, M represents

the random vector of the size of 1xd, lf is the levy flight functionR � Q +M.lf(d)

Hard besiege with rapid

progressive dives
P s + 1( ) �

Q ifF Q( )<F P s( )( ),
R ifF R( )<F P s( )( )

{ The equation shows the hawks position in the next iteration. Q and R are calculated using

equations

Where

Q � Prabbit(s) − E|iPrabbit(s) − P(s)|

R � Q +M.lf(d)
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generators a popular choice in certain locations. The rate of fuel

consumption of a diesel generator at any given time t is directly

related to its output power, and can be represented mathematically.

F � F0.Ydg + F1.Pdg (7)

Where, F0 is the fuel curve intercept coefficient (units/h/kW), F1
is the fuel curve slope (units/h/kW), Pdg is the electrical output of the

generator (kW) and Ydg is the rated capacity of the generator (kW).

The DEG model of the first-order transfer function block is

represented in Figure 2A shown below. Using the governor control

action DEG maintains the equilibrium between demand for

electricity and production in an independent microgrid owing to

variations in solar and wind power.

2.4 Battery energy storage system model

BESS are frequently employed for enhancing autonomous

MG’s primary frequency control. DEG is often in charge of the

principal frequency control duty. DEGs, on the other hand, have a

prolonged time constant and gradual respond to frequency

fluctuations, which can result in significant overshoot (Adefarati

et al., 2017). BESS can be added into the system to solve this issue

and improve the primary frequency response. The state of charge

of BESS at any time t, as well as the limits state of charge of the

BESS as a function of optimal BESS capacity ESS
cap
bess, are calculated

as follows:

SOC t( ) � SOC t − 1( ) 1 − Sbess( ) + Pch
bess t( )*ηcbess −

Pdis
bess t( )

ηdbess
(8)

SOCbess
min � 0.2*ESS

cap
bess (9)

SOCptes
max � 0.8*ESS

cap
bess (10)

Where, the present and earlier energy capacity of the BESS are

represented as SOC (t) and SOC (t-1) over one-time step and the

rate of self-discharge is represented as Sbess. The BESS charging and

discharging of power are represented as Pch
bess and P

dis
bess which are the

characteristics of the electric power supply system’s surpluses and

shortfalls, correspondingly. ηcbess and ηdbess are the BESS discharging

and charging efficiencies.

The BESS transfer function first-order block is given in

Figure 2B. Also, negative of ΔF represents Discharging and

positive of ΔF represents Charging of the BESS with respect to

the system frequency.

FIGURE 4

(A) Visualization of HHO tracking with vector addition (B). Flow chart of HHO algorithm.
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3 Frequency controller (FC)

Before implementing controller design for an optimization

technique, it is important to establish the fitness function. There

are several performance indices that are commonly used in design of

the controller. In this paper, the fitness function used is the integral

time absolute error (ITAE), as presented in Eq. 11 for interconnected

multi area microgrid unit (Hossain et al., 2019). Despite load

disturbances, the goal is to achieve practically zero deviation in

frequency and tie-line power flow fluctuations.

ITAE criteria are used as the fitness function in this work to fine-

tune the PID controller gains. Because ITAE creates lower overshoots/

undershoots as well as fluctuations, it is recommended over other

performance indices. ISE, on the other hand, has a reduced overshoot as

well as a longer settling time, IAE has a slower reaction than ISE in

design of Load frequency controller, and ITSE has a bigger controller

response for abrupt changes in supply. Eq. 11 defines the fitness

function ITAE, whereas Eq. 12 defines the PID controller’s gain bounds.

Fitness = Minimize {ITAE}

� Min ∫
T

0

ΔFi || + ΔPtie−line,ij

∣∣∣∣∣∣∣∣( ) . . . t.dt
⎧⎪⎨⎪⎩

⎫⎪⎬⎪⎭ (11)

Subjected to PID gain limits,

Kp
min

≤Kp ≤Kp
max

Ki
min

≤Ki ≤Ki
max

Kd
min

≤Kd ≤Kd
max

⎫⎪⎬⎪⎭ (12)

The variables i and j are being utilized in this context to denote

area numbers. More specifically, i is limited to the values 1, 2, and

3 while j is restricted to 2 and 3. Additionally, it should be noted

that i and j cannot be equivalent (i.e., i is not equal to j).

Furthermore, the terms “min” and “max” are being employed

to represent the lowest and highest values of various parameters of

the controllers.

The regulation of frequency deviation is commonly achieved

by utilizing PID controllers. However, it is frequently seen that

the PID controller performance in regulating frequency deviation

is insufficient to achieve the desired level of accuracy (Mishra

et al., 2020). Therefore, the parameters of the PID controller such

as Kp, Ki, and Kd are adjusted appropriately to enhance its

performance in regulating frequency deviation. Therefore, in

this paper, a technique-based PID controller has been

introduced and tuned using the EHHO technique to regulate

frequency deviation.

FIGURE 5

Proposed system simulink diagram.
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FIGURE 6

(A) Load Deviation frequency deviation, (B) Output power of DEG and BESS, (C) Frequency deviation of area-1 in Hz, (D)Output power of area-1 in

pu, (E) Frequency deviation of area-2 in Hz.
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4 Optimization techniques

4.1 PSO optimization

Kennedy and Eberhart introduced the PSO algorithm as an

evolutionary optimization technique, inspired by animal social

behaviors, such as the movement of schools of fish or flocks of

birds, in finding food and avoiding predators. These creatures

possess remarkable traits that are functional and have been

optimized through many iterations of a vast optimization

algorithm in the DNA of living beings (Nayak et al., 2023).

Consequently, the PSO Algorithm, like other intelligent

optimization algorithms, is influenced by nature. The

algorithm employs random numbers and is structured in the

following way:

The PSO algorithm can be broken down into six steps. The

first step is the initialization of the population, which creates a

random number to serve as the starting location for each particle

or sequence’s motif candidate. Step 2 calculates the fitness value

for each particle, and parameter pBest stores the particle with the

FIGURE 7

(A) total output power of area-2 in pu, (B) Frequency deviation of area-3 in Hz. (C) Total output power of area-3 in pu.
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highest fitness value. In Step 3, the global maximum fitness value

(gBest) is updated. Step 4 involves calculating velocities using a

randomization approach. In Step 5, each particle’s new location is

updated using a velocity value. Finally, Step 6 pertains to the

termination condition, where the process flow is terminated if the

condition is satisfied. Otherwise, the process flow will be repeated

from Step 2.

4.2 GWO optimization

Grey wolves are known to be highly skilled predators that

excel at locating prey. Their social hierarchy, as depicted in

Figure 3A, is a fascinating characteristic of these animals. The

group is organized into a rigid dominating structure, with the

most powerful member of the pack being the Alpha, which can be

FIGURE 8

Tie line power deviation (A) area-1 and area-2, (B) area −2 and area-3 (C) area-1 and area-3, (D) convergence plot of PSO.
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either male or female. The Alpha wolf makes critical decisions

about hunting, migration, sleeping locations, and eating (Ulutas

et al., 2020).

The Alpha wolf is not necessarily the strongest member of

the group but must be the best at controlling the pack,

emphasizing that dedication and society are more significant

than power. The beta wolf is the next level in the hierarchy, and

they assist the Alpha wolf in making decisions. When the Alpha

wolf becomes ill or dies, the beta wolf takes over as the leader.

The beta wolf also serves as the disciplinarian and counsellor to

the Alpha wolf. Delta, the third level in the hierarchy, is

dominant in omega but must report to the Alpha and beta

wolves. Scouts, carers, and hunters fall within the delta

category. Omega is at the bottom of the hierarchy and is

made the scapegoat, allowing them to eat last. These wolves’

absence can lead to internal strife and issues within the

group. The GWO flow chart, shown in Figure 3B, follows this

hierarchical structure (Gheisarnejad and Khooban, 2019).

5 Optimal tuning of PID controller
parameters using EHHO

An effective EHHO control strategy is presented in this section

for the regulation of load frequency deviation in MG environment.

The operation of PID controller is enhanced by optimally tuning

the PID parameters, including Kp, Kd, and Ki. To accomplish this,

EHHO is utilized to obtain the required values for these

parameters.

HHO algorithm is inspired by the hunting behavior of the

Harris’s hawks. The HHO algorithm is designed to mimic the

surprise pounce technique used by Harris’s hawks to catch prey.

The hawks cooperate and chase from random positions and surprise

its prey. This algorithm is preferred due to its simplicity and low

number of control parameters (Vafamand et al., 2019). The

proposed EHHO approach uses the PSO to boost the behavior of

the conventional HHO by improving the updating process. The

operation of EHHO is described in detail.

5.1 Exploration phase

In nature, Harris’s hawks use their powerful eyes to locate and

identify their prey, but sometimes, the prey may not be easily visible.

Therefore, the hawks perch, observe, and monitor the desert area for

several hours to detect a potential prey. In HHO, the candidate solutions

are considered as the hawks, and the finest results in each iteration is

measured as the target or the ideal prey. The hawks randomly perch on

various places and pauses to sight a target using two approaches. Firstly,

they perched along other family members of various locations (to attack

the prey while being close to each other), and the prey, which is

represented by Eq. 13 when j < 0.5. Alternatively, they perch on tall

trees randomly located within the group’s home range, as shown in

Equation (6 and (14) when j ≥ 0.5.

P s + 1( ) �
prand s( ) − x1 Prand S( ) − 2x2P S( )| | j≥ 0.5
Prabbit − Pm s( )( ) − x3 lb + x4 ub − lb( )( ) j〈0.5

{
(13)

From the above, Prand(s) is a randomly selected hawk, P(s + 1) is

the vector of hawks position in the consecutive iteration s, Prabbit(s)

represents rabbit (prey) location, P(s) is the vector of present hawks

position, x1, x2, x3, x4 and j (random numbers) are updated in each

iteration and are within (0,1), and Pm is the position of the present

hawks, ub is the upper bounds and lb is the lower bounds variables,.

The normal position of the hawks is shown in (14).

Pm s( ) �
1

n
∑n
i�1

Pi s( ) (14)

Where, s and n represent the total hawks and Pi(s) represents

the iteration location of each hawk and Eq. 11 is used to calculate the

fitness function.

5.2 Transition from exploration to
exploitation

The energy of the prey reduces significantly during its escape

behavior, and this is reflected in the prey’s energy equation. as below:

TABLE 2 Different parameters optimized with different algorithms.

Optimum PSO GWO EHHO Optimum PSO GWO EHHO

KTs1 0.6485 1.2498 0.7643 Kps3 1.2464 1.3654 1.8645

KTs2 0.1846 1.3486 1.2549 Kis1 0.2458 1.5462 1.6548

KTs3 1.4965 1.5879 0.9784 Kis2 0.9567 0.7846 0.9461

KIs1 0.0125 0.3248 0.1487 Kis3 0.4965 0.6478 0.2876

KIs2 1.2978 1.4879 1.6458 Ns1 1.8462 2.0189 2.7842

KIs3 1.2645 0.0489 0.2657 Ns2 2.8426 2.6742 2.1436

KDs1 0.3214 0.1458 0.5487 Ns3 4.1028 3.0456 2.7842

KDs2 0.8974 0.3456 0.2489 NTf1 167.4863 142.6872 128.4356

KDs3 1.2645 2.0216 0.1546 NTf2 201.5489 238.7268 102.4892

Kps1 0.6458 0.8974 1.0245 NTf3 15.4765 24.8462 32.4872
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E � E0 1 −
t

S
( ) (15)

The energy of a prey is given by equation E, where Eo is the

initial energy, t is the iteration, S is the iteration maximum

number. As the prey’s energy decreases during the escaping

behavior, it becomes less likely to escape. Hence, the hawks

adopt different strategies depending on the prey’s energy and

distance. Exploitation involves besiege of hard and soft with

FIGURE 9

(A)Output power of DEG in pu, (B)Output power of BESS in pu, (C) Frequency deviation of area-1 in Hz, (D) The total output power of area-1 in pu.
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FIGURE 10

(A) Frequency deviation of area-2 in Hz, (B) The total output power of area-2 in pu, (C) shows the frequency deviation of area-3 in Hz, (D) Total

output power of area-3 in pu.
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FIGURE 11

Tie line power of (A) area-1 and area-2, (B) area-2 and area-3, (C) area-1 and area-3, and (D) Tie line Power deviation of different area under EHHO.
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landing dives, while exploration involves searching particles

average locations.

5.3 Exploitation phase

The hawks done a rapid dive on the prey previously detected

in the iteration phase and the prey normally try to avoid danger,

and the chasing behavior of hawks varies in response to

different escaping behaviors. To model the attacking stage in

HHO, four possible strategies are proposed as shown in the

below Table 1.

The HHO algorithm has two strategies to attack prey: soft

besiege and hard besiege. The hard besiege has similar

characteristics to the soft besiege, but its Q and R conditions are

different. To visualize the HHO tracking, the vector addition

structure is used and shown in Figure 4A. Additionally, the flow

chart of the HHO algorithm is illustrated in Figure 4B.

In order to improve the efficiency of the conventional HHO

algorithm, an enhancement is proposed by integrating the velocity

updating equation of the PSO algorithm into the updating process

of HHO.

Vid � Vid + C1*rand( )* Pid −Xid( ) + c2*rand( )* Pgd −Xid( )
(16)

Where, Vid is the velocity of the hawk; Xid is the present hawk

position. Pid and Pgd shows pbest and gbest. rand () is a random number

inside (0,1). cL, c2 are learning factors. Normally used as c1 = c2 = 2.

6 Analysis

Performance analysis of the EHHO control scheme is done for

controlling frequency deviation in RES-based proposed WTP based

microgrids. The proposed LFC comprises various renewable energy

sources, including SPV, WTG, BESS, and DEG, and considers three

FIGURE 12

Comparison of convergence plot under PSO, GWO and EHHO optimization technique.

TABLE 3 Parameter values of each of the microgrid area-1, area-2 and area- 3.

Sl. No. Parameters Area-3 Area = 2 Area-1

1 WTG KWTG = 1.4, TWTG = 1.65 KWTG = 1.6, TWTG = 1.47 KWTG = 1.1, TWTG = 1.49

2 SPV KPV = 0.0235, TPV = 0.13 KPV = 0.1075, TPV = 0.047 KPV = 0.0065, TPV = 0.019

3 BESS KBES = 1.1, TBES = 0.45 KBES = 1.1, TBES = 0.24 KBES = 0.797, TBES = 0.899

4 Actuator Valve T1 = 0.045, T2 = 2.58, T3 = 3.45 T1 = 0.125, T2 = 1.482, T3 = 2.343 T1 = 0.035, T2 = 2.04, T3 = 2.45

5 DEG KE = 1.6, TB = 3.8 KE = 1.2, TB = 3.4 KE = 1.1, TB = 3.2

6 Speed Regulation Constant R1 = 6.5 Hz
P.UMW

, R2 = 6.5 Hz
P.UMW

R1 = 5.5 Hz
P.UMW

, R2 = 5.5 Hz
P.UMW

R1 = 5 Hz
P.UMW

, R2 = 5 Hz
P.UMW

7 Synchronizing power coefficient T12 = 0.245/9 T12 = 0.315/6 T12 = 0.225/7

8 Rotor Swing −1 KP1 = 54, TP1 = 16 KP1 = 50, TP1 = 21 KP1 = 58, TP1 = 19

9 Rotor Swing −2 KP2 = 54, TP2 = 16 KP2 = 50, TP2 = 21 KP2 = 59, TP2 = 19
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microgrid systems for each pumping station with tie line connections.

The proposed technique is implemented using MATLAB platform and

its performance is evaluated. To evaluate the frequency control

performance of the proposed EHHO-based PID controller, we

compare it with other existing methods, such as GWO and PSO.

Figure 5 shows the proposed system simulink diagram.

6.1 PSO based controller

In this sub section, PSO based controller performance is

discussed separately for each area of the microgrid sections

considering WTP. The values are derived from PSO based

multi-microgrid system. The performance of PSO based

controller for SPV, WTG, BESS, DEG, load deviation and

frequency deviation for each unit as well as tie line within each

area is shown in the following figures separately as shown below.

The PSO based controller has attained the average output power of

SPV and WTG as 0.25 p. u. and 0.36 p. u. respectively. Similarly,

the response of BESS and DEG are shown in the figure. The PSO

based controller has attained the load deviation between 1.25 p. u

to almost 2.1 p. u.Also, the PSO based controller performance for

frequency deviation has been attained almost zero value with

high deviation.

FIGURE 13

3DOF-FOPIDN structure.

FIGURE 14

3DOF-TIDN structure.
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FIGURE 15

Tie line frequency deviation of (A) area-1 and area-2, (B) area-2 and area-3, (C) area-1 and area-3, and (D) Change in power of area-2.
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6.1.1 Microgrid area-1
The performance of different power sources and load of

Microgrid area-1 under PSO is shown below. Figure 6A shows

load deviation in pu. Figure 6B shows output power of BESS and

Diesel Engine Generator, Similarly, Figure 6C shows frequency

deviation of area 1 in Hz, also, Figure 6D shows the total output

power of area-1 in P.U. and Figure 6E represents frequency

deviation of area-2 in Hz.

6.1.2 Microgrid Area-2 and area-3
Similar to area-1 The performance of different power sources

and load of Microgrid area-2 under Particle Swarm Optimization

PSO is shown in the figures. Figure 7A shows the total output

power of area-2 in P.U. Similar to area-1 and area-2, the

performance of Microgrid area-3 under PSO is shown in the

following figures. Figure 7B shows frequency deviation of area

3 in Hz, also, Figure 7C shows the total output power of area-

3 in pu.

6.2 Tie line values under PSO

The performance of the tie line values such as frequency

deviation and power of each of the Microgrid

area −1, −2 and −3 under PSO is shown in the following figures.

Figure 8 shows the tie line power deviation of eachMicrogrid such as

(a) area-1 and area-2 (b) area 2 and 3 (c) area-1 and area-3. Similarly,

the iteration for fitness function convergence of PSO is shown in

Figure 8D showing that at 50 iteration the PSO shows best

convergence result.

6.3 Comparative analysis

In this section the performance of the proposed controller and

existing controllers such as PSO, GWO and EHHO based controller

is compared and evaluated in this sub section. The comparative

performance of the proposed and existing controller for each

microgrid areas are shown and explained in the following sub

sections. The following Table 2 shows the optimized controller

parameters with different algorithms.

6.3.1 GWO based controller
The performance of GWO based controller for SPV, WTG,

BESS, DEG, load deviation and frequency deviation is shown and

discussed in the following figures, the output power of SPV and

WTG are 0.25 p. u and 0.36 p. u respectively. Also, the BESS and

DEG response are shown in the figure. The GWO based controller

has attained almost less load deviation compare to PSO. The GWO

based controller for frequency deviation performance has achieved

almost zero value with less deviation.

6.3.2 EHHO based proposed controller
The performance of EHHO based proposed controller compare

with PSO and GWO for SPV, WTG, BESS, DEG, load deviation and

frequency deviation of each microgrid area shows that the

performance of proposed controller is achieving better results.

The performance of the above controllers with respect to each

microgrid area in comparison with PSO and GWO is shown in

the following figures.

6.3.2.1 Microgrid Area-1

The performance of Microgrid area-1 under comparison of

different optimization method is shown in the following figures.

Figure 9A shows the output power of DEG and Figure 9B shows the

output power of BESS Similarly, Figure 9C shows the frequency

deviation of area-1 in Hz, also, and Figure 10D shows the total

output power of area-1 in pu. From the figure it can be stated that the

performance of EHHO shows better results compare to other

optimization techniques in area-1.

6.3.2.2 Microgrid area 2 and area 3

Similar to area-1, the performance of Microgrid area-2 and area-

3 under comparison of different optimization technique is shown in

the following figures. Figure 10 (a) shows the frequency deviation of

area-2 in Hz, also, and Figure 10B shows the total output power of

area-2 in pu. From the figure it can be stated that the performance of

EHHO shows better results compare to other optimization

techniques in area-2. Likewise, Figure 10C shows the frequency

deviation of area-3 in Hz, also, and Figure 10D shows the total

output power of area-3 in pu. The output power and frequency

deviation compare to area-1 shows better results in area-2 and

area-3.

From the above figures, the proposed controller has attained

better results compare to PSO and GWO. The SPV andWTG output

for each area are not shown in the comparison due to stand alone

configurations. As shown in the figure the response of the DEG and

BESS tries to compensate the varying load and produce the

corresponding output as per requirement of the system. The

response of each area show better steady state with less variations

under EHHO optimization schemes. Also, the frequency and output

power of each area shown in the figure represents each response of

area-1, -2 and -3. It can be seen that the proposed controller shows

better results under different loads. The proposed controller is

accurately minimize the load frequency deviation, i.e., the value

of proposed controller has been almost converged to zero with less

steady state error when compared to other methods such PSO and

GWO. Therefore, the proposed controller has outperformed than

existing techniques such as PSO and GWO.

6.4 Tie line values

The tie line of a transmission system is defined as the connecting

point or parts of different transmission line or different sub-systems,

here in microgrid system a tie line represents the connecting points of

two or more area or branch for exchanging power for the whole

microgrid system. the performance of each three Microgrid area

under comparison of different optimization technique is discussed

and shown in the previous subsections. However, comparison of each

optimization technique in the tie line between each microgrid area is

discussed in this section and the following figure shows tie line power

and frequency. Figure 11 shows the tie line output power of (a) area-1

and area-2 (b) area-2 and area-3 and (c) area-1 and area-3. From the

figure it can be stated that the performance of EHHO shows better

results compare to other optimization techniques in area-3.
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Figure 11D shows tie line power deviation of different area under

EHHO. Moreover, Figure 12 shows convergence plot comparison of

PSO, GWO and EHHO optimization technique. The convergence

curve shows that the fitness function for EHHO is low compared to

other optimization technique and also converge faster. Also, Table 3

shows the parameters of each area of the microgrid system.

7 Implementation of proposed
controllers

7.1 3DOF-FOPIDN control structure

The PID controller is widely recognized as the foundational and

primitive control technique that the field of control has ever

developed. However, it has been observed that this controller

may not perform well when the system is exposed to parameter

changes, uneven disturbances, or non-linearities. To address these

complications, the FO based-PID controller has been integrated

with the concept of higher DOF. This integration provides

additional features for tuning the controller and enhances its

operating capabilities (Yousri et al., 2020).

To incorporate extra inertia and other important control, a

fractional order controller (specifically, the double-stage FOPID (1 +

PI) controller) has been employed. The proportional derivative (PD)

component of the controller delivers the extra inertia and damping,

while the integral (I) component offers additional regulator to the

system. As a result, the controller derivative portion enhances the

transient responses and improves the response of steady-state by

minimizing the error (Khokhar et al., 2021).

A 3DOF (3 Degree of Freedom) controller consists of three

independent feedback loops where three inputs, R(s), Y(s), and D(s),

are obtained from each of the loops. The 3DOF structure is

combined with a FOPIDN (Fractional Order Proportional

TABLE 4 Gain/weights/FO of controllers.

Gain PID controller 3DOF-FOPIDN 3DOF-TIDN

1 2 3 1 2 3 1 2 3

Kpx/tx 1.8500 1.4910 2.4600 3.1842 3.0802 2.8092 3.1842 3.0802 2.8092

Kix 1.8500 1.5430 2.2500 2.8241 1.7621 1.4614 2.8241 1.7621 1.4614

Kdx 1.8500 1.6820 1.7500 1.4632 2.4824 1.6324 1.4632 3.1284 1.4234

yx/B - - - 0.0468 0.0278 0.0628 0.0468 0.0486 0.0228

xx/C - - - 0.4328 0.3246 0.0426 0.4328 0.2446 0.0246

gx - - - 0.2495 0.4576 0.3458 0.2458 0.4876 0.6487

Nf/tf - - - 45.6289 85.6189 36.1289 35.5489 102.4529 46.1379

Η - - - 0.0482 0.1842 0.4641 0.2482 0.4142 0.6241

Ξ - - - 0.6289 0.0684 0.8824 0.0094 0.0684 0.4524

FIGURE 16

Comparison of Eigen value plot for proposed controllers.
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Integral Derivative with Notch) controller to form a 3DOF-FOPIDN

controller as shown in Figure 13. This new controller has an extra

independent loop, which helps in achieving a better response

compared to a 2DOF-FOPIDN controller.

The fractional calculus involves using differentiation and

integration with fractional-order or complex-order. Fractional

derivatives have an advantage in that they can inherit the

characteristics of the processes being modeled. The fractional-

order PID controller (FO-PID) is a transfer function written as

in Eq. 17.

Controllerresponse y( ) � DaΔF +KS−λΔF

+MaS
μΔF 0< λ≤ 1, 0< μ≤ 0( ) (17)

with gain constants, including a proportional part, Da, an integral

part, K, and a derivative part, Ma, with two fractional operators, λ

and µ. The actuating signal of the 3DOF-FOPIDN controller is

described by an equation, which takes into account the three inputs

from the independent loops. The transfer functions of the FOPIDN

controller is shown below.

U S( ) � yxkpx +
kix
Sη

+ xxkdxs
ξ Nf

Nf + Sξ
( ){ }R S( )

� −kpx +
kix
Sη

− kdxs
ξ Nf

Nf + Sξ
( ){ }Y S( )

� −gxkpx −
kix
Sη
−gxkdxs

ξ Nf

Nf + Sξ
( ){ }D S( ) (18)

7.2 3DOF-TIDN control structure

In control systems, the degree of freedom (DOF) refers to the

number of independent adjustments that can be made to the closed-

loop transfer functions. By utilizing a 3DOF controller, closed-loop

stability and dynamic response of the system can be improved while

minimizing the effect of disturbances. The proposed 3DOF-TIDN

controller is illustrated in Figure 14 which includes input reference

R(S), system disturbance D(s), 3DOF output Y(s), and system

output U(S). This controller is designed to enhance the dynamic

response of the system by reducing the number of oscillations,

minimizing deviation of frequency and tripping of power, and

maintaining system stability. It is also intended to improve the

damping ratio of the system in response to sudden loading changes

(Ahmed et al., 2022). The output of the controller in a closed-loop

configuration is mathematically expressed in an equation.

Y s( ) �
GCO s( )GP s( )

1 + GCO s( )GP s( )
GRC s( )[ ]R s( )

+
GP s( ) − GCO s( )GP s( )GFFC S( )

1 + GCO s( )GP s( )
[ ]D s( ) (19)

The GCO(s) is designed to limit certain parameters in the control

system, such as tilt, integral, derivative gain (KTs, KIs, KDs), tilt

parameter (Ns), and low-pass filter (NTf). The proportional (B)

and derivative (C) set point weights for R(s) are also represented

by the GCO(s), while the gain parameter of the GFFC Controller is

FIGURE 17

(A) Robustness frequency without solar in area-2, (B) Robustness Power without solar in area-2.
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represented by Gx. To determine the optimal gain values for the

controllers as well as parameters, an optimization algorithm is

utilized, specifically the Enhanced Harris Hawks optimization

algorithm, which minimizes the ITAE (Integral absolute error,

Time, and Absolute Error), while adhering to certain constraints.

These constraints include minimum and maximum bounds of 0 and

2 for the controller, 0 to 200 for the filters, and 2 to 3 for N.

KTs
Min

≤KTs ≤KTs
Max, KIs

Min
≤KIs ≤KIs

Max, KDs
Min

≤KDs ≤KDs
Max

NTf
Min

≤NTf ≤NTf
Max, Ns

Min
≤Ns ≤Ns

Max, c min Max

bmin
Max

minffff
Max

ff

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (20)

When choosing between the 3DOF FOPIDN and 3DOF TIDN

controllers for controlling three-degree-of-freedom mechanical

systems, several differences should be considered. Firstly, the

FOPIDN controller employs fractional calculus in its control

approach, whereas the TIDN controller uses integer calculus.

While the FOPIDN controller offers greater flexibility in

adjusting control parameters, the TIDN controller may be

simpler to implement. In terms of precision, the FOPIDN

controller is generally regarded as more accurate than the TIDN

controller due to its ability to utilize fractional calculus for control.

Additionally, the FOPIDN controller is more robust, allowing it to

effectively handle changes in the system or external disturbances.

However, its implementation may be more complex than the TIDN

controller, which relies on integer calculus and does not use notch

filters (Guha et al., 2020).

Ultimately, the performance of each controller will depend on

the specific application and the mechanical system being controlled.

In some situations, the TIDN controller may be sufficient, while in

others, the FOPIDN controller may be required for optimal

performance. Therefore, the selection between the two controllers

will depend on the specific requirements of the application and the

mechanical system being controlled. Analysis of the controller in

area-1, area-2 and area-3 are shown in the following figures.

Based on the analysis, the obtained results from Figures 15A–D

demonstrate that the 3DOF-DOPIDN controller proposed in the

study exhibits superior dynamic responses compared to other

controllers. It effectively reduces oscillation and settling time in

each area. Additionally, the controller helps to maintain the

generated incremental power in the area. As there is no additional

load demand, the total generated power in both areas remains at

0.04 p. u.MW. It also provides further insight into the controller’s

performance by showing the power generation by various sources in

area-2, which amounts to 2.5 p. u.MW peak in total.

Table 4 lists the gain values obtained for all three controllers

studied in this section.

8 Stability analysis and
robustness analysis

8.1 Stability analysis

To evaluate the stability of the system, an eigenvalue analysis is

conducted with and without various secondary controllers while

violating the contract. The eigenvalue plot is displayed in Figure 16

and listed in Table 5. The damping factor of the system is anT
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indicator of how quickly the system is damped. The damping factors

for the system are also provided in Table 5. The study examines

several secondary controllers, including PID, 3DOF-TIDN, and

3DOF-FOPIDN.

Upon analyzing the obtained eigenvalues, it was observed that the

uncontrolled system had some eigenvalues in the right half of the

s-plane, indicating instability. For the PID controllers, some of the

eigenvalues were zero alongwith negative real parts, indicatingmarginal

stability. However, it was observed from Figure 16 that the PID

controllers resulted in initial system oscillations, but the system

reached its steady-state value after some time. On the other hand,

for the 3DOF-TIDN and 3DOF-FOPIDN controllers, all eigenvalues

had negative real parts, indicating system stability. The damping ratio of

the 3DOF-TIDN controller was found to be higher than others,

indicating that the oscillation of the system may sustain for a

smaller duration with this controller. Based on this analysis, it can

be concluded that the 3DOF-FOPIDN controller provides more stable

performance compared to the other controllers considered in the study.

8.2 Robustness analysis

Robustness analysis is a method used to evaluate the ability of a

system, process, or product to maintain its performance even in the

FIGURE 18

(A),Robustness under different loading frequency area-1, (B) Robustness under different loading power area 1–3. (C) Robustness under different

loading (75% and 50%) frequency area-3.
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presence of uncertainties or changes in its operating conditions or

environment. This analysis involves subjecting the system to

different scenarios or inputs and analyzing its response to assess

its performance. The objective of robustness analysis is to determine

the system’s resilience and adaptability to various conditions and to

identify the sources of variability and uncertainty that affect its

performance.

The given passage describes a sensitivity analysis conducted

to assess the robustness of a proposed 3DOF-FOPIDN controller

by considering various scenarios and uncertainties. The analysis

involves varying the parameters value in the system, such as

varying the output of Wind, changing the system loading from

the nominal scenario, and disconnecting one of the microgrid

area. The results of the analysis are presented in Table 6, which

shows the gains as well as other parameters under different

scenarios. The system dynamics are then compared with the

corresponding gain values of the 3DOF-FOPIDN controller

equivalent to different conditions and their responses under

nominal conditions.

Table 6 presents the ideal gains and other constraints for the

3DOF-FOPIDN controller based on the results of the sensitivity

analysis. To compare the system dynamics, the gain values of the

3DOF-FOPIDN controller obtained under nominal conditions are

used to generate responses for different scenarios. These responses

are then compared to those obtained under changed conditions, as

shown in Figures 17A, B. Overall, the sensitivity analysis involves six

dynamic responses to evaluate the robustness of the 3DOF-FOPIDN

controller.

The system encountered a variation in its output, which

increased from 0.006 p. u.MW to 0.012 p. u.MW. The gains as

well as other constraints of the anticipated 3DOF-FOPIDN

controller, taking into account various uncertainties, are listed in

Table 6. To assess the controller’s robustness, its performance under

the changed conditions is compared to its response under nominal

conditions, using the gain values obtained from both scenarios. The

resulting dynamic responses are presented in the below Figures.

8.2.1 Varying load of the system
In this particular case, the system’s loading was intentionally

increased by 25% from its nominal value of 50% to examine the

robustness of the controller’s gain values obtained under nominal

conditions. Table 6 lists the gains as well as other constraints of the

anticipated 3DOF-FOPIDN controller for various loading

conditions. To assess the controller’s robustness, its performance

under the changed conditions is compared to its response under

nominal conditions, using the gain values obtained from both

scenarios. The resulting dynamic results are shown in

Figures 18A–C.

8.2.2 Varying wind in area-2
To evaluate the robustness of the proposed controller’s gain

values obtained at the nominal condition, the wind turbine in

TABLE 6 Optimum values of 3DOF-FOPIDN controllers at different system conditions and system parameters.

Optimum Variation in wind −25% system loading +25% system loading Disconnecting solar in area 1

Ktx1 1.6142 1.3254 3.1254 0.3216

Ktx2 0.4876 3.0802 2.8092 3.1842

Ktx3 0.3548 3.1245 2.3265 1.2874

Kix1 1.1457 1.7621 1.4614 2.8241

Kix2 0.3687 1.3548 1.3259 0.6542

Kix3 0.1358 1.3258 0.1234 0.3246

Kdx1 0.1358 2.4824 1.6324 1.4632

Kdx2 1.3547 2.1546 2.3458 1.9753

Kdx3 1.1548 1.3254 2.3178 1.3246

B1 0.4248 0.0278 0.0628 0.0468

B2 0.3485 0.3254 0.0032 0.3256

B3 0.1466 0.3246 0.3648 0.0024

C1 1.0328 0.3246 0.0426 0.4328

C2 2.1789 1.2334 1.3249 3.2165

C3 1.8462 0.3289 2.1323 3.1247

gx 2.4275 0.4576 0.3458 0.2458

Ntf1 145.6289 185.6189 136.1289 15.5263

Ntf2 102.0482 87.6142 186.6312 112.2382

Ntf3 164.6289 176.8064 184.8623 45.1094
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area-2 were disconnected, while considering the system loading

and power generation in all areas. The gains as well as

constraints of the anticipated 3DOF-FOPIDN controller in

this scenario are shown in Table 6. To validate the

controller’s robustness, the system responses were compared

using the gain values of the 3DOF-FOPIDN controller

equivalent to changed conditions with the results obtained

under nominal conditions. The total power generation

microgrid in area-2 is depicted in Figures 19A, B.

9 Conclusion/analysis

This paper introduces a novel approach to controlling frequency

deviation in a multi-microgrid system with RES and DEG, taking

into consideration the power supply of a WTP with various

pumping and power stations. The proposed system incorporates

different energy sources such as DEG, SPV, WTG, and BESS as

power sources for each area of the microgrid system. To enhance the

performance of the PID controller, the tuning parameters are

optimally selected using the EHHO method. The performance of

the proposed controller is then compared to existing techniques,

such as PSO and GWO, usingMATLAB software. Load demand and

frequency are used to analyze and evaluate the performance of the

proposed controller. The results show that the proposed EHHO-

based PID controller effectively regulates the load frequency

deviation in a RES-based multi-microgrid system. In comparison

to PSO and GWO, the proposed controller outperforms these

existing techniques, demonstrating better performance for

controlling load frequency deviation.

Furthermore, the paper discussed about the design of an ideal

control method using a 3DOF-FOPIDN controller based on PSO

algorithm to improve system dynamic performance. The outcome

indicates that the 3DOF-FOPIDN controller shows better results

compare to other secondary controllers viz. 3DOF-TIDN in

reducing oscillations, settling time, and tie line deviation of

power. Finally, the study shows that the 3DOF-FOPIDN

controller is robust enough to handle uncertain oscillations as

well as changes, such as the removal of Solar, discrepancy of the

wind speed, and changing the inertia of the system, without needing

repeated resetting of controller parameters.
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FIGURE 19

(A) Variation in wind turbine output considering frequency of area-1, (B) Variation in wind output considering change in power of area-1 and area-2.
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