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The Casimir effect, which predicts the emergence of an attractive force between two parallel, highly
reflecting plates in vacuum, plays a vital role in various fields of physics, from quantum field theory
and cosmology to nanophotonics and condensed matter physics. Nevertheless, Casimir forces still
lack an intuitive explanation and current derivations rely on regularisation procedures to remove
infinities. Starting from special relativity and treating space and time coordinates equivalently,
this paper overcomes no-go theorems of quantum electrodynamics and obtains a local relativistic
quantum description of the electromagnetic field in free space. When extended to cavities, our
approach can be used to calculate Casimir forces directly in position space without the introduction
of cut-off frequencies.

PACS numbers:

I. INTRODUCTION

Since its initial discovery, the Casimir effect [1], which
predicts an attractive force between two highly reflect-
ing plates in vacuum, has received a lot of attention in
the literature [2–7]. Despite not having a counterpart in
classical electrodynamics, recent experiments confirm its
predictions [8–13]. Nevertheless, there is still some con-
troversy surrounding the origin of this effect [14, 15]. For
example, the standard derivation requires regularisation
procedures before identifying a finite contribution to the
zero point energy of the electromagnetic (EM) field which
depends on the mirror distance D [16]. Moreover, the
standard derivation simply assumes that the plates re-
strict the quantised EM field inside the cavity to standing
waves with a discrete set of so-called resonant frequencies.
However, standing wave mode models cannot take into
account from which direction light enters an optical cav-
ity and therefore cannot reproduce the typical behaviour
of Fabry-Perot cavities which have maximum transmis-
sion rates for resonant light [17]. Discrete mode models
also imply that no light is permitted inside a cavity with
mirror distances well below typical optical wavelengths,
which contradicts recent experiments with nanocavities
[18]. To fully capture all aspects of optical cavities, an
alternative approach is needed.

The common view of the quantised EM field as a col-
lection of energy quanta with well-defined wave vectors
k, positive frequencies ω = c|k|, energies ~ω and polarisa-
tions λ = H,V can be traced back to Planck’s 1901 mod-
elling of black body radiation [19] and Einstein’s 1917
analysis of the photoelectric effect [20]. Using a canonical
quantization prescription, textbooks usually obtain ex-
pressions for the basic field observables by expanding the
vector potential A of the classical EM field into a Fourier
series. Its coefficients are then replaced by photon cre-
ation and annihilation operators with bosonic commut-
ation relations [16, 21, 22]. For light propagating along
the x axis, these excitations describe wave packets trav-
elling with the speed of light c in a well-defined direction

[23]. Despite being relativistic, they evolve according to
a Schrödinger equation with a Hamiltonian which coin-
cides with their positive energy observable.

Within the above formalism, it has been challenging
to establish a local theory of light without ambiguities.
Several no-go theorems have been put forward regard-
ing the localisability of its elementary particles [24–29].
The main contributor to these difficulties is the lack of
a position operator for the photon, which leaves no clear
candidate for a single photon wave function [30–34]. In
spite of these complications, a local description of the
EM field would lend itself naturally to the modelling of
locally-interacting quantum systems and other quantum
optics experiments [35, 36]. Consequently a lot of effort
has been made to introduce more practical notions of
localisability and, in some cases, make alterations to the
current formalism such that localisation becomes possible
(cf. e.g. [37–42] and Refs. therein).

Recently, we introduced a description of the quantised
EM field in terms of local annihilation and creation op-

erators, asλ(x, t) and a
†
sλ(x, t), in the Heisenberg picture

with x and t denoting the spacetime coordinates of local
field excitations and with s = ±1 and λ = H,V indic-
ating the direction of propagation and the polarisation
of the associated field vectors [42, 43]. To overcome the
above localisability issues, we had to double the Hilbert
space of the quantised EM field and allow for positive-
and negative-frequency solutions in its momentum-space
representation (see also Refs. [38–41, 44, 45]). There
now appear to be two different types of Hamiltonians:
the positive energy observable Henergy and the dynam-
ical Hamiltonian Hdyn which has positive and negative
eigenvalues and governs the dynamics of wave packets.
As it has been previously noted by other authors, a dy-
namical Hamiltonian which is not bounded from below
is needed to guarantee causality [46].

The purpose of this paper is two-fold. Firstly, we sup-
port the validity of a local field quantisation approach
[42, 43] using ideas from special relativity. As we shall see
below, it allows us to account for the two distinct types of
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Figure 1: a. Illustration of the two distinct types of dynamics of local wave packets of the quantised EM field. In the case of
light propagation in one dimension, an initial wave packet of any shape can move in the direction of the positive and in the
direction of the negative x axis. When travelling at the speed of light it follows one of two null geodesics along the boundary of
the light-cone. b. Spacetime diagram depicting the dynamics of blips (represented by spheres) inside an optical cavity. Local
excitations now pass through the same position many times.

dynamics of wave packets which travel along the x axis:
As illustrated in Fig. 1(a), a wave packet of any shape can
move either to the left or to the right. Secondly, we apply
our approach to the modelling of the quantised EM field
between two parallel mirrors and re-derive the Casimir
effect for light propagation in one dimension. Instead
of imposing the boundary condition of vanishing electric
field amplitudes on the mirror surface by restricting the
EM field inside the cavity to standing waves with a dis-
crete set of allowed frequencies, we realise boundary con-
ditions in a dynamical fashion. As we shall see below, the
sources of EM field amplitudes are local particles which
are reflected whenever they come in contact with a mir-
ror surface. As predicted by the mirror image method
of classical electrodynamics, the resulting electric field
amplitudes vanish always on the mirror surface. As we
shall see below, this paper provides a more intuitive view
on the Casimir effect, while also emphasising the import-
ance of this effect for probing fundamental concepts in
relativistic quantum field theories.

II. RESULTS

A. A local relativistic free space theory

Special relativity stipulates that the worldline of a
photon moving in free space at the speed of light c is
a null-geodesic such that the spacetime interval dx2 −
c2 dt2 = (dx + c dt)(dx − c dt) = 0. Hence the generat-
ors for the local excitations of the EM field must move
along the same spacetime trajectory. As pointed out in
Refs. [42, 43], this implies the following equation of mo-
tion,

asλ(x, t) = asλ(x− sct, 0) , (1)

where the asλ(x, t) is the annihilation operator for a ba-
sic energy quantum of light with spacetime coordinates
(x, t) and parameters s and λ. From a quantum optics
perspective, the asλ(x, t) operators are local photon anni-
hilation operators of the quantised EM field in the Heis-
enberg picture.
As illustrated in Fig. 1(a), independent of its initial

shape, a wave packet propagating along the x axis has
two distinct orientations of its electric field vectors and
two distinct directions of propagation: it has two polar-
isations and can move to the left or to the right. The res-
ulting four-fold degeneracy is accounted for in the above
notation by the parameters s = ±1 and λ = H,V. In con-
trast to quantum optics, relativistic quantum field the-
ories already recognised the need to accommodate these
independent degrees of freedom [47, 48]. Hence it is not
surprising that Eq. (1), when written as a first-order dif-
ferential equation,

(

d

dt
+ sc

d

dx

)

asλ(x, t) = 0, (2)

has many similarities with the Dirac equation when sim-
plified to the case of massless particles [30]. In the above
s parametrises one of the two null world-lines and x and
t can be any inertial space and time coordinates. Notice
also that this equation is valid in any reference frame
since the speed of light is always the same.
The state vectors |ψ(x, t)〉 which span the total Hilbert

space H of the quantised EM field in 1+1 dimension are

obtained by applying the creation operators a†sλ(x, t) re-
peatedly onto the vacuum state |0〉 with asλ(x, t)|0〉 = 0.
From Fig. 1(a) we see that, in the absence of local in-
teractions, spacetime-localised field excitations that have
the same amplitude and belong to the same null-geodesic
must be indistinguishable and must therefore have the



3

same state vector. Moreover, states that describe excita-
tions moving along different worldlines must be pairwise
orthogonal. In the following, we ensure this by imposing

〈1sλ(x, t)|1s′λ′(x′, t)〉 = 〈0|
[

asλ(x, t), a
†
s′λ′(x

′, t)
]

|0〉
= δss′ δλλ′ δ(x− x′) (3)

on the single-excitation states |1sλ(x, t)〉 = a†sλ(x, t)|0〉.
The equivalence in the first line of the above equation
shows that the asλ(x, t) operators obey bosonic com-
mutation relations, like the annihilation operators of the
quantised EM field in momentum space [? ]. Due to
the bosonic nature of the single excitations with states
|1sλ(x, t)〉, we refer to them in the following as bosons

localised in position (blips) [42, 43].
For many practical applications, like the modelling of

the interaction of the quantised EM field with local sta-
tionary objects, it is useful to write Eq. (1) in the form
of a Schrödinger equation,

i~ |ψ̇(x, t)〉 = Hdyn(t) |ψ(x, t)〉 (4)

with Hdyn being the relevant Hamiltonian to which in-
teraction terms can be added. A closer look at Eq. (2)
which is a first-order linear differential equation contain-
ing a time derivative shows that this is indeed possible.
All Hdyn(t) needs to implement when used to generate
the time evolution of an asλ(x, t) operator is a spatial
derivative. As recently shown in Ref. [42, 43],

Hdyn(t) =
1

2π

∑

s,λ

∫ ∞

−∞

dx′
∫ ∞

−∞

dx′′
∫ ∞

−∞

dk ~ck

eisk(x
′′−x′) a†sλ(x

′′, t)asλ(x
′, t) (5)

has exactly this effect (cf. Methods for more details). As
the generator of the dynamics of photonic wave pack-
ets, the above Hamiltonian annihilates field excitations
at positions x′ and places them at positions x′′ such that
excitations travel at the speed of light in their respective
direction of motion. It only assumes the form of a har-
monic oscillator in the momentum-space representation
where it has positive and negative eigenvalues [42, 43].
Moreover, one can show that the dynamical Hamiltonian
is effectively time-independent and conserves energy.
From Maxwell’s equations, we know that the elec-

tric and magnetic field expectation values 〈E(x, t)〉 and
〈B(x, t)〉 also propagate at the speed of light. Hence
E(x, t) and B(x, t) must have the same spacetime de-
pendence as asλ(x, t) which suggests that

E(x, t) =
∑

s=±1

R (asH(x, t) ŷ + asV(x, t) ẑ) + H.c.,

B(x, t) =
∑

s=±1

s

c
R (asH(x, t) ẑ − asV(x, t) ŷ) + H.c. (6)

Here ŷ and ẑ are unit vectors and R is a regularisation
operator which does not depend on the spacetime co-
ordinates (x, t). As we shall see below,R imposes Lorentz

covariance and determines the energy expectation value
of single-blip excitations. Consistency with the classical
expression for the energy in terms of E(x, t) and B(x, t)
leads to (cf. Methods)

Henergy =
∑

s,λ

∫ ∞

−∞

dx ε0A [R(asλ(x, t)) + H.c. ]
2

(7)

where ε0 denotes the permittivity of free space and A
is the area which photons occupy in the y-z plane when
travelling along the x axis.
To determine R, we take into account that spontan-

eous emission from an individual atom or ion results in
the creation of exactly one photon. This assumption is in
good agreement with quantum optics experiments which
generate single energy quanta of light on demand [49–
52]. These behave as individual bosonic particles, act-
ing as monochromatic waves with energies and frequen-
cies determined by the atomic transition frequency ω0.
As shown in Methods, R therefore adds a factor N(k0)
to the momentum space ladder operators asλ(k0, t) and

a†sλ(k0, t) which relate to the blip annihilation and cre-
ation operators via complex Fourier transforms and es-
tablish Lorentz covariance of the electric and magnetic
field operators. The above description therefore has
many similarities with the standard description of the
quantised EM field in momentum space [21–23]. How-
ever, the field operators in Eqs. (6) and (7) now act on
a larger Hilbert space—positive and negative-frequency
photons have been taken into account [42, 43]. They
only transform into the standard expressions for E(x, t),
B(x, t) and Henergy when restricted to positive frequen-
cies. In addition, we now characterise the local and the
non-local excitations of the EM field not only by their
positions x and their wave numbers k but also by their
time of existence t.

As shown in Methods, when returning from mo-
mentum to position space, we find that the electric and
magnetic field observables now equal

E(x, t) =
∑

s=±1

∫ ∞

−∞

dx′
(

~c

16πε0A

)1/2

g(x, x′)

[asH(x
′, t) ŷ + asV(x

′, t) ẑ] + H.c. ,

B(x, t) =
∑

s=±1

∫ ∞

−∞

dx′
s

c

(

~c

16πε0A

)1/2

g(x, x′)

[asH(x
′, t) ẑ − asV(x

′, t) ŷ] + H.c. (8)

with the factor g(x, x′) given by [? ]

g(x, x′) =

∫ ∞

−∞

dk

(

2|k|
π

)1/2

eik(x−x′)

= −|x− x′|−3/2 . (9)

Because of the presence of the superoperatorR in Eq. (6),
local field expectation values contain contributions from
blip excitations everywhere along the x axis. Conversely,
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Figure 2: a. Because of the regularisation operator R in Eq. (6), local blip excitations contribute to local electric and magnetic
field expectation values everywhere along the x axis (cf. Eq. (8)). b. Since a blip on one side of a highly reflecting mirror
cannot contribute to the field expectation value on the other side, its field contribution must be folded back on itself. This
effect alters the electric and magnetic field observables in the presence of a mirror. c. In the presence of two highly reflecting
mirrors, blips outside the cavity cannot contribute to field expectation values on the inside. Moreover, the field contributions
of blips on the inside need to be folded as in the case of one mirror. Now, however, the field contributions must be folded
infinitely many times (cf. Eq. (18) in Methods). d. Comparing two cavities of different sizes, we see that the behaviour of the
field contribution is now dependent on the cavity width.

as illustrated in Fig. 2(a), local blip excitations con-
tribute to electric and magnetic field expectation values
everywhere along the x axis. The commutator between
asλ(x

′, t) and E(x, t), for example, vanishes rapidly as
the distance |x− x′| increases, making this non-local ef-
fect small. However, it is not negligible and, as we shall
see below, the non-locality of electric and magnetic field
observables constitutes the origin of the Casimir effect.

B. Optical cavities and the Casimir effect

When placed between the mirrors of an optical cav-
ity, blips are continually reflected back and forth. As
illustrated in Fig. 1(b), they move on closed trajectories
and travel through the same location x many times. Al-
though the blips change direction when met with either
of the mirrors, between the cavity walls they propagate
freely. Therefore, blips can be used to describe the EM
field both in the absence and in the presence of an optical
cavity. However, in order to capture their changed beha-
viour, we must replace the free space equation of motion
in Eq. (1) by an alternative constraint. The dynamics
of blips approaching the cavity walls can be described,
for example, by a locally acting mirror Hamiltonian [42].
Another possibility to obtain blip operators which move
along folded worldlines is to take inspiration from the
mirror image method of classical electrodynamics [53–
55] and to map the dynamics of blips onto analogous free

space scenarios.
By adopting a local description, it is tempting to as-

sume that the field expectation values of blips that are
not in contact with the cavity do not depend on the pres-
ence or absence of highly reflecting mirrors at a spatially
removed location. However the local electric and mag-
netic field observables E(x, t) and B(x, t) are not the
same inside an optical cavity and in free space. As we
have seen above (cf. Fig. 2(a)), in free space, local blip
excitations contribute to field expectation values every-
where along the x axis. When constructing field observ-
ables in the presence of an optical cavity, we must take
into account that its mirrors shield the inside of the cav-
ity from light sources on the outside. We must therefore
ensure that blips on the outside of the cavity do not con-
tribute to electric and magnetic fields inside (Fig. 2(b)).
Analogously, we must ensure that blips on the inside no
longer contribute to fields on the outside.
Here we are especially interested in highly reflecting

mirrors with an amplitude reflection rate r = −1 with
no light entering the cavity from the outside and no leak-
age of light out of the resonator. We then hypothesise
that the free space field amplitude contributions of local
blips at positions x with x ∈ (−D/2, D/2) to local field
observables beyond the cavity mirrors are reflected back
where they contribute only to local field observables on
the inside. More concretely, as illustrated in Figs. 2(b)-
(d), when in contact with one of the mirror surfaces at
positions x = ±D/2, the field amplitudes of asλ(x, t)
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blip excitations change their direction of propagation and
start to contribute to the (−s, λ) terms of the field ob-
servables. In addition, we need to take into account that
electric field amplitudes accumulate a minus sign upon

reflection. Hence the field observables O
(in)
sλ (x, t) with

O = E,B inside the resonator now equal

O
(in)
sλ (x, t) =

∞
∑

n=−∞

X
(

O
(free)
sλ (x+ 2nD, t)

−O
(free)
−sλ (−x+ (2n− 1)D, t)

)

(10)

where O
(free)
sλ (x, t) denotes local free space observables

and where the superoperator X restricts the Hilbert
space of the quantised EM field inside the cavity to
local blip excitations at positions x ∈ (−D/2, D/2).
The superoperator does this by mapping each blip op-
erator inside the cavity onto itself, and each outside
the cavity onto the zero operator. This thereby ensures

that E(in)(x, t) and B(in)(x, t) do not contain free space
contributions which originate from blips on the outside
(cf. Eq. (18) in Methods).
As we have seen above, the reflections of the electric

and magnetic field contributions of blips inside the cavity
alter the electric and magnetic field observables in the
presence of an optical cavity. As shown in Methods, the
result is interference effects which reduce the zero point
energy HZPE of the quantised EM field, thereby resulting
in the Casimir attractive force

FCasimir = −dHZPE

dD
= − π~c

6D2
(11)

between the cavity mirrors, which is inversely propor-
tional to the squared mirror distance D2. As one would
expect from comparing Figs. 2(c) and (d), the smaller
the amount of interference within the cavity, the smaller
the resulting Casimir force. Our approach also demon-
strates that the change of the local field observables on
the outside of the cavity, which we illustrate in Fig. 2(b),
does not contribute to the Casimir force (cf. Methods for
more details).
In contrast to previous derivations of Casimir forces

[1, 2], our analysis singles out the finite D-dependent
term from the D-independent divergent contributions to
the zero point energy HZPE without the need for explicit
regularisation prescriptions. Here we attribute the above
Casimir force to a change of the topology of the electric
and magnetic field observables associated with blip ex-
citations inside the cavity (with no contributions from
external blips) which ensures zero electric field boundary
conditions on the mirror surface. Notice also that our
result differs by a factor of four from the results of pre-
vious authors [56? ] since we consider two polarisation
degrees of freedom (not only one) and allow for positive
and negative frequency photons. Similarly, the zero point
energy in free space which we derive in Methods contains
a factor of two (cf. Eq. (17)).

III. DISCUSSION

Compared to its standard description, we parametrise
the Hilbert space of the quantised EM field by treating
space and time equivalently, and model the dynamics of
its states in terms of a Hamiltonian constraint. This
constraint ensures that local field excitations belonging
to the same worldline have the same bosonic field anni-
hilation operators asλ(x, t). In free space, this approach
is shown to be analogous to describing the dynamics of
quantum states of light by a Schrödinger equation, but
requires a dynamical Hamiltonian with positive and neg-
ative eigenvalues which no longer coincides with the en-
ergy observable. Moreover, we find it useful to distin-
guish between the local building blocks of light, blips,
and the field that they create. As illustrated in Fig. 2(a),
in free space, local blip excitations contribute to electric
and magnetic field expectation values everywhere along
the x axis. In this sense, blips are localised particles
which do not carry mass nor charge but constitute the
sources of non-local electric magnetic fields. They are
thus similar to local charged particles which create non-
local electric field amplitudes and to massive particles
which create nonlocal gravitational fields.
When extending our approach to the modelling of light

scattering in optical cavities, one must therefore ensure
that blips outside the cavity do not contribute to local en-
ergy densities inside and vice versa. This has implications
for the form of the electric and magnetic field observables
inside an optical cavity (cf. Eq. (18)) but these can now
be written in terms of the free space field annihilation and
creation operators. When applied to the Casimir effect,
a local relativistic description provides additional insight
by attributing its force to the change of the topology of
the quantised EM field inside the cavity. The method-
ology which we introduced in this paper, once extended
to light propagation in three dimensions, can be adjus-
ted to study Casimir forces in a more straightforward way
in a wide range of situations involving different geomet-
ries, moving mirrors and so on, while also taking actual
material constants, like mirror reflection rates and finite
temperatures, into account. In addition, our approach
emphasises that optical cavities support a continuum of
photon frequencies which is important for the model-
ling of Fabry-Perot cavities [17] and in good agreement
with recent experiments with nanocavities that confine
light to tight spaces which are much smaller than optical
wavelengths [18].

IV. METHODS

A. Consistency of Eqs. (2) and (5)

Any operator O(x, t) in the Heisenberg picture satisfies

the Heisenberg equation Ȯ(x, t) = −i/~ [O(x, t), Hdyn].
Suppose O(x, t) = asλ(x, t) and Hdyn is the dynamical
Hamiltonian specified in Eq. (5). Using the commutation
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relation in Eq. (3), we therefore find that

ȧsλ(x, t) = − ic

2π

∫ ∞

−∞

dx′
∫ ∞

−∞

dk k eisk(x−x′) asλ(x
′, t)

= −sc d

dx

∫ ∞

−∞

dx′ δ(x− x′) asλ(x
′, t)

= −sc d

dx
asλ(x, t) (12)

which shows the consistency of Eqs. (2) and (5).

B. The superoperator R and the zero-point energy
HZPE in free space

The energy observable of the quantised EM field in
free space can be derived from its classical expression in
terms of electric and magnetic fields,

Henergy =
A

2

∫ ∞

−∞

dx
[

ε0E(x, t)2 +
1

µ
B(x, t)2

]

. (13)

Substituting the field observables in Eq. (6) in terms
of ladder operators into this equation leads to Eq. (7),
which contains the superoperator R. To evaluate this
expression, we replace the position-space operators by
their Fourier transforms [42, 43],

asλ(x, t) =
1√
2π

∫ ∞

−∞

dk eiskx asλ(k, t) , (14)

where the asλ(k, t) are bosonic momentum space

annihilation operators with [asλ(k, t), a
†
s′λ′(k′, t)

]

=
δλλ′δss′δ(k − k′). Assuming that the superoperator R
multiplies asλ(k, t) with a (real) factor N(k) which is in-
dependent of s, λ and t for symmetry reasons, and taking
into account that symmetry implies N(k) = N(−k), we
then find that

Henergy = ε0A
∑

s,λ

∫ ∞

−∞

dk N(k)2
[

a†sλ(k, t)asλ(k, t)

+asλ(k, t)asλ(−k, t) + H.c.
]

(15)

which is always positive. Suppose a single two-level atom
with transition frequency ω0 = c|k0| which is initially in
its excited state creates exactly one photon after inter-
acting for some time with the free radiation field. Due
to the resonance of the atom-field interaction, the fre-
quency of this photon must be the same as that of the
atom. Moreover, due to energy conservation, its en-
ergy must be the same as the initial energy of the atom.
Hence a photon with wave number k0 must have the en-
ergy ~c|k0| which leads us to N(k0) = (~c|k0|/2ε0A)1/2.
Hence, the regularisation operator R simply multiplies

the momentum-space operators asλ(k) and a†sλ(k) with

a factor proportional to |k|1/2. Next let us have a closer
look at the implications of the above calculations for
the electric and magnetic field observables E(x, t) and

B(x, t). Substituting Eq. (14) into Eq. (6), applying
the regularisation operator R and employing the inverse
Fourier transform

asλ(k, t) =
1√
2π

∫ ∞

−∞

dx′ e−iskx′

asλ(x
′, t) , (16)

we obtain Eq. (8) in the main text. Finally, we calculate
the zero-point energy HZPE = 〈0|Henergy|0〉 of the quant-
ised EM field in free space. From Eq. (7) we see that this
vacuum expectation value equals

HZPE =
~c

2π

∫ ∞

−∞

dx

∫ ∞

−∞

dk |k| (17)

which is infinitely large. The reason for this is that HZPE

is not only a vacuum expectation value, it is also a meas-
ure of the size of the single-excitation Hilbert space of the
quantised EM field in free space. Our result therefore dif-
fers from the standard result by a factor two, reflecting
that the Hilbert space of the quantised EM field in free
space has been doubled in this paper.

C. The zero-point energy HZPE in the presence of
an optical cavity

When constructing the electric and the magnetic field

observables E(in)(x, t) and B(in)(x, t) of the quantised
EM field inside an optical cavity, we need to reflect the
free space contributions of local blips on the outside of
the cavity back inside. In addition, we need to remove all
contributions from blips located on the outside of the cav-
ity to the quantised EM field on the inside as suggested
in Eq. (10). By substituting Eq. (8) into this equation,
we find that the electric and magnetic field observables
inside the cavity are given by

E(in)(x, t) = −
∞
∑

n=−∞

∑

s=±1

∫ D/2

−D/2

dx′
(

~c

16πε0A

)1/2

[

|x− x′ + 2nD|−3/2 − |x+ x′ + (2n− 1)D|−3/2
]

× [asH(x
′, t) ŷ + asV(x

′, t) ẑ] + H.c. ,

B(in)(x, t) = −
∞
∑

n=−∞

∑

s=±1

∫ D/2

−D/2

dx′
s

c

(

~c

16πε0A

)1/2

[

|x− x′ + 2nD|−3/2
+ |x+ x′ + (2n− 1)D|−3/2

]

× [asH(x
′, t) ẑ − asV(x

′, t) ŷ] + H.c. (18)

These equations express the field observables inside the
cavity as position-dependent superpositions of the bo-
sonic blip operators inside the cavity.
Next we obtain an expression for the observable of the

energy within the cavity by substituting the above field
observables into Eq. (13) but with the x integration being
carried out over the width of the cavity only. Using the
bosonic commutation relations in Eq. (3) and performing
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one position integral, one can then show that the zero
point energy of the quantised EM field inside the cavity
equals

H
(in)
ZPE =

~c

4π

∞
∑

n,m=−∞

∫ D/2

−D/2

dx

∫ D/2

−D/2

dx′

[

|(x+ x′ + (2n− 1)D)(x+ x′ + (2m− 1)D)|−3/2

+ |(x− x′ + 2nD)(x− x′ + 2mD)|−3/2
]

. (19)

The first term in this expression can be made to look
like the second term, apart from different integral limits,
by substituting x̃′ = −x′; x̃ = x + D, ñ = n − 1 and
m̃ = m − 1 when x < 0; and x̃ = x − D when x > 0.
Doing so, we find that the total zero-point energy of the
quantised EM field inside the cavity equals

H
(in)
ZPE =

~c

4π

∞
∑

n,m=−∞

∫ D

−D

dx

∫ D/2

−D/2

dx′ |(x− x′ + 2nD)(x− x′ + 2mD)|−3/2

=
~c

4π

∞
∑

n,m=−∞

∫ D+2nD

−D+2nD

dx

∫ D/2

−D/2

dx′ |(x− x′)(x− x′ + 2(m− n)D)|−3/2

=
~c

4π

∞
∑

m=−∞

∫ ∞

−∞

dx

∫ D/2

−D/2

dx′ |(x− x′)(x− x′ + 2mD)|−3/2
. (20)

The latter applies since the term m − n takes all values
between −∞ and ∞ as we sum over m irrespective of n
and since the sum over n in the first line of this equation
has the effect of extending the x integral from the range
(−D,D) to (−∞,∞). Since it can be shown that

∫ ∞

−∞

dx |(x1 − x)(x− x2)|−3/2 = − 8

|x1 − x2|2
, (21)

the vacuum energy inside the resonator equals

H
(in)
ZPE = − ~c

2πD

∞
∑

m=−∞

1

m2
. (22)

The m = 0 contribution in this equation is divergent,
but it can be calculated by returning to the first line in
Eq. (9) and Eq. (20), which show that the D-dependence
of this term is linear. That is, the energy density due to
this term is constant. Furthermore, its value is identical
to the contribution to the zero point energy of an equal-
sized region of free space. We also need to consider the

zero point energy H
(out)
ZPE of the EM field outside the cav-

ity mirrors. This contribution to the total zero point
energy HZPE can be calculated analogously by taking
into account the reflection of field contribution on the
outside of the cavity mirrors, as illustrated in Fig. 2(b).
Again, the resulting external contribution is identical to
that of an equally sized region of free space. As such,
the contributions of both external regions, together with
the m = 0 term reproduce the full free space zero point
energy. Consequently, the m = 0 term does not contrib-
ute to the Casimir force which we present in Eq. (11).

To arrive at this force, we require the Basel sum which
states that

∑∞
m=1m

−2 = π2/6.
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