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Interactive Information Retrieval (IIR) interfaces are typically evaluated using questionnaires that gather post-task subjective measures such

as ease of use, usefulness, satisfaction, and user engagement, along with in-task objective measures derived from log analysis. However, a

comprehensive evaluation requires a deeper understanding of user behaviour beyond such traditional measures. Integrating eye tracking

data with logged feature use and emotional valence provides a multimodal approach to evaluating a search interface at the feature level. To

validate this approach, we examined three search interfaces in a controlled laboratory study focused on exploratory search within the context

of digital humanities archives. A key benefit of this multimodal approach is that it allows us to evaluate both traditional interaction with

the search interface (looking at a feature, using it, and experiencing an emotional response) as well as passive interaction with the search

interface (looking at a feature, choosing not to use it but possibly getting information from it, and experiencing an emotional response). Using

this approach, we were able to identify specific features of the interfaces that generated positive and negative emotional valence responses

when used, as well as features that generated such emotional valence responses when viewed but not used. Such feature-level assessments

would be difficult to capture using other means, providing insight into the nature of the searchers’ experiences using the search interfaces.
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1 Introduction

The evaluation of novel search interfaces requires both rigorous scientific methodologies and a realistic approach that considers

end users’ perspectives [35]. In interactive information retrieval research, evaluation relies heavily on measurement, with

some studies focusing specifically on developing and assessing measures for evaluating search interfaces [11, 53, 76]. There

are four main categories of such measures: contextual, interaction, performance, and usability. Particularly, the usability

category includes evaluative feedback collected from subjective responses, which explore users’ perspectives, attitudes, and

experiences [35]. These subjective responses are generally collected at the end of a search task, which may not accurately

reflect the nature of the interaction that occurred in the midst of the search task [57]

As the academic community has developed a greater understanding of how people search for information, how search

is supported in a search user interface has become an increasingly important research area [23]. The design of the search

interface influences how users search for, evaluate, and interact with information [68]. There is also an emotional aspect to

searching, as documented within stages of Kuhlthau’s information seeking process [39]. Such emotional factors play a crucial

role as they can greatly affect search behaviour, performance, and evaluation of information relevance [1, 46]. This implies
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2 Pirmoradi et al.

that emotional factors should be considered when evaluating search systems [21]. While studies of emotional responses to

search interfaces are typically done at a system level [7, 45], linking these emotions to feature-level use will provide more

granular insight into what aspects of the interface caused the emotional responses.

This study introduces a novel method that builds upon our previous work to develop a framework for linking emotional

valence (measured via facial emotional expressions classified as positive and negative) to feature use (measured via user

interaction logs) [57]. By incorporating eye-tracking data into this framework, we provide a multimodal view of user behaviour

throughout a search session and a basis for enhancing search interface evaluation methods. A key novelty of this work is

the ability to map emotional valence not only to features that are actively used (typical interaction) but also to those that

are viewed but not interacted with (passive interaction). The eye tracking data for these passively viewed features becomes

crucial, as they are often missed in traditional log-emotion analysis [1, 46], yet may convey important information especially

when the search interface is enhanced with visualization techniques [26, 27]. This extension enables us to use these combined

data sources to evaluate feature-level interaction of search interfaces, supplementing typical post-task evaluation data.

In order to validate this approach, we have used it to study an set of exploratory search interfaces designed to support

searchingwithin a digital humanities archive (Europeana [17]). An evaluation of these interfaces using typical researchmethods

found that providing searchers with mechanisms to interactively show the relationships between resources was valuable both

when evaluating resources returned from a query, and when considering what has been saved in the workspace [28]. This

paper extends that work by incorporating eye-tracking data with user interaction logs and emotional valence data, providing

deeper insight into the value of specific features of the interfaces (both from a typical interaction perspective and that of

passive interaction) than what is possible with typical user study methods. To this end, this research was guided by the

following research questions:

RQ1: How does the integration of eye tracking, feature use, and emotional valence enable the evaluation of search interface

features used via typical interaction?

RQ2: How does the integration of eye tracking, feature use, and emotional valence enable the evaluation of search interface

features used via passive interaction?

The structure of this paper is as follows: Section 2 reviews the existing literature that serves as the foundation for this

research. Section 3 describes the three digital humanities archives search interfaces used in this study. Section 4 details the

procedures for integrating eye tracking, feature use, and emotion valence data. Section 5 describes the study design, tasks,

measures, participants, and procedures employed to gather data to address the research questions. Section 7 reports this

study’s findings. Section 8 discusses the implications of the results. Finally, section 9 summarizes the key contributions and

outlines directions for future research.

2 Background and Related Work

2.1 Eye Tracking

The primary purpose of an eye tracking system is to provide constant real-time information about where a user’s attention is

focused and insight into their mental state [43]. Attention allocation can be studied by observing the duration, number, and

amount of eye fixations (re-fixing a particular area or object multiple times), which may reveal patterns of how they focus

their attention in a particular area [43]. Users’ mental state can be indicated by their fixation positions, fixation durations,

and saccade lengths (the distance th gaze moves between fixations) [43]. Eye tracking is becoming an increasingly common

method for collecting data in usability studies. It is typically used in these studies in combination with supplementary data

collection methods, such as post-task questionnaires [38], think-aloud protocols [15, 41], and emotion detection tools [62].

Eye tracking has been widely used in library and information science studies to explore user behaviour in information

retrieval processes and identify usability issues within digital systems [4, 8, 44]. A study of user interactions with image

search result lists examined the relationship between relevance judgments, fixation durations, and object-clicking patterns,

which found that users examine more relevant results for longer periods of time [75]. Bibliographic information systems

have also been studied with eye tracking to analyze specific interface components, such as faceted navigation [36, 41], and to

better understand user search behaviour [13, 70]. Similarly, eye tracking has been used to assess how cognitive factors such as

topical literacy influence attention when seeking information online [67].

This approach has also been used in the realm of digital humanities archives, where the method has been useful for

evaluating user interactions, usability issues, and search behaviour within the Europeana collection [38, 65]. The primary
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advantage of eye tracking studies is their ability to pinpoint specific areas of user interface challenges, thereby providing

insights that extend beyond a general user experience evaluation.

2.2 Feature Use

User interaction log data serves as the foundation for identifying feature use in a search system. At the most fundamental

level, interaction logs can be used to identify queries issued and search results accessed [31]. Client-side logging enables the

collection of detailed user interactions, including mouse movements, clicks, and keyboard inputs, directly within the browser

without requiring server access [3]. A more advanced tool like LogUI, which captures timestamps and contextual information

along with detailed sequences of user actions, offers researchers a rich dataset for analyzing feature use and navigation

patterns over time [49]. Further, browser extensions and plugins have been developed to continuously log user interactions

across sessions, allowing researchers to capture user interactions in various web-based applications [14]. Event-based logging

systems enhance the granularity of logged data by triggering specific events when interactions occur (e.g., clicking a button

or submitting a query) by capturing the action and its temporal context [69]. Researchers can use these tools to analyze user

behaviour over time and gain valuable insights into how users interact with search systems.

In interactive information retrieval studies, understanding user actions such as click patterns and feature use is key to

understanding how users interact with search systems and improving the user experience. A wide range of user activities can

be captured in interaction logs, including query submissions, document clicks, and navigation between search results, which

enables researchers to determine how users utilize different search interface features [42]. Analyzing interaction logs can

provide a deeper understanding of user preferences and search strategies, allowing for a more granular evaluation of interface

features [51]. Such analysis may also help to identify usability challenges, such as overlooked or misunderstood features, and

suggesting improvements to interface design and evaluation [5].

2.3 Emotional Valence

Emotional valence data collection typically relies on observational or physiological methods such as facial expression

analysis [1, 46, 58], skin conductance and heart rate [50], or combined facial, voice, and brain wave evidence [2]. Facial

expressions are one of the most important ways to express emotions [16, 55]. Facial expression analysis provides a non-

intrusive, real-time method to assess emotional states without interrupting user tasks or requiring additional devices. In

our prior work [57], emotional responses were captured in real-time using facial emotion recognition technology based on

Ekman’s Facial Action Coding System (FACS) [16], which identifies emotional states based on facial muscle movements; we

translate these into emotional valence by grouping the positive and negative emotion states.

Emotional responses and emotional valence have increasingly been studied in the context of interactive information

retrieval to understand how emotions influence search behaviour and interface interactions [19, 46, 47]. Information behaviour

is influenced by affective factors, with emotions being fundamental to how users find and use information [52]. A comparison

of Kuhlthau [39]’s and O’Brien [52]’s models shows that cognitive and affective factors are both important to understanding

information behaviour [59]. An extensive review of studies across Library and Information Science, Information Retrieval, and

Human-Computer Interaction emphasizes the need to integrate emotional intelligence into search interfaces [47]. An evaluation

of specific design strategies on emotions was conducted to improve the design of search interfaces and their evaluation [45].

There have been studies that classify interface attributes, including information presentation, navigation/orientation, text, and

visual elements, examining their potential emotional impacts [73, 79]. Additionally, a psychological framework has been used

to explore how user interfaces in mobile libraries affect emotions [78]. This highlights the importance of emotional factors

when designing search interfaces. Emotional design methodologies emphasize the importance of designing search interfaces

that consider users’ psychological and emotional needs [19].

2.4 Integrating Approaches

Integrating eye tracking and feature use data, researchers have explored how users interact with search interfaces, tracking

both their actions and visual attention. This combination allows the study of the relationships between visual attention and

click behaviour, revealing insights into how users assess search result relevance, and which parts of the SERP capture attention

but may not be clicked [20]. Similar studies have been conducted on query auto-completion, capturing where searchers focus

their attention and how they interact with suggestions [30]. Integrating eye tracking data with interaction logs can also

improve the evaluation of interactive visualization systems [9]. Combining these methods provides insight into user attention

and interaction patterns, enabling a better understanding of system usability.
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Research that integrates emotional valence with eye tracking data is limited, but holds the promise of providing insight

into how visual attention on search interface features correlates with emotional responses. In the context of the digital

humanities, one study found that linking emotional valence with eye-tracking data can help identify elements of search

interfaces that engage and attract users [38]. Other work investigated information-seeking behaviour in public digital libraries

using eye-tracking data and emotional valence to analyze the interaction between different age groups with an e-book wall

search interface Wu and Huang [74].

Studies have also been conducted examining the relationship between emotional responses and feature use, through

logging user activities. Emotional responses and feature use data were collected during an exploratory user study on the

role of emotions in the information-seeking process [1]. Using a digital library search interface, another study combined

emotional responses and feature use with a digital library search interface to understand the relationship between primary

and secondary emotions, mood, and the online search process [46]. Our prior study integrated emotional valence with feature

use data to identify specific interactive features used during the experience of positive and negative facial expression of

emotion [57]

While previous literature has examined emotional valence, eye tracking, and feature use data individually or in combinations

of pairs of these methods, the comprehensive integration of all three methods in the context of evaluating search interfaces is

novel.

3 Europeana Search Interface Design

Europeana is a digital multimedia repository that offers access to a multitude of cultural artifacts, including art, historical

documents, and multimedia resources [17]. Researchers, professionals, and the general public can access this collection through

a typical search interface [25]. However, such typical search interfaces may not provide adequate support for undertaking

complex search tasks and employing exploratory search strategies.

In previous work, we studied two new approaches that allow searchers of the Europeana collection to interactively link

related search results through their common use of keywords using visualization methods, both in the search results list and

among the saved resources in the workspace [29]. These approaches were designed to support undertaking complex search

scenarios using exploratory search processes, and were compared to a baseline interface using typical interactive information

retrieval research methods. As the current study is an extension of this prior work, we provide a brief description of the

interfaces for the sake of completeness.

3.1 Baseline (B) Interface

The Baseline search interface was developed using Europeana’s existing interface as a template and the Europeana Search

API as a data source [18]. A few style adjustments were made, such as separating metadata from actions for each search result

(e.g., relocating the like and save buttons to the bottom-left corner of the search result card) and removing irrelevant features

(e.g., collection suggestions). In order to ensure consistency, a caching mechanism was implemented so that all participants

received identical search results. Screenshots of the Baseline search interface and workspace are shown in Figure 1.

3.2 Result-Focused (RF) Interface

This interface builds on the basic search functionality by incorporating visual keyword highlighting, a feature that allows

users to select keywords of interest which are then highlighted across all the search results [29]. The keyword selected by

the user is colour-coded, and all occurrences of the keyword throughout the results are highlighted in the same colour. As a

result of this visual connection, users can see patterns and relationships between different results based on shared keywords,

facilitating an exploratory browsing experience. As the keywords remain connected to the results, we label this approach as

Result-Focused.

With a slight modification to the layout, this approach is replicated in the workspace, which makes keywords associated

with search results interactive for uncovering relationships. Screenshots of the Result-Focused interface can be seen in Figure 2,

which shows both the search results page and workspace with a subset of selected keywords.

3.3 SERP-Focused (SF) Interface

This approach aggregates the keywords for all search results on the current search engine results page (SERP), displaying

them alongside the search results set. These keywords provide an overview of the current search results, allowing searchers

to quickly scan this information without having to scroll through individual results. The list allows users to highlight specific
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(a) Search Interface (b) Workspace

Fig. 1. The Baseline search interface and workspace are designed to closely resemble the current Europeana search interface.

(a) Search Interface (b) Workspace

Fig. 2. In the Result-Focused interface, keywords are displayed as a list next to each search result. Colour-encoded discs beside each keyword

highlight the same keywords in other search results after the user selects keywords.

keywords, and these keywords are colour-coded with their corresponding search results, making it possible to identify related

content [29]. As the keywords are provided for the entire SERP, we call this approach SERP-Focused.

In the workspace, this SERP-focused method is also used, with the keyword list derived from the saved search results. In

Figure 3, screenshots of the SERP-focused interface are shown, along with a small list of keywords selected for the search

results page and workspace.

4 Integration of Eye Tracking, Feature Use, and Emotional Valence

Within the scope of this research, our approach focuses on three measures used in prior information-seeking research:

eye tracking, feature use, and emotional valence [1, 38, 46]. While eye tracking and feature use data can be considered

interaction data as they reflect user behaviour and engagement with the interface, emotional valence data are reactions to

users’ interactions with the system. Assessing facial emotion expressions classified as emotional valence, and their connection

to eye tracking data and feature use, is the primary focus of this study.
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6 Pirmoradi et al.

(a) Search Interface (b) Workspace

Fig. 3. The SERP-Focused interface provides a unified list of keywords for the currently shown search results. It allows searchers to choose

keywords to highlight their source result using colour-coded discs beneath the corresponding search result.

In our prior work, we demonstrated the feasibility of matching emotional valence to feature use [57]. The novel contribution

of this work is the integration of eye tracking data with feature use and emotional valence data, enabling the evaluation of

both features that are interacted with in the typical way (e.g., click, select) and features that are interacted with in a passive

way (e.g., visual attention without a corresponding typical interaction).

4.1 Eye Tracking

Pupil Labs’ eye tracking glasses were used in this study [34]. The screen resolution was 1920x1080 pixels. We recorded gaze

samples at a frequency of 120Hz. A pre-processing analysis was performed using Pupil Player software from Pupil Labs.

Following that, all raw data was exported as CSV files for further analysis. In cases where the eye could not be detected, either

through tracking errors or blinking, we excluded such gaze samples. All gaze points associated with a specific fixation were

aggregated into one fixation point positioned at the center of the associated gaze points. We defined areas of interest (AOIs)

for specific interface features of the interfaces under investigation (e.g., search box, keywords, buttons), identifying when the

fixation point was within these feature-based AOIs. We considered the following measurements: the fixations on each AOI,

the dwell time on the AOI (i.e., the total time spent fixated at an AOI), and the time stamp of the start of the fixation.

4.2 Logging Search Activities

Participants’ interactions with the search interfaces were recorded using the LogUI JavaScript library [49]. We integrated

this library into all three search interfaces. To track user activities via the library, we set up the search interface features in

the configuration object. In order to facilitate the analysis of the feature use, we classified each one according to Wilson’s

taxonomy of search interface features [73]. In Table 1, the complete list of interface features available in all three interfaces is

provided, organized according to Wilson’s taxonomy.

4.3 Measuring Facial Emotion Expressions

Front-facing cameras on participants’ computers were used to capture video frames. The search interface collects these frames

using a custom JavaScript library developed for our previous work [57]. Upon loading the search interface, the front-facing

camera is activated. Web Real-Time Communication (WebRTC) [56] establishes a peer-to-peer connection between the web

browser and our secure server. Video frames are transmitted from the clients’ browsers to the server using HTTPS, without

requiring plugins or additional software on users’ devices. To balance transfer speeds and storage requirements, a frame rate

of 5 frames per second was chosen.

The DeepFace framework is an effective tool for identifying faces in video frames and extracting emotional responses [61].

This study utilized the guided back propagation method embedded in the HyperExtended LightFace (commonly known as
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Table 1. Classification of search interface features according to Wilson’s taxonomy [73]. The last column indicates which of the interfaces

has each of the features: Baseline (B), Result-Focused (RF), SERP-Focused (SF).

Interaction Type Feature Search Action Search Interface

Input Query input box Submit query B, RF, SF

Control
Search results navigation
Search filters

Click on pagination icon
Select value from search filter

B, RF, SF

Informational
View search result
View search result in Workspace

Click on search result
Click on search result in workspace

B, RF, SF

Personalization

Like result
Unlike result
Save result
Go to workspace
Change view
Create gallery
Add result to gallery
Like result in workspace
Remove liked result in workspace
Remove result from gallery
Delete gallery
Highlight keyword
Unhighlight keyword
Reset selection
Highlight keyword in workspace
Unhighlight keyword in workspace
Reset selection in workspace

Click like result
Click unlike result
Click save result
Click “My Profilež
Click change layout
Click create gallery
Click add result to gallery
Click like results in workspace
Click unlike results in workspace
Click on remove result in workspace
Click delete gallery in workspace
Click highlight keyword
Click unhighlight keyword
Click reset button
Click highlight keyword in workspace
Click unhighlight keyword in workspace
Click reset in workspace

B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
B, RF, SF
RF, SF
RF, SF
RF, SF
RF, SF
RF, SF
RF, SF

DeepFace) implementation [61] for emotion recognition. This open-source, offline tool allows for the discrete analysis of

emotions displayed in facial video frames without requiring additional training. A combination of 60% accuracy in emotion

detection and 73% accuracy in happiness and surprise [61] makes DeepFace one of the most accurate facial emotion detection

approaches available. This package incorporates well-studied models such as VGG-Face [54], FaceNet [60], OpenFace [6],

DeepFace [66], DeepID [63, 64], and Dlib [37]. The facial attribute analysis module classifies video frames in seven emotion

categories: anger, fear, neutral, sadness, disgust, happiness, and surprise. Several studies in the wider literature have employed

DeepFace to integrate emotional data into visual question answering models [12], to anonymize faces [24], analyze learners’

emotions [77], and identify emotional states through facial expressions in photo and video materials containing human

faces [33]. DeepFace’s widespread adoption highlights its flexibility and effectiveness.

Each frame is assigned to one of the seven emotional categories in the following way. DeepFace’s emotion recognition

module generates a vector consisting of eight scores, each ranging from 0 to 100. Seven of these scores indicate the confidence

level for each emotion category, while the eighth score represents the confidence level for face detection in each frame.

To determine whether a frame should be classified based on its highest emotion score, a threshold of 90 is used (“emotion

confidence thresholdž). Similarly, a threshold of 90 is applied to face confidence (“face detection confidence thresholdž). The

cut-off values are based on benchmarks established in similar emotion detection research [1, 46]. The frame is categorized as

neutral if the emotion score falls below the “emotion confidence thresholdž or if the highest emotion score is neutral. The

analysis also excludes frames that did not meet the “face detection confidence thresholdž. Time stamps are also included

for each frame to record the exact time it was captured. Of note, in this study only 176 frames were excluded due to unmet

thresholds.

To focus shift the focus to emotional valence, all positive emotions (happiness and surprise) were aggregated into a single

positive valence category, and all negative emotions (anger, fear, sadness, and disgust) were grouped into a single negative

valence category. This approach enables the analysis of broader emotional valence while minimizing the potential impact of

misclassified extreme emotions.

4.4 Matching Data

In prior work, we developed a method to capture real-time emotional valence during search tasks and synchronize this with

user interactions [57]. Building on this work, we now incorporate eye tracking data to enhance the analysis.
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First, we measured the emotional valence associated with features that participants both viewed and interacted with (typical

interaction). Second, we assessed emotional valence related to features that participants viewed but chose not to use (passive

interaction). Such passive interactions are gaze-only interactions where participants look at a feature but choose not to use it.

These two approaches are summarized in Figure 4 using set theory notation to highlight which data is combined and which

data is removed, isolating typical interactions from the passive interactions. The details of these two approaches are explained

in more detail below.

Fig. 4. The approach for integrating eye tracking, feature use, and emotional response data to measure typical interaction and passive

interaction.

For the first approach, we aligned emotional responses with LogUI interaction data to measure how emotional states

change before and after each feature use [57]. We calculated the probabilities for each emotion category within five 3-second

intervals (total of 15 seconds) prior to and after the feature use [46]. We focused on aggregated positive valence and negative

valence, and deliberately excluded the neutral category, since it was not relevant to understanding the emotional impacts of

search interactions. We aligned the emotional valence data with the time stamp of each AOI fixation to include data where

participants looked at the interactive element. By aligning emotional responses with features that participants looked at and

used, this method provides insight into how visual attention and subsequent feature use may generate emotional responses.

For the second approach, we synchronized emotional valence with time stamps on each AOI fixation to measure how

emotional valence changes when searchers look at interface elements. The LogUI interaction data was used to filter out all

instances that included interactive use (which are captured in the first approach described above), leaving those features that

were viewed but not interacted with. Using the timestamp and the midpoint of the duration of each AOI fixation as a reference

point, we measured emotional valence before and after each fixation. At five 3-second intervals (total of 15 seconds) before

and after each fixation [57], we calculated the probabilities for aggregated positive valence and negative valence, excluding

the neutral category. This approach captures passive interactions, when a user looks at a feature, possibly extracts information

from it, but chooses to not explicitly interacting with it. For instance, a searcher might scan a search result, confirm some

information they already know and have a positive emotional response to doing so, and then choose not to view the result in

detail. With typical approaches to log analysis of feature use, such passive interaction is completely missed.

5 User Study Methodology

5.1 Study Design

In our initial evaluation of these exploratory search user interfaces for the Europeana collection, we focused on typical

usability measures and performance metrics [29]. In this study, we extend that work by analyzing interactions (typical and

passive) through the integration of eye tracking, feature use, and emotional valence data.

In a controlled laboratory study, we analyzed the interactions to consider how changing the independent variable (interface

type) affects dependent variables related to feature use during the search process. We examined three interfaces: Baseline,

Result-Focused, and SERP-Focused. A within-subjects design was used in the study, which allowed participants to experience

all three types of search interfaces while performing three different search tasks. In order to reduce order effects, search

interfaces and tasks were assigned using a 3x9 Graeco-Latin square. The study was conducted at three different universities

(two in the United Kingdom and one in Canada). After receiving approval from the Research Ethics Board at the first authors’

institution, the study was submitted to the corresponding ethics committees at the other two institutions and subsequently

approved there as well.
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5.2 Simulated Search Tasks

We designed three similar exploratory search tasks in consultation with a historian familiar with the Europeana collection,

presenting these as simulated scenarios with contextual details and task instructions as per Borland’s simulated work task

structure [10]. These tasks follow the method described by Kules and Capra [40], designed to elicit uncertainty and curiosity

while being engaging yet novel. The three search tasks were described similarly in order to ensure consistency in context and

motivation. We confirmed in advance that the tasks had a similar level of coverage within Europeana’s digital archive. In each

task, the exploratory search process was described as a combination of an exploratory browsing style of searching and the use

of a workspace for reviewing and assessing the resources that have been found. Table 2 provides the specific instructions used

and the details of each of the three tasks.

Table 2. The general format of the simulated search task, and the details for the three specific tasks.

Task Template (SERP)

Suppose you are starting a research project on {task topic}. Your goal is to explore among the Europeana collection for a set of
resources that can help you to represent the breadth of this topic. You do not need to perform a deep or comprehensive search
right now; instead, your goal is to save a diverse set of resources that will serve as the basis for a more focused search that
you will perform later.

Task Template (Workspace)

Our goal now is to examine and evaluate the resources you have saved, removing those that are no longer relevant or useful
for your task.

Task 1

{search topic} = the range of Roman artefacts found in England.

Task 2

{search topic} = how depictions of the New World in maps have changed over time.

Task 3

{search topic} = how museum collections depict female athletes competing in the Olympics games.

5.3 Participants

Participants were recruited from among digital humanities historians across the three universities. We used a snowball

sampling approach, sending emails to faculty members known for using digital humanities methods. In the recruitment email,

faculty were invited to participate in the study and asked to forward it to their research staff and graduate students.

The 18 study participants included one senior undergraduate, five doctoral candidates, three postdoctoral researchers,

three Lecturers/Assistant Professors, four Senior Lecturers/Associate Professors, and two Readers/Professors. Six participants

identified as females and twelve as males. None reported that they had colour vision deficiencies. The participants reported

that they used digital humanities collections at least once a month. Two participants used Europeana frequently; the others

used it irregularly or not at all. One participant’s self-reported search skills were “extremely goodž, nine were “somewhat

goodž, and eight were “neither good nor badž. Even though most of the study participants were male and had limited prior

experience with Europeana, the sample was nonetheless representative of a broad spectrum of digital humanities historians.

5.4 Procedures

The study began with collecting informed consent, followed by asking the participants to complete an initial questionnaire to

collect demographic data, academic standing, and experience searching among digital humanities collections. The next step

was to have the participants perform three search tasks with the three different search interfaces. For each, we provided a

training video and allowed the participants to perform a training task to familiarize themselves with the assigned search

interface. Pre-task questionnaires were administered prior to undertaking the search tasks. Then, participants searched for

relevant resources related to the search task topic, and assessed what they found in the workspace. Following the completion

of the search tasks, post-task questionnaires were administered and a five-minute break was provided to reduce cognitive

fatigue between the search tasks. Throughout the search sessions, we collected eye tracking data, feature use log data, and

emotional response data from the front-facing camera on the computer. Each study session took approximately two hours.

Those in the UK received £40 in compensation, while those in Canada received the equivalent of $70.
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6 Data Analysis

To analyze the emotional responses, we categorized them into three broad valence categories: positive, negative, and neutral.

For each participant, the total time spent in each emotional valence was converted into frequency counts, reflecting the relative

time spent in each category for each interface. These frequency counts were then analyzed using Pearson’s chi-square test to

compare the distribution of emotional responses before and after search interaction. Statistical significance was determined at

a p-value threshold of 0.05.

7 Results

7.1 RQ1: Typical Interaction Feature Use

We examined the change in emotional responses before and after each interaction with the search interface features. To

determine if there were any correlations between emotional responses and using the features, we considered the change in

positive valence and the change in negative valence. If the positive valence went up and the negative valence went down at

statistically significant levels, we considered this a positive reaction; if the opposite happened, we considered this as a negative

reaction. The results of these analyses are provided in the following three tables for each of the three interfaces: Tables 3, 4,

and 5. Within these tables, the features that resulted in positive reactions are marked as ⊕ and the features that resulted in

negative reactions are marked as ⊖.

7.1.1 Input Features. Across all three interfaces, the variation in emotional valence around the input features did not

significantly change before and after using these features. This is not unexpected given that the mechanisms for entering and

submitting a query in all three interfaces followed a design pattern that is commonly used and provides a predictable outcome

in the interface.

7.1.2 Control Features. While the use of the pagination feature did not elicit significant changes in emotional valence, the

use of the search filter did. Across all three interfaces, participants had positive reactions to using the search filter. This

suggests that the outcome of using the search filters was appreciated, validating the importance of providing searchers with

mechanisms for interactively refining their queries based on attributes of the collection.

7.1.3 Informational Features. The two informational features provided across all three interfaces were the ability to click on

the search results when viewing the SERP and when viewing the workspace. When using the Baseline interface, clicking

on search results resulted in negative reactions. However, when using the two visual keyword/result linking approaches

(the Result-Focused and SERP-Focused interfaces), clicking on search results resulted in positive reactions. This pattern

was present both when accessing the search results from the SERP and when accessing them from the workspace. Clearly,

participants using the Baseline were having difficulty finding search results they found valuable or useful. This was not the

case with the other two interfaces; allowing the searchers to highlight related search results resulted in positive reactions

when the results were clicked to view the details. We attribute this to the interactive features that allow searchers to reveal

relationships between search results through keyword selection.

7.1.4 Personalization Features. Among the personalization features that were present in all the interfaces, many did not elicit

significant changes in emotional valence. Many of these were to control aspects of the interface that were supplemental to the

search tasks assigned.

Among those features that did elicit emotional reactions, there was one feature that generated a positive reaction across

all interfaces: the ability to save a result to the workspace. This finding confirms the value of providing workspaces within

exploratory search interfaces.Searchers are likely to experience positive emotions when they identify a relevant search result

that they want to save for later use.

Although the ability to create and add search results to a gallery exists in all three interfaces, participants only had positive

reactions to this feature when using the visual keyword/result linking interfaces. Since the gallery provides a mechanism for

creating named sub-workspaces, perhaps the searchers found this more useful when combined with the interactive features

provided by the Result-Focused and SERP-Focused interfaces, compared to serving as just another place to save resources in

the Baseline.

There were a set of workspace features for which the participants had a negative reaction when used, which was present

across all interfaces: the features to unlike results in the workspace, remove results from the workspace, and delete galleries.

The common aspect of these features is that they undo previous work. The reaction to undoing such work was negative,
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Table 3. Typical interaction with the Baseline; statistically significant changes in the positive and negative valence are highlighted in bold.

Interaction Search action
Mean (SD) positive

valence 15ś0s
before the event

Mean (SD) positive
valence 0ś15s after

the event

Mean
Δ

Mean (SD) negative
valence 15ś0s
before the event

Mean (SD) negative
valence 0ś15s after

the event

Mean
Δ

Chi-square test result on
positive valence

Chi-square test result on
negative valence

Input Submit a query using the search button/clicking the enter key 0.25 (0.05) 0.27 (0.04) +0.02 0.30 (0.04) 0.27 (0.03) -0.03 𝜒
2(1, N=114)=0.08, p=0.78 𝜒

2(1, N=114)=0.04, p=0.83

Control
Click on pagination icon 0.17 (0.03) 0.18 (0.03) +0.01 0.30 (0.03) 0.31 (0.04) +0.01 𝜒

2(1, N=45)=0.01, p=0.96 𝜒
2(1, N=45)=0.83, p=0.36

⊕ Select value from search filter 0.19 (0.04) 0.30 (0.04) +0.11 0.24 (0.03) 0.15 (0.02) -0.09 𝜒
2(1, N=87)=12.14, p<0.001 𝜒

2(1, N=87)=10.63, p<0.01

Informational
⊖ Click on search result 0.19 (0.03) 0.12 (0.04) -0.07 0.24 (0.05) 0.30 (0.05) +0.06 𝜒

2(1, N=223)=12.97, p<0.001 𝜒
2(1, N=223)=4.34, p<0.05

⊖ Click on search result in workspace 0.16 (0.03) 0.07 (0.03) -0.09 0.34 (0.03) 0.44 (0.04) +0.10 𝜒
2(1, N=231)=8.81, p<0.01 𝜒

2(1, N=231)=11.58, p<0.001

Personalization
Click like result 0.15 (0.03) 0.10 (0.05) -0.05 0.29 (0.02) 0.26 (0.03) -0.03 𝜒

2(1, N=88)=0.46, p=0.50 𝜒
2(1, N=88)=0.05, p=0.82

Click unlike result 0.23 (0.03) 0.17 (0.04) -0.06 0.17 (0.04) 0.19 (0.03) +0.02 𝜒
2(1, N=40)=0.03, p=0.87 𝜒

2(1, N=40)=0.01, p=0.96
⊕ Click save result 0.28 (0.03) 0.33 (0.04) +0.05 0.35 (0.04) 0.24 (0.05) -0.11 𝜒

2(1, N=157)=6.04, p<0.05 𝜒
2(1, N=157)=5.61, p<0.05

Click “My Profilež 0.14 (0.03) 0.09 (0.04) -0.05 0.35 (0.05) 0.37 (0.03) +0.02 𝜒
2(1, N=93)=0.27, p=0.61 𝜒

2(1, N=93)=0.04, p=0.85
Click change layout 0.21 (0.05) 0.17 (0.04) -0.04 0.32 (0.03) 0.33 (0.04) +0.01 𝜒

2(1, N=41)=0.12, p=0.73 𝜒
2(1, N=41)=2.08, p=0.15

Click create gallery 0.17 (0.03) 0.09 (0.04) -0.08 0.31 (0.02) 0.27 (0.04) -0.04 𝜒
2(1, N=95)=0.88, p=0.35 𝜒

2(1, N=95)=0.24, p=0.62
Click add result to gallery 0.16 (0.04) 0.12 (0.04) -0.04 0.18 (0.05) 0.29 (0.04) +0.11 𝜒

2(1, N=138)=0.21, p=0.65 𝜒
2(1, N=138)=0.31, p=0.58

Click like results in workspace 0.12 (0.04) 0.18 (0.04) +0.06 0.23 (0.05) 0.21 (0.04) -0.02 𝜒
2(1, N=47)=0.20, p=0.66 𝜒

2(1, N=47)=1.06, p=0.30
⊖ Click unlike results in workspace 0.18 (0.03) 0.07 (0.03) -0.11 0.23 (0.03) 0.33 (0.02) +0.10 𝜒

2(1, N=33)=8.10, p<0.01 𝜒
2(1, N=33)=13.44, p<0.001

⊖ Click on remove result in workspace 0.21 (0.02) 0.13 (0.03) -0.08 0.22 (0.04) 0.31 (0.02) +0.09 𝜒
2(1, N=48)=10.70, p<0.01 𝜒

2(1, N=48)=7.56, p<0.01

⊖ Click delete gallery in workspace 0.23 (0.03) 0.12 (0.02) -0.11 0.22 (0.06) 0.37 (0.05) +0.15 𝜒
2(1, N=43)=9.91, p<0.01 𝜒

2(1, N=43)=9.72, p<0.01

Table 4. Typical interaction with Result-Focused; statistically significant changes in the positive and negative valence are highlighted in bold.

Interaction Search action
Mean (SD) positive

valence 15ś0s
before the event

Mean (SD) positive
valence 0ś15s after

the event

Mean
Δ

Mean (SD) negative
valence 15ś0s
before the event

Mean (SD) negative
valence 0ś15s after

the event

Mean
Δ

Chi-square test result on
positive valence

Chi-square test result on
negative valence

Input Submit a query using the search button/clicking the enter key 0.30 (0.04) 0.35 (0.05) +0.05 0.16 (0.03) 0.12 (0.04) -0.04 𝜒
2(1, N=138)=0.01, p=0.96 𝜒

2(1, N=138)=1.72, p=0.19

Control
Click on pagination icon 0.15 (0.03) 0.111 (0.02) -0.04 0.18 (0.05) 0.21 (0.03) +0.03 𝜒

2(1, N=77)=0.13, p=0.72 𝜒
2(1, N=77)=0.37, p=0.54

⊕ Select value from search filter 0.18 (0.03) 0.28 (0.05) +0.10 0.37 (0.03) 0.31 (0.02) -0.06 𝜒
2(1, N=115)=14.48, p<0.001 𝜒

2(1, N=115)=7.82, p<0.01

Informational
⊕ Click on search result 0.31 (0.05) 0.40 (0.04) +0.09 0.26 (0.04) 0.22 (0.03) -0.04 𝜒

2(1, N=201)=5.71, p<0.05 𝜒
2(1, N=201)=5.53, p<0.05

⊕ Click on search result in workspace 0.35 (0.05) 0.41 (0.05) +0.06 0.15 (0.02) 0.10 (0.04) -0.05 𝜒
2(1, N=151)=8.72, p<0.01 𝜒

2(1, N=151)=6.14, p<0.05

Personalization
Click like result 0.23 (0.02) 0.28 (0.03) +0.05 0.18 (0.04) 0.14 (0.03) -0.04 𝜒

2(1, N=103)=0.39, p=0.53 𝜒
2(1, N=103)=0.52, p=0.47

Click unlike result 0.24 (0.03) 0.17 (0.03) -0.07 0.24 (0.04) 0.28 (0.03) +0.04 𝜒
2(1, N=53)=0.01, p=0.96 𝜒

2(1, N=53)=0.03, p=0.87
⊕ Click save result 0.44 (0.03) 0.54 (0.07) +0.10 0.20 (0.04) 0.12 (0.03) -0.08 𝜒

2(1, N=199)=9.00, p<0.01 𝜒
2(1, N=199)=5.72, p<0.05

Click “My Profilež 0.25 (0.05) 0.30 (0.03) +0.05 0.20 (0.02) 0.12 (0.04) -0.08 𝜒
2(1, N=101)=0.01, p=0.96 𝜒

2(1, N=101)=1.49, p=0.22
Click change layout 0.26 (0.04) 0.19 (0.03) -0.07 0.31 (0.05) 0.43 (0.03) +0.12 𝜒

2(1, N=24)=0.51, p=0.47 𝜒
2(1, N=24)=0.37, p=0.54

Click create gallery 0.25 (0.03) 0.31 (0.04) +0.06 0.12 (0.02) 0.11 (0.03) -0.01 𝜒
2(1, N=118)=0.19, p=0.66 𝜒

2(1, N=118)=0.15, p=0.70
⊕ Click add result to gallery 0.42 (0.02) 0.48 (0.03) +0.06 0.21 (0.03) 0.14 (0.04) -0.07 𝜒

2(1, N=188)=9.81, p<0.01 𝜒
2(1, N=188)=8.10, p<0.01

Click like results in workspace 0.28 (0.03) 0.31 (0.04) +0.03 0.18 (0.05) 0.14 (0.03) -0.04 𝜒
2(1, N=26)=2.12, p=0.15 𝜒

2(1, N=26)=2.21, p=0.14
⊖ Click unlike results in workspace 0.41 (0.04) 0.30 (0.03) -0.11 0.17 (0.03) 0.31 (0.03) +0.14 𝜒

2(1, N=56)=13.19, p<0.001 𝜒
2(1, N=56)=12.69, p<0.001

⊖ Click on remove result in workspace 0.41 (0.04) 0.30 (0.02) -0.11 0.21 (0.04) 0.30 (0.05) +0.09 𝜒
2(1, N=43)=8.12, p<0.01 𝜒

2(1, N=43)=6.80, p<0.01

⊖ Click delete gallery in workspace 0.34 (0.03) 0.22 (0.05) -0.12 0.20 (0.03) 0.28 (0.03) +0.08 𝜒
2(1, N=35)=13.88, p<0.001 𝜒

2(1, N=35)=9.96, p<0.01

⊕ Click highlight keyword 0.47 (0.02) 0.57 (0.03) +0.10 0.31 (0.04) 0.17 (0.03) -0.14 𝜒
2(1, N=261)=8.91, p<0.01 𝜒

2(1, N=261)=11.29, p<0.001

⊖ Click unhighlight keyword 0.30 (0.04) 0.22 (0.03) -0.08 0.20 (0.04) 0.39 (0.03) +0.19 𝜒
2(1, N=80)=14.41, p<0.001 𝜒

2(1, N=80)=15.28, p<0.0001

⊖ Click reset button 0.27 (0.04) 0.16 (0.02) -0.11 0.18 (0.02) 0.33 (0.03) +0.15 𝜒
2(1, N=57)=13.32, p<0.001 𝜒

2(1, N=57)=15.03, p<0.001

⊕ Click highlight keyword in workspace 0.42 (0.05) 0.53 (0.02) +0.11 0.24 (0.04) 0.18 (0.04) -0.06 𝜒
2(1, N=287)=12.35, p<0.001 𝜒

2(1, N=287)=5.29, p<0.05

⊖ Click unhighlight keyword in workspace 0.47 (0.02) 0.33 (0.04) -0.14 0.15 (0.04) 0.25 (0.03) +0.10 𝜒
2(1, N=96)=14.59, p<0.001 𝜒

2(1, N=96)=7.24, p<0.01

⊖ Click reset in workspace 0.29 (0.04) 0.23 (0.03) -0.06 0.21 (0.05) 0.30 (0.05) +0.09 𝜒
2(1, N=47)=5.90, p<0.05 𝜒

2(1, N=47)=10.64, p<0.01
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Table 5. Typical interaction with SERP-Focused; statistically significant changes in the positive and negative valence are highlighted in bold.

Interaction Search action
Mean (SD) positive

valence 15ś0s
before the event

Mean (SD) positive
valence 0ś15s after

the event

Mean
Δ

Mean (SD) negative
valence 15ś0s
before the event

Mean (SD) negative
valence 0ś15s after

the event

Mean
Δ

Chi-square test result on
positive valence

Chi-square test result on
negative valence

Input Submit a query using the search button/clicking the enter key 0.40 (0.04) 0.43 (0.04) +0.03 0.28 (0.03) 0.20 (0.03) -0.08 𝜒
2(1, N=134)=0.41, p=0.52 𝜒

2(1, N=134)=0.70, p=0.40

Control
Click on pagination icon 0.22 (0.03) 0.25 (0.03) +0.03 0.17 (0.05) 0.20 (0.01) +0.03 𝜒

2(1, N=86)=0.01, p=0.92 𝜒
2(1, N=86)=0.39, p=0.53

⊕ Select value from search filter 0.22 (0.04) 0.38 (0.02) +0.16 0.31 (0.03) 0.24 (0.05) -0.07 𝜒
2(1, N=118)=15.63, p<0.0001 𝜒

2(1, N=118)=9.33, p<0.01

Informational
⊕ Click on search result 0.27 (0.04) 0.45 (0.05) +0.18 0.22 (0.03) 0.17 (0.05) -0.05 𝜒

2(1, N=254)=7.03, p<0.01 𝜒
2(1, N=254)=5.50, p<0.05

⊕ Click on search result in workspace 0.40 (0.04) 0.45 (0.01) +0.05 0.23 (0.05) 0.13 (0.02) -0.10 𝜒
2(1, N=150)=5.36, p<0.05 𝜒

2(1, N=150)=7.23, p<0.01

Personalization
Click like result 0.30 (0.03) 0.33 (0.04) +0.03 0.18 (0.03) 0.16 (0.04) -0.02 𝜒

2(1, N=123)=0.20, p=0.66 𝜒
2(1, N=123)=0.01, p=0.98

Click unlike result 0.28 (0.04) 0.24 (0.04) -0.04 0.33 (0.03) 0.39 (0.03) +0.05 𝜒
2(1, N=58)=0.01, p=0.92 𝜒

2(1, N=58)=3.99, p<0.05

⊕ Click save result 0.38 (0.04) 0.56 (0.04) +0.18 0.27 (0.05) 0.13 (0.02) -0.14 𝜒
2(1, N=196)=12.89, p<0.001 𝜒

2(1, N=196)=14.83, p<0.001

Click “My Profilež 0.25 (0.05) 0.27 (0.03) +0.02 0.15 (0.03) 0.12 (0.04) -0.03 𝜒
2(1, N=88)=0.09, p=0.77 𝜒

2(1, N=88)=0.84, p=0.36
Click change layout 0.23 (0.04) 0.20 (0.02) -0.03 0.30 (0.05) 0.33 (0.06) +0.03 𝜒

2(1, N=19)=0.07, p=0.78 𝜒
2(1, N=19)=0.01, p=0.96

Click create gallery 0.33 (0.02) 0.40 (0.04) +0.07 0.21 (0.04) 0.16 (0.07) -0.05 𝜒
2(1, N=129)=0.04, p=0.83 𝜒

2(1, N=129)=0.01, p=0.93
⊕ Click add result to gallery 0.37 (0.05) 0.45 (0.02) +0.08 0.23 (0.04) 0.11 (0.02) -0.12 𝜒

2(1, N=188)=6.28, p<0.05 𝜒
2(1, N=188)=11.03, p<0.001

Click like results in workspace 0.30 (0.04) 0.35 (0.04) +0.05 0.17 (0.04) 0.12 (0.03) -0.05 𝜒
2(1, N=48)=1.69, p=0.19 𝜒

2(1, N=48)=0.02, p<0.89

⊖ Click unlike results in workspace 0.28 (0.03) 0.17 (0.04) -0.11 0.22 (0.05) 0.30 (0.02) +0.08 𝜒
2(1, N=25)=12.39, p<0.001 𝜒

2(1, N=25)=9.61, p<0.01

⊖ Click on remove result in workspace 0.30 (0.02) 0.20 (0.03) -0.10 0.22 (0.05) 0.34 (0.04) +0.12 𝜒
2(1, N=47)=6.74, p<0.01 𝜒

2(1, N=47)=9.19, p<0.01

⊖ Click delete gallery in workspace 0.25 (0.03) 0.17 (0.04) -0.08 0.22 (0.03) 0.30 (0.05) +0.08 𝜒
2(1, N=36)=6.39, p<0.01 𝜒

2(1, N=36)=7.19, p<0.01

⊕ Click highlight keyword 0.35 (0.05) 0.47 (0.03) +0.12 0.20 (0.05) 0.11 (0.04) -0.09 𝜒
2(1, N=251)=10.70, p<0.01 𝜒

2(1, N=251)=10.00, p<0.01

⊖Click unhighlight keyword 0.30 (0.04) 0.20 (0.05) -0.10 0.18 (0.04) 0.25 (0.02) +0.07 𝜒
2(1, N=72)=12.56, p<0.001 𝜒

2(1, N=72)=9.85, p<0.01

⊖ Click reset button 0.27 (0.04) 0.19 (0.05) -0.08 0.21 (0.04) 0.35 (0.03) +0.14 𝜒
2(1, N=42)=12.14, p<0.001 𝜒

2(1, N=42)=16.06, p<0.0001

⊕ Click highlight keyword in workspace 0.35 (0.04) 0.43 (0.06) +0.08 0.17 (0.04) 0.13 (0.05) -0.04 𝜒
2(1, N=263)=6.55, p<0.05 𝜒

2(1, N=263)=4.49, p<0.05

⊖ Click unhighlight keyword in workspace 0.46 (0.05) 0.34 (0.04) -0.12 0.23 (0.03) 0.31 (0.05) +0.08 𝜒
2(1, N=76)=9.46, p<0.01 𝜒

2(1, N=76)=14.15, p<0.001

⊖ Click reset in workspace 0.35 (0.04) 0.30 (0.03) -0.05 0.24 (0.04) 0.34 (0.05) +0.10 𝜒
2(1, N=34)=5.61, p<0.05 𝜒

2(1, N=34)=7.46, p<0.01

Table 6. Summary of typical interactions (Mean and Standard Deviation) across the Baseline (B), Result-focused (RF), and SERP-focused (SF) interfaces (* indicates statistically significant differences versus the

Baseline).

Feature Type Search Action Interactions - B Interactions - RF Interactions - SF ANOVA
Input Submit a query using the search button 6.34 (3.14) 7.67 (3.27) 7.45 (3.25) F(2,51)=1.18, p=0.31
Control Click on pagination icon 4.50 (1.75) 4.28 (1.93) 4.78 (1.98) F(2,51)=1.99, p=0.15

Select value from search filter 4.84 (2.99) 6.39 (3.14) 6.56 (2.16) F(2,51)=0.86, p=0.43
Informational Click on search result 12.39 (3.74) 11.17 (3.62) 14.12 (3.02) F(2,51)=0.05, p=0.95

Click on search result in workspace 12.84 (2.79) 8.39* (3.34) 8.34* (1.94) F(2,51)=4.82, p<0.05

Personalization Click like result 4.89 (2.02) 5.73* (3.18) 6.84* (1.19) F(2,51)=4.67, p<0.05
Click unlike result 2.23 (1.73) 2.95 (2.08) 3.23 (2.83) F(2,51)=0.74, p=0.48
Click save result 8.72 (3.54) 11.06* (3.01) 10.89* (2.59) F(2,51)=6.14, p<0.01
Click “My Profilež 5.17 (3.54) 5.62 (2.07) 4.89 (3.99) F(2,51)=1.27, p=0.29
Click change layout 2.28 (1.73) 1.34 (0.64) 1.06 (1.02) F(2,51)=0.69, p=0.51
Click create gallery 5.28 (3.03) 6.56 (2.16) 7.17 (3.22) F(2,51)=0.48, p=0.62
Click add result to gallery 7.66 (4.38) 10.41* (3.16) 10.45* (2.55) F(2,51)=5.81, p<0.01
Click like results in workspace 2.62 (1.77) 1.45 (1.05) 2.67 (1.17) F(2,51)=0.98, p=0.38
Click unlike results in workspace 1.84 (0.69) 3.12 (2.82) 1.39 (0.64) F(2,51)=0.87, p=0.42
Click remove result in workspace 2.67 (1.77) 2.39 (2.00) 2.62 (2.17) F(2,51)=0.23, p=0.80
Click delete gallery in workspace 2.39 (1.74) 1.95 (0.53) 2.00 (1.70) F(2,51)=2.16, p=0.13
Click highlight keyword - 14.5 (3.95) 13.95 (2.56) F(1,34)=2.55, p=0.12
Click unhighlight keyword - 4.45 (2.95) 4.00 (1.78) F(1,34)=0.67, p=0.42
Click reset button - 3.17 (1.82) 2.34 (2.04) F(1,34)=0.53, p=0.47
Click highlight keyword in workspace - 15.95 (3.12) 14.62 (3.97) F(1,34)=0.30, p=0.59
Click unhighlight keyword in workspace - 5.34 (3.04) 4.23 (1.93) F(1,34)=1.40, p=0.25
Click reset in workspace - 2.62 (1.77) 1.89 (0.69) F(1,34)=2.43, p=0.13
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Integrating Eye Tracking, Feature Use, and Emotional Valence: A Multimodal Approach to Evaluating Search Interfaces 13

which highlights the frustration searchers may experience when finding something they think might be relevant to only later

decide that it is not.

A set of interactive features related to keywords were present in the two interfaces that provided visual keyword/result

linking. These features represented the key difference with the Baseline, and were represented in two different formats in the

Result-Focused and SERP-Focused interfaces. These different formats did not have an impact on the participants’ reactions

to using the features. When keywords were clicked to highlight search results, participants had a positive reaction. This

was present both when using this feature in SERP and in the Workspace, highlighting the value of allowing the searchers to

interactively surface relationships between search results using interactive keyword selection and visualization. When the

selection of a particular keyword was no longer of value in evaluating the search results or workspace, choosing to unhighlight

it or unhighlight all via the reset button resulted in a negative reaction. Here again, when searchers found themselves needing

to undo previous work, they reacted negatively.

7.1.5 Frequency of Interaction. The frequency of interaction with each of the features across all three interfaces is provided

in Table 6. Repeated measures ANOVA was conducted to compare this data across the interface conditions. In cases where

statistical significance was found, a post-hoc Tukey HSD test was performed to identify across which pairs of interfaces

statistical significance was present. Overall, the participants in this study engaged with the search process and used the core

features of the interfaces at a similar level, with three exceptions.

When using the Baseline interface, participants clicked on the search results in the workspace more frequently than when

they used the two visual keyword/result linking interfaces. This combined with the earlier observation of negative reactions to

clicking on the results in the workspace when using the Baseline provides further evidence of the difficulties the searchers had

with finding relevant information for the assigned task. That is, the participants needed to access the full resource records to

verify that what they had was relevant, as opposed to using the keywords surfaced in the other two interfaces as a mechanism

to support this activity.

When using the Baseline, participants also used the like feature less frequently, and added fewer results to the gallery.

While there was no difference in the emotional reactions to using the like feature between the interfaces, those who used the

two visual keyword/result linking interfaces had positive reactions to adding results to the gallery. Perhaps by providing extra

interactive features within these new interfaces, participants were also willing to try out other features that they were not

familiar with. They may not have noticed that the gallery was present in the Baseline interface, as the familiar design may not

have motivated an investigation or discovery of its features.

7.1.6 Summary. As a result of integrating eye tracking, feature use, and emotional valence, we were able to identify patterns

in the interaction with the features of the search interfaces. Participants had positive reactions across all three interfaces with

respect to using the filters and being able to save results to the workspace. Participants had negative reactions with respect

to using features that had a result of undoing previous work. Being able to interact with keywords to surface relationships

among the search results generated positive reactions, with little difference between the Result-Focused and SERP-Focused

approaches. This fundamental difference versus the Baseline had the effect of participants having negative reactions when

clicking on search results to show more details with the Baseline, but positive reactions for the same interaction when using

the visual keyword/result linking interfaces. This depth of analysis provides a richer view of the participants’ experiences

when using the interfaces than our previous analysis was able to do following typical IIR evaluation methods [57].

7.2 RQ2: Passive Interaction Feature Use

We examined the changes in emotional valence before and after passive interaction with search interface features (i.e., when

searchers viewed a feature but chose not to use it). As with the previous analysis, positive reactions were identified by

a statistically significant increase in positive valence and a statistically significant decrease in negative valence; negative

reactions were identified in the opposite situation. The results of these analyses are provided in the following three tables for

each of the three interfaces: Tables 7, 8, and 9.

7.2.1 Input Features. The passive interaction with the single input feature - viewing the query input box but choosing not to

change the query - did not generate a statistically significant change emotional valence for any of the interfaces. The layout

and operation of the query feature was the same across all interfaces, and the interactive features provided in the visual

keyword/result linking interfaces did not provide explicit mechanisms for query refinement. As such, the action of viewing
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the query without interacting with it would typically occur when using the query box as a memory aid - when the searcher

wishes to remind themselves of the query they issued.

7.2.2 Control Features. Across all three interfaces, there was a common pattern of viewing the search filters but not finding

something worth selecting, resulting in a negative reaction. In the evaluation of the typical interaction with this feature in

the previous section, we found that those who used the search filters had positive reactions; yet here we found the opposite

reaction. While we do not have data to explain the circumstances under which the search filters were used versus viewed but

not used, what we can infer is that in situations in which the searcher wanted to use the filter but could not make a selection,

they had a negative reaction. Perhaps this was due to a lack of understanding of the options provided in the filter, highlighting

the importance of ensuring that such filters present information in a format that is understandable by searchers.

7.2.3 Informational Features. When passively interacting with individual search results (looking at them but not interacting

with them), there was a negative reaction. This is what one would expect, as viewing a search result and choosing not to click

on it or save it suggests that it was not considered relevant by the participants. This negative reaction was consistent across

all three interfaces.

When passively interacting with the search results saved in the workspace, the results were different between the interfaces.

When participants used the Baseline, there was a negative reaction, which suggests that the participants were not satisfied

with the search results they had previously saved. The opposite effect was present in the visual keyword/result linking

interfaces, where viewing a search result in the workspace generated a positive reaction among the participants. This suggests

that the participants had different impressions of the quality of what they had saved in the workspace between the Baseline

and the other two interfaces, which we can attribute to the value of the interactive keyword/result highlighting features

provided in the other two interfaces.

7.2.4 Personalization Features. When considering the personalization features and choosing not to use them, some features

did not elicit much change in emotional valence. Among those where there was a statistically significant change in the valence,

a few elicited mixed emotional reactions between the interfaces, and others elicited consistent emotional reactions across the

interfaces.

Participants who passively interacted with the like result feature using the SERP-focused interface had a positive reaction.

Participants who passively interacted with the save result feature using the Baseline interface had a negative reaction. As both

of these features were present across all three interfaces and were not influenced by the differences between the interfaces,

we do not have an explanation for why participants had these emotional reactions to viewing these features. Perhaps there

were subtle differences in the layouts of these features in relation to other interactive elements in the interfaces that drew the

searchers’ attention to them, but did not motivate the searcher to use the features.

When viewing the delete gallery feature and choosing not to use it, participants had a negative reaction across all three

interfaces. We attribute this to the uncertainty of the outcome of using this feature, and how it would affect the work the

participants had done thus far. For example, because the gallery exists within the workspace, it may have been unclear to

participants whether deleting the gallery would delete all saved resources in the gallery as well, or whether these would then

be moved to the general workspace. This result highlights the need for ensuring that any features that delete or undo prior

work have clear and obvious outcomes.

Passive interaction with the keywords present in the Result-Focused and SERP-Focused interfaces resulted in positive

reactions, both when they were presented in the SERP and when they were presented in the workspace. Whether the keywords

remained connected to the search results (in the Result-Focused approach) or were aggregated and provided along side the

search results (in the SERP-focused approach) had little difference. This highlights the overall value of surfacing keywords in

support of exploratory search - even when these keywords are not used explicitly they provide searchers with value, the

result of which is measurable with our approach.

When participants viewed the reset button (associated with the keyword selection) and chose not to use it, they had a

positive reaction. This suggests that they were considering removing all previously selected keywords and starting over, but

in choosing not to, they reaffirmed their positive reaction to the keyword choices they had made.

7.2.5 Frequency of Fixation and Length of Dwell Time. We calculated the frequency of fixations and dwell times per participant

on each AOI for each of the three interfaces, along with statistical analysis (repeated measures ANOVA and post-hoc Tukey

HSD) to identify which features are being passively interacted with more frequently in which interfaces. These results are

provided in Table 10.
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Table 7. Passive interaction with the Baseline; statistically significant changes in the positive and negative valence are highlighted in bold.

Feature Type AOI
Mean (SD) positive

valence 15ś0s
before the event

Mean (SD) positive
valence 0ś15s after

the event

Mean
Δ

Mean (SD) negative
valence 15ś0s
before the event

Mean (SD) negative
valence 0ś15s after

the event

Mean
Δ

Chi-square test result on
positive valence

Chi-square test result on
negative valence

Input Query input box 0.30 (0.03) 0.40 (0.03) +0.10 0.17 (0.04) 0.13 (0.03) -0.04 𝜒
2(1, N=89)=2.94, p=0.09 𝜒

2(1, N=89)=1.55, p=0.21

Control
Search results navigation 0.37 (0.02) 0.37 (0.03) 0.00 0.13 (0.04) 0.20 (0.04) +0.07 𝜒

2(1, N=48)=0.13, p=0.72 𝜒
2(1, N=48)=2.62, p=0.11

⊖ Search filters 0.29 (0.03) 0.17 (0.03) -0.12 0.24 (0.03) 0.38 (0.03) +0.14 𝜒
2(1, N=78)=8.79, p<0.01 𝜒

2(1, N=78)=5.04, p<0.05

Informational
⊖ Search result 0.27 (0.04) 0.19 (0.02) -0.08 0.18 (0.04) 0.24 (0.06) +0.06 𝜒

2(1, N=74)=9.16, p<0.01 𝜒
2(1, N=74)=4.35, p<0.05

⊖ Search result in workspace 0.29 (0.04) 0.22 (0.03) -0.07 0.22 (0.02) 0.32 (0.04) +0.10 𝜒
2(1, N=76)=4.58, p<0.05 𝜒

2(1, N=76)=7.60, p<0.01

Personalization
Like result 0.17 (0.04) 0.13 (0.04) -0.04 0.47 (0.04) 0.47 (0.04) 0.00 𝜒

2(1, N=36)=0.86, p=0.35 𝜒
2(1, N=36)=2.61, p=0.11

⊖ Save result 0.17 (0.01) 0.09 (0.03) -0.08 0.26 (0.04) 0.39 (0.03) +0.13 𝜒
2(1, N=98)=9.12, p<0.01 𝜒

2(1, N=98)=8.44, p<0.01

Go to workspace 0.17 (0.03) 0.17 (0.03) 0.00 0.29 (0.03) 0.31 (0.04) +0.02 𝜒
2(1, N=39)=0.05, p=0.83 𝜒

2(1, N=39)=1.15, p=0.28
Change layout 0.28 (0.03) 0.27(0.04) -0.01 0.29 (0.03) 0.37 (0.04) +0.08 𝜒

2(1, N=28)=0.12, p=0.73 𝜒
2(1, N=28)=1.14, p=0.29

Create gallery 0.20 (0.03) 0.14 (0.04) -0.06 0.30 (0.05) 0.36 (0.03) +0.06 𝜒
2(1, N=20)=1.06, p=0.30 𝜒

2(1, N=20)=0.53, p=0.47
Add result to gallery 0.25 (0.05) 0.26 (0.05) +0.01 0.31 (0.03) 0.17 (0.04) -0.14 𝜒

2(1, N=43)=0.17, p=0.68 𝜒
2(1, N=43)=1.40, p=0.24

Like result in workspace 0.23 (0.04) 0.24 (0.05) +0.01 0.16 (0.03) 0.17 (0.02) +0.01 𝜒
2(1, N=46)=0.13, p=0.72 𝜒

2(1, N=46)=1.08, p=0.29
⊖ Delete gallery 0.29 (0.02) 0.18 (0.02) -0.11 0.31 (0.03) 0.38 (0.03) +0.07 𝜒

2(1, N=26)=4.79, p<0.05 𝜒
2(1, N=26)=12.99, p<0.001

Table 8. Passive interaction with Result-Focused; statistically significant changes in the positive and negative valence are highlighted in bold.

Feature Type AOI
Mean (SD) positive

valence 15ś0s
before the event

Mean (SD) positive
valence 0ś15s after

the event

Mean
Δ

Mean (SD) negative
valence 15ś0s
before the event

Mean (SD) negative
valence 0ś15s after

the event

Mean
Δ

Chi-square test result on
positive valence

Chi-square test result on
negative valence

Input Query input box 0.34 (0.04) 0.39 (0.04) +0.05 0.21 (0.03) 0.16 (0.03) -0.05 𝜒
2(1, N=85)=1.55, p=0.21 𝜒

2(1, N=85)=0.16, p=0.69

Control
Search results navigation 0.13 (0.03) 0.13 (0.03) 0.00 0.17 (0.04) 0.16 (0.04) -0.01 𝜒

2(1, N=22)=0.01, p=0.96 𝜒
2(1, N=22)=0.17, p=0.68

⊖ Search filters 0.33 (0.05) 0.19 (0.03) -0.14 0.23 (0.03) 0.36 (0.03) +0.13 𝜒
2(1, N=101)=8.42, p<0.01 𝜒

2(1, N=101)=6.15, p<0.05

Informational
⊖ Search result 0.30 (0.04) 0.21 (0.05) -0.09 0.17 (0.02) 0.27 (0.03) +0.10 𝜒

2(1, N=53)=5.94, p<0.05 𝜒
2(1, N=53)=8.06, p<0.01

⊕ Search result in workspace 0.24 (0.04) 0.31 (0.06) +0.07 0.27 (0.02) 0.18 (0.04) -0.09 𝜒
2(1, N=79)=7.83, p<0.01 𝜒

2(1, N=79)=10.15, p<0.01

Personalization
Like result 0.23 (0.04) 0.30 (0.04) +0.07 0.20 (0.03) 0.17 (0.03) -0.03 𝜒

2(1, N=63)=0.03, p=0.88 𝜒
2(1, N=63)=0.25, p=0.62

Save result 0.34 (0.04) 0.44 (0.03) +0.10 0.23 (0.03) 0.10 (0.02) -0.13 𝜒
2(1, N=45)=3.69, p=0.05 𝜒

2(1, N=45)=0.63, p=0.43
Go to workspace 0.17 (0.03) 0.17 (0.03) 0.00 0.16 (0.04) 0.13 (0.04) -0.03 𝜒

2(1, N=38)=1.89, p=0.16 𝜒
2(1, N=38)=0.13, p=0.72

Change layout 0.30 (0.04) 0.29(0.03) -0.01 0.29 (0.02) 0.30 (0.03) +0.01 𝜒
2(1, N=23)=0.51, p=0.47 𝜒

2(1, N=23)=0.29, p=0.59
Create gallery 0.23 (0.04) 0.20 (0.05) -0.03 0.12 (0.03) 0.26 (0.04) +0.14 𝜒

2(1, N=33)=0.95, p=0.32 𝜒
2(1, N=33)=0.96, p=0.33

Add result to gallery 0.50 (0.03) 0.54 (0.03) +0.04 0.24 (0.04) 0.10 (0.03) -0.14 𝜒
2(1, N=38)=2.35, p=0.13 𝜒

2(1, N=38)=2.62, p=0.11
Like result in workspace 0.24 (0.04) 0.24 (0.05) 0.00 0.27 (0.03) 0.23 (0.02) -0.04 𝜒

2(1, N=21)=1.26, p=0.26 𝜒
2(1, N=21)=1.84, p=0.17

⊖ Delete gallery 0.35 (0.01) 0.26 (0.02) -0.09 0.28 (0.03) 0.33 (0.03) +0.05 𝜒
2(1, N=17)=4.78, p<0.05 𝜒

2(1, N=17)=4.56, p<0.05

⊕ Keyword 0.35 (0.03) 0.57 (0.04) +0.22 0.17 (0.03) 0.11 (0.02) -0.06 𝜒
2(1, N=34)=7.11, p<0.01 𝜒

2(1, N=34)=4.67, p<0.05

⊕ Reset button 0.24 (0.02) 0.32 (0.01) +0.08 0.22 (0.03) 0.18 (0.02) -0.04 𝜒
2(1, N=15)=4.09, p<0.05 𝜒

2(1, N=15)=5.97, p<0.05

⊕ Keyword in workspace 0.45 (0.04) 0.63 (0.05) +0.18 0.23 (0.03) 0.17 (0.03) -0.06 𝜒
2(1, N=42)=6.06, p<0.05 𝜒

2(1, N=42)=4.16, p<0.05

⊕ Reset button in workspace 0.34 (0.01) 0.43 (0.01) +0.09 0.24 (0.01) 0.14 (0.02) -0.10 𝜒
2(1, N=18)=4.27, p<0.05 𝜒

2(1, N=18)=8.53, p<0.01

M
an
u
script

su
bm

itted
to

A
C
M



16
P
irm

oradiet
al.

Table 9. Passive interaction with SERP-Focused; statistically significant changes in the positive and negative valence are highlighted in bold.

Feature Type AOI
Mean (SD) positive

valence 15ś0s
before the event

Mean (SD) positive
valence 0ś15s after

the event

Mean
Δ

Mean (SD) negative
valence 15ś0s
before the event

Mean (SD) negative
valence 0ś15s after

the event

Mean
Δ

Chi-square test result on
positive valence

Chi-square test result on
negative valence

Input Query input box 0.20 (0.04) 0.26 (0.04) +0.06 0.21 (0.03) 0.15 (0.03) -0.06 𝜒
2(1, N=86)=0.01, p=0.95 𝜒

2(1, N=86)=2.81, p=0.09

Control
Search results navigation 0.26 (0.03) 0.20 (0.04) -0.06 0.30 (0.04) 0.30 (0.04) 0.00 𝜒

2(1, N=27)=0.02, p=0.86 𝜒
2(1, N=27)=0.09, p=0.76

⊖ Search filters 0.37 (0.03) 0.19 (0.03) -0.18 0.25 (0.03) 0.38 (0.02) +0.13 𝜒
2(1, N=83)=5.17, p<0.05 𝜒

2(1, N=83)=8.18, p<0.01

Informational
⊖ Search result 0.37 (0.02) 0.26 (0.04) -0.11 0.19 (0.03) 0.26 (0.03) +0.07 𝜒

2(1, N=46)=7.46, p<0.01 𝜒
2(1, N=46)=4.71, p<0.05

⊕ Search result in workspace 0.27 (0.04) 0.35 (0.03) +0.08 0.25 (0.05) 0.14 (0.06) -0.11 𝜒
2(1, N=87)=7.84, p<0.01 𝜒

2(1, N=87)=10.15, p<0.01

Personalization
⊕ Like result 0.17 (0.03) 0.25 (0.03) +0.08 0.17 (0.03) 0.14 (0.02) -0.03 𝜒

2(1, N=38)=6.41, p<0.05 𝜒
2(1, N=38)=4.75, p<0.05

Save result 0.34 (0.04) 0.44 (0.03) +0.10 0.23 (0.03) 0.10 (0.02) -0.13 𝜒
2(1, N=42)=3.69, p=0.05 𝜒

2(1, N=42)=0.63, p=0.43
Go to workspace 0.20 (0.04) 0.21 (0.03) +0.01 0.12 (0.04) 0.11 (0.03) -0.01 𝜒

2(1, N=28)=0.22, p=0.64 𝜒
2(1, N=28)=1.89, p=0.18

Change layout 0.26 (0.06) 0.20(0.03) -0.06 0.29 (0.02) 0.32 (0.04) +0.03 𝜒
2(1, N=17)=1.73, p=0.21 𝜒

2(1, N=17)=0.12, p=0.74
Create gallery 0.19 (0.03) 0.17 (0.03) -0.02 0.14 (0.03) 0.23 (0.04) +0.09 𝜒

2(1, N=35)=3.80, p=0.06 𝜒
2(1, N=35)=0.001, p=0.97

Add result to gallery 0.42 (0.05) 0.46 (0.03) +0.04 0.13 (0.03) 0.06 (0.02) -0.07 𝜒
2(1, N=19)=0.82, p=0.38 𝜒

2(1, N=19)=1.32, p=0.27
Like result in workspace 0.21 (0.04) 0.24 (0.05) +0.03 0.17 (0.03) 0.10 (0.02) -0.07 𝜒

2(1, N=17)=0.02, p=0.88 𝜒
2(1, N=17)=0.53, p=0.48

⊖ Delete gallery 0.34 (0.02) 0.24 (0.02) -0.10 0.29 (0.03) 0.40 (0.03) +0.11 𝜒
2(1, N=21)=13.12, p<0.01 𝜒

2(1, N=21)=21.02, p<0.001

⊕ Keyword 0.40 (0.02) 0.56 (0.03) +0.16 0.19 (0.03) 0.15 (0.02) -0.04 𝜒
2(1, N=40)=6.61, p<0.05 𝜒

2(1, N=40)=4.57, p<0.05

⊕ Reset button 0.20 (0.03) 0.35 (0.04) +0.15 0.25 (0.02) 0.09 (0.04) -0.16 𝜒
2(1, N=17)=9.73, p<0.01 𝜒

2(1, N=17)=6.13, p<0.05

⊕ Keyword in workspace 0.36 (0.04) 0.53 (0.04) +0.17 0.13 (0.02) 0.09 (0.03) -0.04 𝜒
2(1, N=52)=6.79, p<0.01 𝜒

2(1, N=52)=5.67, p<0.05

⊕ Reset button in workspace 0.28 (0.03) 0.45 (0.04) +0.17 0.29 (0.05) 0.11 (0.02) -0.17 𝜒
2(1, N=22)=6.80, p<0.01 𝜒

2(1, N=22)=5.64, p<0.05

Table 10. Summary of fixations and dwell time (mean and standard deviation) for AOIs across the Baseline (B), Result-focused (RF), and SERP-focused (SF) interfaces (* indicates statistically significant differences

versus the Baseline).

Feature Type AOI Fixations - B Fixations - RF Fixations - SF ANOVA Dwell Time - B Dwell Time - RF Dwell Time - SF ANOVA

Input Query input box 4.94 (1.68) 4.72 (2.21) 4.78 (2.36) F(2,51)=3.80, p=0.06 1.35 (0.54) 1.14 (0.67) 1.21 (0.83) F(2,51)=0.13, p=0.72

Control
Search results navigation 2.67 (1.48) 1.22 (0.80) 1.50 (1.15) F(2,51)=1.74, p=0.20 2.05 (0.68) 1.75 (0.55) 1.61 (0.62) F(2,51)=1.89, p=0.18
Search filters 4.33 (2.88) 5.61 (1.95) 4.61 (2.23) F(2,51)=0.73, p=0.40 4.50 (0.70) 4.80 (0.60) 5.01 (0.61) F(2,51)=2.88, p=0.09

Informational
Search result 4.11 (1.05) 2.94 (1.35) 5.56 (1.91) F(2,51)=1.85, p=0.18 3.17 (0.52) 2.38 (0.43) 1.97 (0.78) F(2,51)=1.76, p=0.20
Search result in workspace 4.22 (1.99) 4.39* (2.84) 4.83* (1.25) F(2,51)=12.21, p<0.01 3.33 (0.53) 2.05* (0.65) 1.53* (0.50) F(2,51)=5.85, p<0.05

Personalization Like result 2.00 (1.33) 3.50 (1.57) 2.11 (0.56) F(2,51)=2.35, p=0.13 1.52 (0.70) 1.33 (0.73) 1.73 (0.94) F(2,51)=0.56, p=0.46
Save result 5.44 (1.34) 2.50* (1.28) 2.33* (1.06) F(2,51)=10.27, p<0.01 4.31 (0.57) 1.71* (0.62) 1.57* (0.60) F(2,51)=16.32, p<0.001

“My Profilež 2.17 (1.66) 2.11 (1.14) 1.56 (0.78) F(2,51)=1.86, p=0.19 1.06 (0.75) 1.43 (0.80) 1.44 (0.77) F(2,51)=0.83, p=0.37
Change layout 1.56 (1.03) 1.28 (0.82) 0.94 (0.40) F(2,51)=1.74, p=0.20 1.34 (0.43) 1.77 (0.41) 2.05 (0.46) F(2,51)=0.53, p=0.48
Create gallery 1.11 (0.77) 1.83 (1.19) 1.94 (1.35) F(2,51)=0.26, p=0.61 1.24 (0.46) 2.34 (0.71) 2.56 (0.62) F(2,51)=0.06, p=0.81
Add result to gallery 2.39 (1.37) 2.11 (0.99) 1.06 (0.51) F(2,51)=1.55, p=0.23 1.87 (0.70) 1.43 (0.96) 1.93 (0.44) F(2,51)=2.04, p=0.16
Like result in workspace 2.56 (0.36) 1.17 (0.56) 0.94 (0.48) F(2,51)=0.09, p=0.77 1.24 (0.72) 1.52 (0.91) 1.30 (0.98) F(2,51)=0.04, p=0.84
Delete gallery 1.44 (1.02) 0.94 (0.52) 1.17 (0.53) F(2,51)=0.58, p=0.45 2.97 (0.62) 1.53 (0.77) 2.14 (0.61) F(2,51)=1.10, p=0.30
Keyword - 1.88 (1.37) 2.22 (2.14) F(1,34)=1.34, p=0.25 - 1.33 (0.55) 1.01 (0.43) F(1,34)=0.78, p=0.38
Reset button - 0.83 (0.90) 0.94 (1.23) F(1,34)=0.31, p=0.58 - 1.73 (0.53) 1.47 (0.54) F(1,34)=1.66, p=0.21
Keyword in workspace - 2.33 (1.56) 2.88 (2.42) F(1,34)=0.72, p=0.40 - 0.93 (0.43) 1.15 (0.43) F(1,34)=1.86, p=0.18
Reset button in workspace - 1.00 (0.96) 1.22 (0.83) F(1,34)=0.59, p=0.45 - 1.33 (0.83) 1.19 (0.50) F(1,34)=0.10, p=0.75
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In addition to providing context to the results reported above, we identified two search interface features where there

were differences between the Baseline interface and the two visual keyword/result linking interfaces. Participants had fewer

fixations on search results in the workspace, but had longer dwell times on them. As noted above, this resulted in negative

reactions, which highlights again the challenges the participants experienced using the Baseline interface to evaluate the

search results in the workspace.

Participants also had more frequent fixations on the save result feature in the Baseline, and had longer dwell times on

this before deciding not to use the feature. Connecting this back to the emotional responses, these same participants had

negative reactions to this passive interaction. As the same search results were provided for all interfaces, this is evidence of

dissatisfaction with their ability to decide relevance, which was not present when they could interactively use keywords to

show relationships among the search results.

7.2.6 Summary. As a result of integrating eye tracking with emotional valence and then removing the interaction instances,

we were able to isolate passive interaction with the search interfaces features and identify patterns from this data.

In some of the cases identified in this study, viewing an interface feature and choosing not to use it generated a negative

reaction across all interfaces (search filters, delete gallery). When searchers are unsure how to use a feature or are uncertain

about what it will do to their previous work, they have a negative reaction. Further, negative reactions were found when

viewing search results but choosing not to interact with them, which is an expected outcome for irrelevant search results.

A noteworthy difference between the Baseline interface and the two visual keyword/result linking interfaces was found

with respect to viewing saved search results in the workspace. Doing so gave participants a negative reaction in the Baseline

and a positive reaction in the other interfaces. There was also a difference in the frequency of fixations and the dwell time:

participants viewed such search results less frequently, but when doing so spent more time considering them. This showcases

the lack of satisfaction in what was found and saved when using the Baseline, and on the flip-side, the benefit that the visual

keyword/result linking interfaces provided in helping the participants to find and easily confirm that what was found was

beneficial.

There was also a noteworthy difference with the Baseline when considering whether to save a result and choosing not

to. Participants who used the Baseline had a negative reaction to this. There were more fixations on this feature than with

the other two interfaces, and more time was spent considering whether to use the feature and ultimately choosing not

to. Conversely, when participants used the visual keyword/result linking interfaces, they were able to use the keyword

highlighting feature to surface relationships among the search results, which meant that they could leverage a decision made

about relevance of one search result to more easily make a decision about other related ones. While this did not generate an

emotional reaction, fewer fixations were needed and the consideration and choice not to save a result occurred more quickly.

The novel features of the Result-focused and SERP-focused interfaces are the surfacing of the keywords to support the

search process. Even when these were used passively, there were positive reactions to them. The passive interaction with the

reset button resulting in a positive reaction is an example of how not using reset or undo features can highlight the value of

the interaction with the features they reset or undo.

8 Discussion

The research questions were motivated by an opportunity to connecting eye tracking data with feature use and measurements

of emotional valence. This study examined participants’ emotional reactions to the use of features of the search interfaces

through two approaches: integrating this data to assess the typical interaction, and isolating the features that were viewed but

not interacted with to assess the passive (gaze-only) interaction. We designed this dual approach to investigate the nature of

these two types of interactions with respect to the features of three search interfaces.

In analyzing the typical interaction, we were able to find valuable aspects of all three interfaces whose use resulted in

positive reactions. We were also able to identify features whose use resulted in different emotional responses depending on

which interface was being used by the participants. The key findings are summarized in Figure 5. The feature-level granularity

of these results provides insight into the specific aspects of the interfaces that were viewed positively and negatively while

being used.

Data to support such findings are not available with multimodal studies that use system-level survey instruments such as

the technology acceptance model [71] or the user engagement scale [53]. While similar data could be collected via post-task

questionnaires that ask questions about each individual feature in an interface, these may result in survey fatigue and be

subject to recency effects [22, 57]. It may also be possible to collect similar data using retrospective think-aloud protocols [48],
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Fig. 5. A summary of the key features whose interaction (typical and passive) resulted in positive or negative emotions.

but in addition to being influenced by participants’ memory, they too are subject to recency effects. We were able to collect

such data unobtrusively, allowing the study to proceed with minimal delay between tasks for collecting subjective opinions.

In analyzing the passive (gaze-only) interaction, we were able to identify features whose observation but subsequent use

elected negative reactions, and others that elicited positive reactions. While this approach does not provide data to explain

why the searchers had such reactions, we are able to make inferences from the findings based on the nature of the features

and the differences between the interfaces.

As with the typical interactions, these passive interactions were identified in an unobtrusive manner, which contributes to

measurement validity. To measure these in other manners, such as using post-task questionnaires, would be difficult. While

we can expect a participant in a study to form an opinion about the features they explicitly use, they may have difficulty

forming such opinions based on the passive interaction with features.

In previous studies of visual keyword/result linking search interfaces [28, 29], typical IIR evaluation methods were used

and inferences were made based on the high-level differences between the interfaces. With the method presented in this

paper, and the study conducted using this method, we were able to conduct a feature-level study in an unobtrusive way so

as to not interfere with the flow of performing the searches. More importantly, we were able to isolate not only the typical

interaction with these features, but also the passive interaction. From this, we identified when such interactions resulted in

positive and negative reactions, giving us the ability to make inferences regarding the benefits or challenges the participants

faced when using these features.

Relating the findings of this study to a prior evaluation of these interfaces (which utilized a standard user study framework

with post-task subjective measures such as usefulness, ease of use, satisfaction, and user engagement)[28] provides feature-

level explanations for those findings. That is, we can now attribute the statistically significant differences in the subjective

measures specifically to the positive emotional reaction to when using the visual keyword/result linking methods to reveal

relationships among the search results both within the SERP and the workspace. Such positive reactions were also present

even when viewing the keywords and choosing not to use them. Further, in the earlier study we found higher a higher

precision among the saved resources compared to the baseline; in this study we found positive reactions to both viewing

and accessing these saved resources when using the new interfaces, providing corroborating evidence for the support the

interfaces provide to helping the searchers find and saved relevant resources. For the tasks used in this study, there remains

little difference between whether they keywords are presented in a result-focused or SERP-focused manner.

In addition, the observed emotional responses provide insight into utility and alignment of search interface features with

search activity requirements. Positive emotional reactions such as those elicited when saving results in the workspace, indicate

satisfaction with the relevance of saved search results. In contrast, negative emotional reactions, such as those observed

during passive interactions with the search filter, may reflect frustration due to its complexity or uncertainty in how it might

support fulfilling the search task objectives. These findings suggest that emotional reactions are closely tied to the perceived

usefulness and ease of use of a feature, reinforcing the importance of intuitive and task-aligned interface design. By linking

emotional reactions to the practical utility of the features, we highlight the need for search interface designs that reduce

cognitive load and align with searchers’ mental models.

Findings of our study align with those of scholars [7, 47] who have discussed broader trends in interface design and their

relationship to emotion. By exploring how particular features of search interfaces elicit emotional reactions from users during
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exploratory search tasks, our study contributes to this ongoing discussion. It is also consistent with the emphasis on emotional

aspects of interface design [19, 78].

A limitation of this study is the possibility that the facial expressions captured may reflect task difficulty (workload) rather

than emotional responses directly related to the interface features. To address this concern, perceived task difficulty was

assessed both before and after each task using participant surveys. The collected responses did not reveal any significant

outliers, suggesting workload perceptions were consistent. This consistency reduces the likelihood that variations in facial

expressions were primarily driven by task difficulty rather than interface design.

Another limitation of this study lies in the reliance on machine learning-based emotion classification methods. While such

methods are robust, they are subject to occasional inaccuracies, introducing a moderate risk of mis-classification. Factors such

as the quality of video frames from front-facing cameras, variability in lighting conditions, unusual facial expressions (e.g.,

talking, chewing, or drinking), and rigid head movements further impact the accuracy of emotional response detection. To

mitigate these potential inaccuracies, we employed strict data inclusion thresholds, discarding low-confidence frames and

ensuring a consistent recording setup across participants. While this means that we cannot claim that this approach can

replace other established methods for evaluating IIR systems, we have shown how it can be used to identify both positive and

negative feature-level interactions.

Although the relatively small sample size of 18 participants limits the statistical power, more importantly it limited our

ability to reveal differences between the two different approaches for visual keyword/result linking. A larger study in which

we can classify participants based on their preferences for local information (result-focused) versus global information

(SERP-focused) may provide further insight into how best to support exploratory search with visual keyword/result linking

approaches.

This study is also limited by the variability of environmental conditions across three data collection locations. However,

all data was collected by the same members of our research team to ensure consistency. The sessions were conducted in

private meeting rooms with minimal visual distractions; these locations had comparable setups, including even lighting and

standardized seating arrangements.

9 Conclusion

This work makes three contributions to the body of knowledge on evaluating interactive information retrieval systems: (1)

the development of an innovative method integrating eye tracking, feature use, and emotional valence to isolate both typical

interaction and passive interaction with search interface features; (2) the validation of the feasibility of using this method in

the context of a controlled laboratory experiment; and (3) feature-level evidence of the value of visual keyword/result linking

approaches to support exploratory search within digital humanities archives.

The value this method brings to conducting user studies is the ability to pinpoint specific features that participants found

beneficial or problematic, both through typical interaction and when the feature is the focus of visual attention but not

explicitly used. Such insight is difficult to capture otherwise, and may be used to further refine existing search interfaces

or inspire new ways of presenting information or providing interactive features, and considering whether they add value

through typical interaction, passive interaction, or both.

In the context of our study of visual keyword/result linking approaches to support exploratory search within digital

humanities archives, this method has allowed us to more precisely consider the impact of the feature-level differences between

the interfaces under investigation. Surfacing keyword information and making it interactive resulted in positive reactions,

even when the interactive aspect was not used. The similar reaction to this information regardless of how it was presented in

the interfaces (Result-Focused versus SERP-Focused) suggests that the differences may come down to individual preferences.

The evidence of positive emotions when using the keywords (typically and passively) provides motivation for the continued

study of visual methods for revealing relationships among search results within exploratory search settings.

As front-facing cameras improve, emotional detection approaches become faster, more accurate, and ethical, and eye

tracking is integrated within user interface hardware, there may be an opportunity to use this approach to create adaptive

exploratory search interfaces that are responsive to searcher interaction (typical and passive) based on emotional reactions.

Such adaptation could identify when useful information is found and automatically highlight related content, detect when

frustration with a feature occurs and suggest how it can be used more effectively, or adjust the simplicity/complexity of the

overall interface depending on which features are being used versus those that are being considered and not used. Further,

there may be the possibility of detecting the fluctuating uncertainty that is an inherent aspect of exploratory search [72],

tuning the features of the search interface as the searcher transitions from exploratory browsing to focused searching, and back
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to exploratory browsing when new information is found that causes an uncertainty rebound [32]. Such an approach would

enhance the user experience by making the search process more intuitive when undertaking complex tasks and pursuing

exploratory search processes, ensuring that both typical interaction and passive behaviours contribute to more responsive

and user-centered interfaces.

Our more immediate future work is to continue to focus on how eye tracking and emotional responses to search interface

feature use can enhance the evaluation of such interfaces. Streamlining the approach will make it more accessible to other

researchers. Using it to study novel visual and interactive features added to search interfaces will help to validate the individual

contributions of those features at both the typical and passive interaction level. There are also opportunities to generalize

this approach beyond the context of search interface evaluation, using it to study user interfaces designed for performing

knowledge-centred tasks at the feature-level.
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