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A LORENTZIAN RENORMALISATION GROUP EQUATION FOR

GAUGE THEORIES

EDOARDO D’ANGELO AND KASIA REJZNER

Abstract. In a recent paper, with Drago and Pinamonti we have intro-
duced aWetterich-type flow equation for scalar fields on Lorentzian man-
ifolds, using the algebraic approach to perturbative QFT. The equation
governs the flow of the effective average action, under changes of a mass
parameter 𝑘. Here we introduce an analogous flow equation for gauge the-
ories, with the aid of the Batalin-Vilkovisky (BV) formalism. We also show
that the corresponding effective average action satisfies a Slavnov-Taylor
identity in Zinn-Justin form. We interpret the equation as a cohomological
constraint on the functional form of the effective average action, and we
show that it is consistent with the flow.

1. Introduction

Gauge symmetry and renormalization are two pillars of modern physics.
General Relativity and Yang-Mills theory are built upon the invariance of the
laws of Nature under diffeomorphisms and under a non-Abelian Lie group,
respectively. In quantum field theory (QFT) language, the gauge symmetry
of the classical action gives raise to Becchi-Rouet-Stora-Tyutin (BRST) sym-
metry after gauge fixing is imposed to quantise a theory. The invariance of
scattering amplitudes under BRST symmetry, captured by the local cohomol-
ogy of the BRST operator, is the fundamental requirement to obtain gauge-
invariant, physical observables from a gauge-fixed action. Later, this was gen-
eralised to the Batalin-Vilkovisky (BV) formalism, which more recently has
also been made rigorous in mathematical QFT [35, 36, 37, 50, 63].
On the other hand, renormalization explains how the macroscopic world

emerges from our microscopic models of fundamental interactions.
In theWilsonian view of renormalization [95], high energy degrees of free-

dom are progressively integrated out in the path-integral, obtaining a coarse-
grained, finite description of a system from its microscopic properties. In
one of its modern formulations, the functional Renormalization Group (fRG)
[22, 44, 55, 85], coarse-graining is achieved by introducing a momentum-
dependent cut-off in the action, which acts as a mass-like term for modes
with momentum below an arbitrary scale 𝑘, and vanishes for higher-energy
modes. The main object of study in the fRG is the effective average action,
defined as the Legendre transform of the generating functional of connected
Green’s functions. In the limits 𝑘 → ∞ and 𝑘 → 0 the effective average
action interpolates between the classical action and the full quantum action.
The flow equation then governs the 𝑘−dependence of the effective average
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2 EDOARDO D’ANGELO AND KASIA REJZNER

action. The Wetterich equation [94], which is a widely used flow equation, is
both UV and IR finite and can be taken as the starting point for the quantisa-
tion of a theory, since the functional derivatives of the effective average action
give the n-points 1PI correlation functions.
The fRG has found numerous applications, from statistical physics to high-

energy physics and quantum gravity (see e.g. [22, 44, 72, 75, 83, 84, 88] for re-
views). In particular, since its first developments the Wetterich equation has
been extensively used to study gauge theories [45, 81, 68, 74]. Here, the use of
a momentum-dependent regulator explicitly breaks gauge invariance, mani-
festing itself as an additional, regulator-dependent term in the Ward identi-
ties. The arisingmodified identities, calledmodified Slavnov-Taylor identities
(mSTI) in the fRG literature, are then used as a symmetry constraint along the
flow, restricting the functional form of the effective average action. In most
applications, however, the mSTI, just as the Wetterich equation, cannot be
solved exactly. The breaking of the mSTI, then, provides a measure for the
quality of the chosen approximation.
Despite its successes, the fRG still lacks a fully mathematically rigorous

formulation, although there are some recent results [98] in that direction.
However, it is possible in some cases to implement a mathematically rigor-
ous Wilsonian flow. In the context of Constructive Renormalization Group
(CRG), we can refer to [56] for a recent review and a worked fermionic theory
example.
In particular, the Constructive Renormalization Group approach has given

a rigorous construction of non-trivial fixed points in different cases (see for
example [1, 32, 33], and the introductions [2, 16, 87, 56]). All these examples
show that a weakly coupled RG can be non-perturbatively implemented, and
a fixed point can be found without any approximation in a Banach space of
interactions.
Both the fRG and the CRG are usually formulated in Euclidean spaces. In

a recent paper [39], together with Pinamonti and Drago, we proposed a new
flow equation for scalar fields, analogous to the Wetterich equation, which
works in Lorentzian signature for a large class of backgrounds (i.e. on glob-
ally hyperbolic manifolds, and it has been adapted to manifolds with timelike
boundary [40]). This new flow equation can be studied using the standard
fRG methods and its formulation involves applications of perturbative Alge-
braicQuantumField Theory (pAQFT). The latter is amathematically rigorous
framework for perturbative QFT, which combines the Haag’s idea of locality
[59] with perturbative methods used by practitioners of QFT.
In pAQFT, a quantum field theory model on a globally hyperbolic space-

timeM is given as a net of formal power series (in ℏ and potentially also the
coupling constant 𝜆) with coefficients in topological ∗−algebras assigned to
relatively compact regions O ⊂ M. The net satisfies the axiom of causal-
ity ([𝒜(O1),𝒜(O2)] = 0 if O2 is not in the causal future of O1) and typi-
cally isotony (i.e., the algebra 𝒜(O1) associated to a subregion O1 ⊂ O of a
larger region O is contained in the algebra of the larger region, 𝒜1(O1) ⊂
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𝒜(O)) and the time-slice axiom (a quantum version of the well-posedness of
the Cauchy problem). To be able to formulate a model on all globally hyper-
bolic spacetimes in a coherent way, one uses the framework of locally covari-
ant quantum field theory [31].
For the treatment of gauge theories, the axioms stated above have to be

slightly weakened, as algebras are replaced by differential graded algebras [58,
20, 21]. Primary examples are provided by Yang-Mills theory [63, 48] and
effective quantum gravity [30].
In the algebraic approach, states are normalised, positive, linear functionals

on the algebra of observables 𝜔 : 𝒜 → C and the Hilbert space representa-
tion is obtained via the GNS construction. Hence pAQFT is well-suited to
handle generic states on possibly curved Lorentzian spacetimes, and as such
it appears as a good candidate to overcome some of the difficulties of the stan-
dard fRG approach, in which theWetterich equation is formulated only in the
Euclidean setting and is limited to some distinguished classes of states, e.g.
the vacuum or thermal states [69]. In [39], we showed that the flow equation
for the scalar field formulated using pAQFT results in 𝛽−functions which are
qualitatively in agreement with the known literature.
In this paper, we take a step further in this direction, developing a flow

equation for gauge theories, using the Batalin-Vilkovisky formalism.
The Batalin-Vilkovisky (BV) formalism [13, 14, 15] is a powerful method

to quantize theories with local symmetries. It is a generalization of the BRST
method [17, 18, 19], first developed in the context of perturbative Yang-Mills
theories, to arbitrary Lagrangian gauge theories. The space of on-shell, gauge
invariant observables is constructed as the 0-th order cohomology of the nilpo-
tent BV operator 𝑠 [10].
The rigorous treatment of the BV formalism for infinite dimensional con-

figuration spaces was given in the context of pAQFT in [48, 50, 78, 79] (for
an alternative approach developed in Euclidean signature using factorisation
algebras see [35, 36, 37]). Here, we follow that general construction, introduc-
ing generating functionals for correlation functions of gauge-fixed theories in
the standard way [93]. Following [39, 47], we introduce a local, momentum-
independent cut-off function 𝑄𝑘. As opposed to using a non-local regulator,
a local 𝑄𝑘 preserves the unitarity of the 𝑆−matrix and the structure of the
propagator. Since such regulator does not deal with the UV divergences of
the flow equation, these have to be treated separately: in our approach, they
are regularised via a Hadamard subtraction.
Throughout this paper we avoid any reference to a particular state, since

we are only interested in the algebraic structure of gauge theories with the
addition of a local regulator, but not on practical computations of the flow.
Our definitions for the generating functionals, and the flow equation for the
effective average action, are all given purely at the algebraic level. We only re-
strict the class of admissible states to that of Hadamard form, in order to have
a well-defined UV renormalization of the flow equation. Explicit examples
will be studied in our future work.
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The main goal of this paper is to characterise the symmetries of the ef-
fective average action by introducing a constraint equation that can be used
alongside our Lorentzian flow equation. Although we are mostly interested
in Yang-Mills type theories and gravity, the BV formalism allows also for a
generalization to gauge theories with łopen algebrasž, e.g. supergravity. The
main novelty is the introduction of a new field that, together with the integral
kernel of the cut-off regulator, forms a contractible pair in the cohomology
of the BV operator. This is analogous to the introduction of the antighost
field, forming the trivial pair with the Nakanishi-Lautrup field (the Lagrange
multiplier in the gauge-fixing term of the extended action). Thanks to this
field, the symmetry constraint on the effective average action takes the same
form as in the non-regularised case, of the standard Slavnov-Taylor identity
in Zinn-Justin form [99].
A construction of the regulator term as a gauge-fixing term, close in spirit

but different in the details, can be found in [5].
The symmetry constraint on the effective average action, which we call ef-

fective master equation (108), can be interpreted in terms of an effective BV
formalism, in the space of effective fields 𝜙 and effective BRST sources 𝜎 . The
effective average action can then be decomposed as

Γ𝑘 = 𝐼𝑒𝑥𝑡 (𝜙, 𝜎 ) + ℏΓ̂𝑘 ,

where 𝐼𝑒𝑥𝑡 is the classical action, extended to include antifields, ghosts, and a
generalized gauge-fixing term which enforces both the standard gauge-fixing
and the regulator term. The łquantum correctionž Γ̂𝑘 is in the cohomology
of a nilpotent operator 𝒮𝑘, playing the role of an effective BV operator in
the space of functionals of (𝜙, 𝜎 ). The construction of admissible effective
average actions Γ𝑘 then is interpreted as a cohomological problem, as in the
non-regularised case [10].
In more practical terms, this means that the effective master equation (108)

can be solved by cohomological means, controlling the functional form of Γ𝑘,
and providing the starting point for the Ansatz to be used in the solution of
the flow equation.

The paper is organised as follows. In section 2, we review the construc-
tion of the BV formalism in pAQFT. In section 3, we introduce the generating
functionals for the Green’s functions of the theory, the regulator and gauge-
fixing terms, and the effective average action. In section 4we briefly derive the
flow equations following [39]. Section 5 forms the core of the paper: here we
show how to derive a Zinn-Justin equation for the effective average action by
enlarging the space of fields, and we give a cohomology interpretation of the
effectivemaster equation in terms of the effective BV operator𝒮𝑘. In section 7
we prove that the effective master equation is consistent with the flow, study-
ing the RG flow of composite operators in the Lorentzian case, generalising
the Euclidean one [73].
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2. The functional approach to pAQFT

2.1. Kinematics. In this sectionwe briefly review theBV formalism in pAQFT,
mainly to set the notation and provide the important definitions. We refer to
[48, 50, 63, 78] for the papers in which the formalism has been developed and
thoroughly discussed. In particular, in [48, 50] the role of categorical concepts
is emphasised in order to make the general covariance of the theory manifest.
The functional approach to pAQFT and the causal renormalization procedure
have been thoroughly discussed in [25]. For a more complete introduction to
these subjects, one can see the book [77] and references therein.
Let M be an oriented, time-oriented globally hyperbolic spacetime [60].

The physical content of the theory is specified by a field configuration space
ℰ(M), which we assume to be the space of smooth sections of some natural
vector bundlewith fibre𝑉 overM:ℰ(M) = Γ(M , 𝑉 ). Compactly supported
configurations are denoted byℰ0(M) = Γ0(M , 𝑉 ).

The field configuration space can be equipped with the natural Fréchet
topology of uniform convergence of all the derivatives on compact sets. Us-
ing coordinate charts onM it is sufficient to specify the topology ofℰ(Ω) on
an open subset Ω ⊂ R𝑛; this is generated by the family of seminorms [77]

∥𝜑∥ 𝑗,𝐾 := sup
|𝛼 |≤𝑗,𝑥

|𝜕𝛼𝜑(𝑥) | ,

where 𝐾 ⊂ Ω is compact and 𝛼 ∈ N𝑁 is a multi-index, 𝑁 ∈ N. The topology
on compactly supported field configurationsℰ0(Ω),Ω ⊂ R𝑛 can be defined as
an inductive limit topology, using the fact thatΩ can be exhausted by a family
𝐾1 ⊂ 𝐾2 ⊂ . . . of compact sets, and eachℰ(𝐾𝑛) is equipped with the Frechét
topology as above. For more detail on this construction see [23] and [86] for
the explicit construction of the seminorms. Another useful discussion of the
topology on the test function space can be found in chapter 10 of [91].
Classical observables are smooth maps (in the sense of Bastiani [12]) from

the configuration space to real numbers, i.e. functionals 𝐹 :ℰ(M) → R. For
the purpose of quantisation, we will also consider complex-valued function-
als.
We now recall the relevant definitions for the functionals of physical inter-

est.

Definition 2.1. The support of a functional 𝐹 is

(1) supp 𝐹 = {𝑥 ∈ M | ∀ neighbourhoods𝑈 of 𝑥

∃𝜑1, 𝜑2 ∈ ℰ(M), supp 𝜑2 ∈ 𝑈 | 𝐹 (𝜑1 + 𝜑2) ≠ 𝐹 (𝜑1)}

Definition 2.2. The derivative of 𝐹 at 𝜑 ∈ ℰ(M) in the direction 𝜓 ∈ ℰ(M)
is defined by

(2) ⟨𝐹 (1) , 𝜓⟩ := lim
𝑡→0

1

𝑡
(𝐹 (𝜑 + 𝑡𝜓) − 𝐹 (𝜑))
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A functional is called continuously differentiable in an open neighbourhood
𝑈 of 𝜑, if 𝐹 (1) exists for all points in𝑈 and all directions 𝜓 and the map 𝐹 (1) :
ℰ ×ℰ → R is continuous in the product topology.

Definition 2.3. A local functional is a functional of the form

(3) 𝐹 (𝜑) =
∫
𝑥

𝛼(𝑥, 𝜑, 𝜕𝜑, ...) ,

for some function 𝛼 that depends on 𝜑 and its derivatives up to some fixed
order. We denote the space of local functionals byℱloc(M).

In other words, a local functional can be written as an integral of a local
density, depending on the jet of 𝜑 at the point 𝑥. In the above definition, we
introduced the notation

∫
𝑥
=

∫
d𝜇(𝑥), where d𝜇(𝑥) is the invariant measure

onM induced by the metric.

Definition 2.4. A multilocal functional is a finite sum of functionals in the
form
(4)

𝐹 (𝜑) =
∫
𝑥1

. . .

∫
𝑥𝑛

𝛽(𝑥1, . . . , 𝑥𝑛; 𝜑(𝑥1), . . . , 𝜑(𝑥𝑛), 𝜕𝜑(𝑥1), . . . 𝜕𝜑(𝑥𝑛), . . . ) ,

up to some finite order in derivatives. We denote the space of multilocal func-
tionals byℱ(M).

The space of functionals can be equipped with a natural weak topology
induced from the natural topology of distributions: we say that a sequence

𝐹𝑛 ∈ ℱ𝜇𝑐 converges to 𝐹 ∈ ℱ𝜇𝑐 in the limit 𝑛 → ∞ if 𝐹
(𝑚)
𝑛 (𝜑) converges to

𝐹 (𝑚) (𝜑) in Γ(𝑉⊠𝑚 → 𝑀𝑚)′, in theHörmander topology (see Definition 4.12 in
[77]) for every 𝑛 and for every field configuration 𝜑 ∈ ℰ(M).
ℱ(M) is an algebra with respect to the pointwise product:

𝐹𝐺(𝜑) := 𝐹 (𝜑)𝐺(𝜑) .
Vector fields onℰ(M) are smoothmaps fromℰ(M) toℰ0(M). We consider
the space of multilocal, smooth, compactly supported vector fields 𝒱(M).
They act onℱ(M) as derivations,
(5) 𝜕𝑋𝐹 (𝜑) := ⟨𝐹 (1) (𝜑), 𝑋 (𝜑)⟩ .

The action of vector fields as derivations and the Lie bracket between two
vector fields can be generalized to the Schouten bracket between alternating
multivector fields, defined as smooth, compactly supported multilocal maps
fromℰ(M) to Λℰ∗(M)′ =

⊕
Λ
𝑛ℰ∗(M)′, where

Λ
𝑛ℰ∗(M)′ ⊂ Γ((𝑉 ∗)⊠𝑛 → 𝑀𝑛)′ ,

by a slight abuse of notation, denotes the space of compactly supported dis-
tributional sections which are totally antisymmetric under permutations of
their arguments. Here ⊠ is the exterior tensor products of vector bundles and
𝑉 ∗ is the bundle dual to𝑉 . We set Λ0ℰ0(M) ≡ R (for more details, see section
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3.4 of [77]) The space of alternatingmultivector fields forms a graded commu-
tative algebra Λ𝒱(M) with respect to the product 𝑋 ∧𝑌 (𝜑) = 𝑋 (𝜑) ∧𝑌 (𝜑).
The Schouten bracket is an odd Poisson bracket on this algebra

{·, ·} : Λ𝑛𝒱(M) × Λ
𝑚𝒱(M) → Λ

𝑚+𝑛−1𝒱(M) .
It satisfies the following properties:

(1) Graded antisymmetry: {𝑌, 𝑋} = −(−1) (𝑛−1) (𝑚−1){𝑋, 𝑌 } ;
(2) Graded Leibniz rule: {𝑋, 𝑌 ∧ 𝑍} = {𝑋, 𝑌 } ∧ 𝑍 + (−1)𝑛𝑚{𝑋, 𝑍} ∧ 𝑌 ;
(3) Graded Jacobi rule:

{𝑋, {𝑌, 𝑍}} − (−1) (𝑛−1) (𝑚−1){𝑌, {𝑋, 𝑍}} = {{𝑋, 𝑌 }, 𝑍} .
In the standard approach to the BV formalism, vector fields are identified

with antifields. The action of vector fields on classical observables can be for-
mally written as

(6) 𝜕𝑋𝐹 (𝜑) =
∫
𝑥

𝑋 (𝜑) 𝛿𝐹 (𝜑)
𝛿𝜑(𝑥) .

Identifying the functional derivatives 𝛿
𝛿𝜑

with the antifields 𝜑‡, we see that the
algebra of alternating multivector fields is generated by fields and antifields,
and the Schouten bracket between two multivector fields 𝑋, 𝑌 , with degree
respectively 𝑛, 𝑚, is interpreted in the physics literature as the antibracket:

(7) {𝑋, 𝑌 } = −
∫
𝑥

(
𝛿𝑋

𝛿𝜑(𝑥)
𝛿𝑌

𝛿𝜑‡(𝑥)
+ (−1)𝑛 𝛿𝑋

𝛿𝜑‡(𝑥)
𝛿𝑌

𝛿𝜑(𝑥)

)
.

2.2. Dynamics and symmetries. To introduce a variational principle in
the theory, we define a Lagrangian 𝐿 as a natural transformation between the
functor of compactly supported smooth functions spaces D : Loc → Vec

and the functor ofℱloc : Loc → Vec, satisfying supp(𝐿(𝑓 )) ⊆ supp(𝑓 ) and
the additivity rule

(8) 𝐿(𝑓 + 𝑔 + ℎ) = 𝐿(𝑓 + 𝑔) + 𝐿(𝑔 + ℎ) − 𝐿(𝑔) , 𝑓 , 𝑔, ℎ ∈ D(M) ,
where supp 𝑓 ∩ supp ℎ = ∅. The action 𝐼 (𝐿) is defined as an equivalence class
of Lagrangians, where two Lagrangians are equivalent if

(9) 𝐿1 ∼ 𝐿2 ⇔ supp(𝐿1 − 𝐿2) (𝑓 ) ⊂ supp d𝑓 .

By definition, the Lagrangian takes an element 𝑓 ∈ D(M) and maps it
into the space of local functionals, which depend on the field configurations 𝜑,
which we then denote the notation 𝐿(𝑓 ). Whenwe also need to emphasise the
dependence on 𝜑, we use the notation 𝐿(𝑓 ) [𝜑]. We do not explicitly require
differentiability with respect to the test function 𝑓 , but in the examples we
consider in this work, the Lagrangians 𝐿(𝑓 ) will in fact be differentiable or
even smooth with respect to 𝑓 . In particular, our default way of constructing
generalised Lagrangians is to multiply fields by appropriate test functions (as
explained below). In this case, the Lagrangians are smooth with respect to
those test functions, as they are smooth with respect to the fields.



8 EDOARDO D’ANGELO AND KASIA REJZNER

The definition in terms of natural transformations, first introduced byBrunetti,
Dütsch, and Fredenhagen [29], is needed because neither the spacetime nor
the support of the field configurations are typically compact, so we cannot
simply define the action as an integral overM. We will comment in Section
2.3 on the explicit construction of a generalised Lagrangian from typical La-
grangian densities of QFT, such as the 𝜙4 or the Yang-Mills type theories.

From now on, we will drop M from the notation, since we always work
on a fixed spacetimeM.
The Euler-Lagrange derivative of 𝐼 is defined by

(10) ⟨𝐼 (1) (𝜑), 𝑔⟩ := ⟨𝐿(1) (𝑓 ) (𝜑), 𝑔⟩ ,
and the field equations are

(11) 𝐼 (1) (𝜑) = 0 .

The space of solutions to (11) is denoted byℰ𝑜𝑠, and multilocal function-
als on this subspace are called on-shell functionals, ℱos. This space can be
characterised [79] as the quotient spaceℱos = ℱ/ℱ0, whereℱ0 is the ideal
generated by the equations of motion. We assume that this ideal coincides
with the space of functionals that vanish on-shell, which is the case for the-
ories of physical interest. For the precise statement of appropriate regularity
conditions, see e.g. [62].

The BV formalism aims at a homological description of on-shell, gauge-
invariant functionals. We can now take the first step in the BV construc-
tion, giving a geometrical description of on-shell functionals. In fact, these
are characterised by the zeroth homology of a certain differential, called the
Koszul map. Given an action 𝐼 , theKoszul map is defined as the operator acting
on alternating multivector fields 𝑋 ∈ Λ𝒱 as

(12) 𝛿𝐾 (𝑋) := {𝑋, 𝐼} , 𝑋 ∈ Λ𝒱 .

The Koszul map 𝛿𝐾 is a differential, i.e. 𝛿2
𝐾
= 0 and the exterior algebra Λ𝒱

is a graded vector space (with the grading given by the exterior power). The
differential increases the degree by one and we can write down the following
complex:

(13) . . .
𝛿
(−3)
𝐾−−−−→ Λ

2𝒱
−2

𝛿
(−2)
𝐾−−−−→ Λ

1𝒱
−1

𝛿
(−1)
𝐾−−−−→ ℱ

0

𝛿
(0)
𝐾−−−→ 0 .

Here we use the superscript in 𝛿
(𝑛)
𝐾

to indicate the degree of the vector
spaces where it is acting. The 𝑛-th cohomology of this complex is defined as

𝐻𝑛(𝛿𝐾) :=
Ker 𝛿

(𝑛)
𝑘

Im 𝛿
(𝑛−1)
𝑘

The image of 𝛿
(−1)
𝐾

is contained in the space of functionals that vanish on-
shell, ℱ0. Under the appropriate regularity conditions [62] (when ℱ0 coin-
cides with the ideal generated by the equations of motion), it is possible to
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prove that Im 𝛿𝐾 =ℱ0 [62], and the space of on-shell functionalsℱos is char-
acterised by the 0th cohomology of the Koszul operator 𝐻0(𝛿𝐾) = ℱ/ℱ0

[79]. For more on homological algebra, see [92].
Next we discuss symmetries. A vector field 𝑋 ∈ 𝒱 is a symmetry of a

Lagrangian 𝐿 if the corresponding Euler-Lagrangian derivative 𝐼 (1) of 𝐼 (𝐿)
satisfies ⟨𝐼 (1) , 𝑋⟩ ≡ 0. Symmetries form aLie-subalgebra of𝒱 andwe assume
that each symmetry can be written as 𝑋 = 𝜌(𝜉) +𝑋0, where 𝑋0 is a symmetry
vanishing on-shell, 𝜉 ∈ ℊ, whereℊ is a Lie-algebra that can be expressed as a

space of smooth sections of some vector bundle 𝓀
𝜋−→ M and 𝜌 : ℊ → 𝒱 is

a Lie-algebra morphism. Physical examples include Yang-Mills theories and
gravity with the Einstein-Hilbert action.

The space of functionals invariant under the action ofℊ has a cohomolog-
ical description in terms of the Chevalley-Eilenberg cochain complex. Its un-
derlying graded algebra is the space of multilocal maps fromℰ to Λℊ′, where
Λ
𝑛ℊ′ denotes the dual of Γ(𝓀⊠𝑛 → M𝑛), consisting of distributions totally

antisymmetric in their arguments. The grading is called the pure ghost number
#pg, and the forms are known in the physics literature as ghosts.
TheChevalley-Eilenberg differential 𝛾𝑐𝑒 in degree zero is given by 𝛾𝑐𝑒𝐹 (𝜉) =

𝜕𝜌(𝜉)𝐹, in degree one it acts through the Lie bracket and on a general functional
of gauge fields and ghosts by

𝛾𝑐𝑒𝐹 (𝐴; 𝑐0, . . . , 𝑐𝑞) :=
𝑞∑︁
𝑖=0

(−1) 𝑖𝜕𝜌(𝑐𝑖) ( 𝜄(𝑐0,...,𝑐𝑖−1,𝑐𝑖+1,...,𝑐𝑞)𝐹) (𝐴)

+
𝑞∑︁
𝑖<𝑗

(−1) 𝑖+𝑗𝐹 (𝐴, [𝑐𝑖, 𝑐 𝑗] , . . . , 𝑐𝑖−1, 𝑐𝑖+1, . . . , 𝑐 𝑗−1, 𝑐 𝑗+1, . . . , 𝑐𝑞) ,

where 𝜄 denotes the insertion of 𝑛 vector fields on an 𝑛 form. In particular,
for 𝐹 ∈ ℱ(ℰ) it holds

(14) 𝛾𝑐𝑒𝐹 (𝐴, 𝑐) = ⟨𝐹 (1) , 𝐷𝐴𝑐⟩ .
TheChevalley-Eilenberg differential generates theChevalley-Eilenberg cochain

complex,

0
𝛾
(−1)
𝑐𝑒−−−→ ℱ(ℰ)

0

𝛾
(0)
𝑐𝑒−−−→ 𝐶∞(ℰ, Λ1ℊ[1])

1

𝛾
(1)
𝑐𝑒−−−→ 𝒞∞(ℰ, Λ2ℊ[1])

2
. . . .

From the action of the Chevalley-Eilenberg differential on a functional of

the field configuration space, Eq. (14), we see that the kernel of 𝛾
(0)
𝑐𝑒 char-

acterises the gauge-invariant functionals. On the other hand, the image of

𝛾
(−1)
𝑐𝑒 is simply the 0 functional. It follows that the cohomology in degree 0 of
the Chevalley-Eilenberg complex describes the gauge-invariant functionals,
𝐻0(𝛾𝑐𝑒) =ℱinv.
In order to describe the space of gauge-invariant functionals on-shell, we

use the Batalin-Vilkovisky graded algebraℬ𝒱, defined as the space of com-
pactly supportedmultilocal multi-vector fields on the extended configuration
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spaceℰ :=ℰ[0]⊕ℊ[1] , where the number in brackets denotes the pure ghost
number. This space can be equipped with a locally convex topology, which is
the appropriate variant of the Hörmander topology introduced in Section 2.1.
See [77, Chapter 3] for more details.
We denote the ghost fields as 𝑐 ∈ ℊ[1] , and the field configuration multi-

plet, element of the extended configuration space, with 𝜑 := {𝜑, 𝑐} ∈ ℰ.ℬ𝒱
can also be seen as the the space of multilocal functionals on the odd cotan-

gent bundle ofℰ. The elements of the cotangent space are the antifields for

the fields and the ghosts, and we identify the functional derivatives 𝜑‡ := 𝛿
𝛿𝜑

as the łbasisž for the fibreℰ∗ [−1] ⊕ℊ∗ [−2] , where ∗means taking sections of
the corresponding dual bundle. The grading on fibre is related to the antifield
number #𝑎𝑓 (equal to minus the number in square brackets).
The functional-analytic considerations of Section 2.1 apply also to the ex-

tended configurations space, but one needs to keep track of the grading. Local
and multilocal functionals are defined completely analogously. For more de-
tail, see Chapter 3.3 of [77]. For simplicity of notation, we will now useℰ to
denote the extended configuration space.
Theℬ𝒱 algebra has two gradings, the ghost number #𝑔ℎ and the antifield

number #𝑎𝑓 , related to the pure ghost number via #𝑔ℎ = #𝑝𝑔−#𝑎𝑓 . Seen as the
space of graded multivector fields,ℬ𝒱 is equipped with a graded Schouten
bracket, which we also denote by { . , . }.
The BV differential is defined as

(15) 𝑠𝐵𝑉𝑋 := {𝑋, 𝐿(𝑓 ) + 𝐿𝑐𝑒(𝑓 )} ,
where 𝑓 ≡ 1 on the causal completion of the support of 𝑋 and 𝐿𝑐𝑒 is obtained
from 𝛾𝑐𝑒 by introducing a cut-off function (to ensure compact support). In
what follows we will use the notation {𝑋, 𝐼 + 𝐼𝑐𝑒} when we mean the bracket
with the Lagrangian for the choice of 𝑓 as above. In particular, we introduce
𝑓 in 𝐿𝑐𝑒 in the natural way, multiplying the ghosts with 𝑓 .

A crucial requirement of the BV formalism is that the BV operator 𝑠𝐵𝑉 is
an actual differential, 𝑠2

𝐵𝑉
. To ensure the nilpotency of 𝑠𝐵𝑉 , a sufficient condi-

tion is to choose a Lagrangian satisfying the Classical Master Equation (CME)
modulo boundary terms, which takes the expression

(16) {𝐿𝑐𝑙 (𝑓 ), 𝐿𝑐𝑙 (𝑓 )} ∼ 0 ,

where the equivalence relation is defined in Eq. (9). For Yang-Mills theories
and gravity, the classical Lagrangian 𝐿𝑐𝑙 (𝑓 ) is simply 𝐿𝑐𝑙 (𝑓 ) = 𝐿(𝑓 ) + 𝐿𝑐𝑒(𝑓 ),
as it satisfies the CME (cf. the example 2.4.1), but sometimes additional terms,
with a higher number of antifields, are needed [57].

The BV differential can be expanded in antifield number into:

(17) 𝑠𝐵𝑉 = 𝛿𝐾 + 𝛾𝑐𝑒 + ... .
In the formula above, the dots represent the fact that, in themost general case,
𝛿𝐾 + 𝛾𝑐𝑒 fails to be a nilpotent operator. In the case of Yang-Mills theories and
gravity, the sum contains the first two terms only.
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The cohomology of 𝛾𝑐𝑒 characterises invariant functionals, and the homol-
ogy of 𝛿𝐾 the on-shell functionals. The main theorem of homological pertur-
bation theory guarantees that the gauge-invariant, on-shell observables of the
theory can be characterised by the zeroth cohomology of the BV differential,
ℱinv

os = 𝐻0(ℬ𝒱, 𝑠𝐵𝑉 ) [10, 48, 50, 79]. In fact, it can be proven that

(18) 𝐻0(ℬ𝒱, 𝑠𝐵𝑉 ) = 𝐻0(𝐻0(ℬ𝒱, 𝛿𝐾), 𝛾𝑐𝑒) .

2.3. IR regularization and the adiabatic limit. In this section, we briefly
comment on the construction of generalized Lagrangians. The motivation is
the basic observation that, since a globally hyperbolic spacetime cannot be
compact, an action integral 𝐼 =

∫
𝑥
𝐿(𝜑) is necessarily divergent, so we intro-

duce the cutoff 𝑓 to make it finite. Some computations then depend on the
support of 𝑓 , and it is often necessary to take the limit in which the support
of 𝑓 is extended over the whole spacetimeM.

In particular, the flow equations in [39] depend on 𝑓 , but the adiabatic limit
can be taken on the level of the beta functions, obtained through functional
derivatives of the flow equation.
More precisely, assuming without loss of generality that 𝑓 = 1 in a neigh-

bourhood of an origin of the spacetime, the adiabatic limit can be taken re-
placing 𝑓 with 𝑓 (𝑥/𝑛), with 𝑛 ∈ N, and eventually considering the limit
𝑛→ ∞ for the quantities of interest.
A straightforward procedure to build a generalized Lagrangian from the

Lagrangian density of some theory is to consider

𝐼 =

∫
𝑥

𝑓 𝐿 ,

for some test function 𝑓 . The test function is assumed to be equal to 1 in some
finite region of spacetime, so that the action functional is well-defined.

However, with this choice of regularization the QuantumMaster Equation
(44) for Yang-Mills theory does not hold and it is the necessary condition to
ensure that the 𝑆−matrix is gauge independent.

Hence, we choose a different regularisation for the generalised Lagrangian.
We introduce a pair 𝑓 = (𝑓𝜑, 𝑓𝑐) of test functions, and, given a particular La-
grangian density, we define a generalised Lagrangian as

(19) 𝐼 (𝑓𝜑, 𝑓𝑐) =
∫
𝑥

𝐿(𝑓𝜑𝜑, 𝑓𝑐𝑐) .

In other words, we introduce a set of regularised, compactly supported vari-
ables (𝑓𝜑𝜑, 𝑓𝑐𝑐), substituting the original gauge fields 𝜑 and ghosts 𝑐. We choose
𝑓𝜑 and 𝑓𝑐 so that 𝑓𝜑 ≡ 1 on the support of 𝑓𝑐. We also regularise the antifields.

We replace 𝛿
𝛿𝜑(𝑥) with

𝛿
𝛿𝑓𝜑𝜑(𝑥) , which is a shorthand for taking a derivative and

dividing the result by 𝑓𝜑. Similarly, we replace 𝛿
𝛿 𝑐(𝑥) with

𝛿
𝛿𝑓𝑐𝑐(𝑥) .

For such choice of test functions, the classical master equation can be sat-
isfied exactly (not just modulo the equivalence relation on the space of gener-
alized Lagrangians).
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For example, the Yang-Mills Lagrangian regularised bymultiplying the vec-
tor potential 𝐴 with the appropriate test function 𝑓𝐴 is invariant under the
regularised gauge transformation, where one replaces the ghosts 𝑐 (corre-
sponding to gauge parameters) with 𝑐𝑓𝑐, since 𝑓𝐴 ≡ 1 on the support of 𝑓𝑐, by
assumption. As a consequence, the corresponding BV-extended regularised
Lagrangian satisfies the CME in the strict sense. We discuss this in detail in
Section 2.4.1.
In section 5.1, we will show explicitly that, for Yang-Mills-type theories

(that are, both possibly non-abelian gauge theories as QED and QCD, and
gravity), also the Quantum Master Eqaution (QME) is exactly satisfied by a
generalized Lagrangian with this choice of regularization.
In (15), the BV differential is given as the antibracket with the extended

action, (𝑓𝜑𝜑, 𝑓𝑐𝑐) and we choose 𝑓𝜑 and 𝑓𝑐 so that 𝑓𝜑 = 𝑓𝑐 = 1 on the support
of 𝑋 . Hence the test functions do not influence the gauge transformation
properties of 𝐹.

With the above choice of regularisation, we can identify a local functional
with a generalized Lagrangian 𝑓 ↦→ 𝐹 ( 𝜒𝑓 ). In the following, for notational
convenience, we will use the same symbol for the functional and the corre-
sponding generalized Lagrangian.

2.4. Gaugefixing andnon-minimal sector. In theBV formalism, the gauge
fixing is performed in two steps. First, we need to enlarge the BV complex to
include the antighosts and the Nakanishi-Lautrup fields. These form a con-
tractible pair, i.e., 𝑠𝐵𝑉 𝑐 = 𝑖𝑏 and 𝑠𝐵𝑉 𝑏 = 0, so they do not contribute to the co-
homology of 𝑠𝐵𝑉 [10]

1. Togetherwith 𝑐 and 𝑏, we introduce the corresponding
antifields. For notational simplicity, we denote the new space of field config-
urationsℰ, so that now the field multiplet 𝜑 includes the antighosts and the
Nakanishi-Lautrup fields too, and the extended BV complex is again denoted
byℬ𝒱.

The gauge-fixing is performed as an automorphism of the BV complex,
leaving the antibracket invariant, and such that the transformed part of the
action that does not contain antifields has a well posed Cauchy problem. First,
we introduce the gauge-fixing Fermion Ψ as a fixed generalized Lagrangian
with #𝑔ℎ = −1 and #𝑎𝑓 = 0. We then define the automorphism by setting

(20) 𝛼Ψ (𝐹) = 𝐹
(
𝜑, 𝑐, 𝜑‡ +

𝛿Ψ (𝑓𝜑, 𝑓𝑐)
𝛿𝑓𝜑𝜑

, 𝑐‡ +
𝛿Ψ (𝑓𝜑, 𝑓𝑐)
𝛿𝑓𝑐𝑐

)
,

This means that in all expressions we replace 𝜑‡ with 𝜑‡ + 𝛿Ψ
𝛿𝑓𝜑𝜑

. Similarly

for 𝑐‡. This change of variables makes sense, since this derivative is smooth
(recall that the first derivative of a local functional is always smooth). It can be
checked that this is a canonical transformationwith respect to the antibracket.
See [57, 48] for more details.

1Note that the authors of [10] call BRST differential what we call the BV differential. We
reserve the term łBRST differentialž for the specific part of 𝑠 that coincides with the differen-
tial proposed by Becchi, Rouet, and Stora.



A LORENTZIAN RENORMALISATION GROUP EQUATION FOR GAUGE THEORIES 13

The gauge-fixed Lagrangian is now 𝐿𝑒𝑥𝑡 := 𝛼Ψ (𝐿𝑐𝑙). For theories that are
linear in the antifields, as Yang-Mills and gravity, the gauge-fixed action 𝐼𝑒𝑥𝑡
takes the usual form (here we ommitted the test functions from the notation,
for clarity)

(21) 𝐼𝑒𝑥𝑡 := 𝛼Ψ (𝐼𝑐𝑙) = 𝐼 + 𝐼𝑎𝑓 + 𝑠𝐵𝑉Ψ = 𝐼 + 𝐼𝑎𝑓 + 𝐼𝑔ℎ + 𝐼𝑔𝑓 ,
where 𝐼 is the original, gauge-invariant action and the antifield, ghost, and
gauge-fixing sectors are respectively 𝐼𝑎𝑓 , 𝐼𝑔ℎ, and 𝐼𝑔𝑓 . Note that 𝐼𝑎𝑓 contains

𝐼𝑐𝑒 and a term arising from introducing the non-minimal sector, i.e
∫
𝑥
𝑖𝑓𝑐𝑏

𝛿
𝛿𝑓𝐴𝑐

.

The gauge-fixed BV differential 𝑠 = 𝛼𝜓 ◦ 𝑠𝐵𝑉 ◦ 𝛼−1𝜓 can be expanded in total
antifield number (#𝑡𝑎 of any antifield is one) into

(22) 𝑠 = { · , 𝐼𝑒𝑥𝑡} = 𝛿 + 𝛾BRST .

𝛿 is the Koszul operator for the field equations derived from 𝐼 + 𝐼𝑔ℎ + 𝐼𝑔𝑓 , and
𝛾𝐵𝑅𝑆𝑇 is the gauge-fixed BRST operator. The space of classical observables is
now isomorphic to 𝐻0(ℬ𝒱, 𝑠), where the isomorphism is given by 𝛼𝜓 .
Using the main theorem of homological perturbation theory, it is possible

to write the 0th-cohomology of 𝑠 in terms of 𝛿 and 𝛾BRST as

(23) 𝐻0(ℬ𝒱, ) = 𝐻0(𝐻0(ℬ𝒱, 𝛿), 𝛾BRST), ,
so it is exactly the space of BRST-invariant observables on-shell.

In the following, we will assume that the gauge fixing has been already per-
formed and will denote 𝐼𝑒𝑥𝑡 simply as 𝐼 .

2.4.1. Example: Yang-Mills theory. Let’s discuss the BV construction in the
concrete example of Yang-Mills (YM) theories [63]. These are defined by a
globally hyperbolic spacetime (M , 𝑔), and a principal bundle 𝑃 → M , where
𝐺 = 𝑆𝑈 (𝑁) is a compact Lie group. In a local trivialisation of the bundle, a
connection 𝐴 is a ℊ−valued 1-form, and the Yang-Mills configuration space
ℰ = Ω1(M ,ℊ) are 1-forms with values in the Lie algebra ℊ = 𝓈𝓊(𝑁), for
some 𝑁 . The fundamental invariant associated with the connection 𝐴 is the
curvature 𝐹 := d𝐴 + 𝜆𝑌𝑀

1
2 [𝐴, 𝐴] , where 𝜆𝑌𝑀 is the YM coupling constant,

and the invariant action for Yang-Mills theories can be written in terms of the
following generalized Lagrangian:

𝐼𝑖𝑛𝑣(𝑓𝐴) = −1
2

∫
𝑥

Tr{𝐹 (𝑓𝐴𝐴) ∧ ★𝐹 (𝑓𝐴𝐴)} ,

where★ is theHodge operator andTr is the trace in the adjoint representation
of 𝓈𝓊(𝑁) defined by the Killing-Cartan metric.
The action 𝐼𝑖𝑛𝑣 is invariant under the action of a𝐺-valued function 𝑔 of the

form

𝐴→ 𝐴𝑔 = − 𝑖

𝜆𝑌𝑀
𝑔 d

(
𝑔−1

)
+ 𝑔𝐴𝑔−1 ,

which infinitesimally takes the form of standard gauge transformations

𝛿𝜉𝐴 = 𝐷𝐴𝜉 = d𝜉 + 𝑖𝜆𝑌𝑀 [𝐴, 𝜉] ,
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where 𝜉 is a gauge parameter, i.e. 𝜉 ∈ 𝒞∞(M , 𝓈𝑢(𝑁)). 𝐷𝐴 is the covariant
extension of the exterior derivative, which acts as 𝐷𝐴 = d + 𝑖𝜆𝑌𝑀𝐴 on the
fundamental representation, where the action of 𝐴 is bymultiplication, and as
in the formula above in the adjoint representation of the gauge group 𝑆𝑈 (𝑁)
on its Lie algebra, that is, on the gauge field itself. Indeed, for constant gauge
transformations (that is, for elements of the gauge group itself), the gauge field
transforms in the adjoint representation as 𝐴→ 𝐴𝑔 = 𝑔𝐴𝑔−1.

The EOM derived from the invariant YM action are

(24) 𝐷𝐴 ★ 𝐹 = 0 .

The Chevalley-Eilenberg complex is the algebra 𝒞ℰ = ℱ(ℰ ⊕ ℊ[1]) of
microcausal functionals of the gauge fields 𝐴 and ghosts 𝑐. The Chevalley-
Eilenberg differential is defined by its action on the fields as

𝛾𝑐𝑒𝐴 = 𝐷𝐴𝑐 , 𝛾𝑐𝑒𝑐 = − 𝑖𝜆𝑌𝑀
2

[𝑐, 𝑐] .

The BV algebra is the algebra ofmicrocausal functionals on the odd cotangent

bundle of the extended configuration space 𝑇∗(ℰ). Identifying the elements
of the tangent space with antifields, their basis is given by the derivatives 𝐴‡ =
𝛿
𝛿 𝐴

and 𝑐‡ = 𝛿
𝛿 𝑐
. TheKoszulmap nowby definition acts on a generic functional

𝑋 as

𝛿𝐾 (𝑋) = {𝑋, 𝐼𝑖𝑛𝑣} =
∫
𝑥

𝛿𝑋

𝛿 𝐴‡
𝐷𝐴 ★ 𝐹 .

TheChevalley-Eilenberg contribution to the action follows from the action
of the Chevalley-Eilenberg differential, and it is given by

𝐼𝑐𝑒(𝑓𝐴, 𝑓𝑐) =
∫
𝑥

(
𝐴‡𝐷𝐴(𝑓𝑐𝑐) −

𝑖𝜆𝑌𝑀

2
𝑐‡ [𝑐, 𝑓𝑐𝑐]

)
,

where we used the fact that 𝑓𝐴 = 1 on the support of 𝑓𝑐 and in the second term

one factor 𝑓𝑐 was canceled by 1/𝑓𝑐 present in 𝛿
𝛿𝑓𝑐𝑐

.

We can now check by direct computation that the combination 𝐼𝑖𝑛𝑣 + 𝐼𝑐𝑒
satisfies the CME, i.e. that {𝐼𝑐𝑙 , 𝐼𝑐𝑙} = 0. First we note that

{𝐼𝑖𝑛𝑣 + 𝐼𝑐𝑒, 𝐼𝑖𝑛𝑣 + 𝐼𝑐𝑒} = 2{𝐼𝑖𝑛𝑣, 𝐼𝑐𝑒} + {𝐼𝑐𝑒, 𝐼𝑐𝑒} ,
since we have {𝐼𝑖𝑛𝑣, 𝐼𝑖𝑛𝑣} = 0 as 𝐼𝑖𝑛𝑣 does not contain antifields; the contri-
bution {𝐼𝑖𝑛𝑣, 𝐼𝑐𝑒} vanishes thanks to gauge invariance of the YM action. It
remains to check that the last term vanishes as well. This is given by

{𝐼𝑐𝑒, 𝐼𝑐𝑒} = 2

∫
𝑥

(
𝛿𝐷𝐴𝑓𝑐𝑐

𝛿 𝐴
𝐷𝐴(𝑓𝑐𝑐) −

𝑖𝜆𝑌𝑀

2

𝛿

𝛿𝑓𝑐𝑐
(𝐷𝐴(𝑓𝑐𝑐) + [𝑓𝑐𝑐, 𝑓𝑐𝑐]) [𝑓𝑐𝑐, 𝑓𝑐𝑐]

)
.

Now, we have

𝛿𝐷𝐴𝑓𝑐𝑐

𝛿 𝐴
𝐷𝐴𝑓𝑐𝑐 = 𝑖𝜆𝑌𝑀 [𝐷𝐴𝑓𝑐𝑐, 𝑓𝑐𝑐] , and

𝑖𝜆𝑌𝑀

2

𝛿

𝛿𝑓𝑐𝑐
(𝐷𝐴𝑓𝑐𝑐 +

1

2
[𝑓𝑐𝑐, 𝑓𝑐𝑐]) [𝑓𝑐𝑐, 𝑓𝑐𝑐] =

𝑖𝜆𝑌𝑀

2
𝐷𝐴[𝑓𝑐𝑐, 𝑓𝑐𝑐] + [𝑓𝑐𝑐, [𝑓𝑐𝑐, 𝑓𝑐𝑐]] .
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Since [𝑓𝑐𝑐, [𝑓𝑐𝑐, 𝑓𝑐𝑐]] = 0 by Jacobi identity, the two remaining terms cancel;
therefore the classical action 𝐼𝑐𝑙 = 𝐼𝑖𝑛𝑣 + 𝐼𝑐𝑒 satisfies the CME.

The EOM (24) are not normally hyperbolic, since the action satisfies the
Noether identities associated with gauge invariance,∫

𝑥

𝛿 𝐼𝑖𝑛𝑣

𝛿 𝐴(𝑥)𝐷𝐴𝑓𝑐𝑐(𝑥) = 0 .

Therefore, we need to perform gauge fixing. This is an automorphism of the
BV algebra that leaves the antibracket invariant, and such that its action on
𝐼𝑐𝑙 produces a gauge-fixed action that satisfies the CME and have normally
hyperbolic EOM. For a generic gauge-fixing function G(𝐴), the gauge-fixing
Fermion, which is again a generalized Lagrangian, takes the form

Ψ (𝑓𝐴, 𝑓𝑐) [𝐴, 𝑐, 𝑏, 𝑐] = 𝑖
∫
𝑥

𝑓𝐴𝑐

(
𝛼𝑓𝑐

𝑏

2
+ G(𝑓𝐴𝐴)

)
,

where 𝛼 is a constant. The gauge-fixed action 𝐼 = 𝛼𝜓 (𝐼𝑐𝑙) is the sum of two
terms only, since the classical action is linear in the antifields:

𝐼 (𝑓𝐴, 𝑓𝑐) = 𝐼 (𝑓𝐴, 𝑓𝑐)
[
𝜑, 𝜑‡ + 𝛿Ψ (𝑓𝐴, 𝑓𝑐)

𝛿𝑓𝜑𝜑

]
= 𝐼𝑐𝑙 (𝑓𝐴, 𝑓𝑐) + 𝑠𝐵𝑉Ψ (𝑓𝐴, 𝑓𝑐) .

It follows by direct computation that the gauge-fixed action for Yang-Mills
theories takes the familiar expression

(25) 𝐼 (𝜑, 𝜑‡) = −1
2

∫
𝑥

Tr{𝐹 (𝑓𝐴𝐴) ∧ ★𝐹 (𝑓𝐴𝐴)}

− 𝑖
∫
𝑥

Tr[𝑑𝑐, 𝐷𝐴𝑓𝑐𝑐] −
∫
𝑥

𝛼

2
𝑓𝑐𝑏

2 + 𝑓𝑐𝑏G(𝐴) + antifield terms ,

where now the field multiplet is to be understood as 𝜑 = (𝐴, 𝑐, 𝑐, 𝑏).
In this example, we can choose in particular the gauge-fixing functional

G(𝐴) = ★d ★ 𝐴 = ∇𝜇𝐴𝜇 ,

known as Lorenz gauge. The linearisation of the action into 𝐼0 + 𝑉 around
the trivial field configuration 𝜑 = 0 produces the free wave operator 𝑃0; in the
case 𝛼 = 1 it can be written in terms of the Hodge laplacian□𝐻 := −(𝛿d+d𝛿),
where 𝛿 is the co-differential, as [77]

𝑃0 =
©
«

□𝐻 + d𝛿 − d 0 0 0
𝛿 −1 0 0
0 0 0 𝑖□𝐻
0 0 −𝑖□𝐻

ª®®®
¬
.

The expression for the advanced and retarded fundamental solutions can be
found in Ref. [77].
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2.5. Quantum theory. In order to quantize the theory, we split the action
into 𝐼 = 𝐼0 + 𝑉 , where 𝐼0 is a term quadratic in the fields, with #𝑎𝑓 = 0, and
𝑉 is the remaining, interacting term. Denote 𝛿0 := { . , 𝐼0}.

After gauge fixing, the Euler-Lagrange derivative of 𝐼0 induces a normally
hyperbolic operator 𝑃0 : ℰ → ℰ∗ ⊂ ℰ′

0, where the operation ∗ means that
we have dualised all the bundles. Being normally hyperbolic implies that 𝑃0
has unique advanced and retarded propagators Δ𝐴,𝑅 : 𝒞∗

0 → 𝒞, satisfying

𝑃0Δ𝐴,𝑅 = id
��
ℰ∗
0
, Δ𝐴,𝑅𝑃0

��
ℰ0

= id
��
ℰ0
,(26)

suppΔ𝐴,𝑅 ⊂ {(𝑥, 𝑦) ∈ M ×M | 𝑦 ∈ 𝐽+,−(𝑥)} ,(27)

where 𝐽± denotes the causal future (past) of 𝑥, and to the advanced propagator
corresponds 𝐽+ in the above formula. The causal propagator (also called Pauli-
Jordan commutator function) is defined as the difference

(28) Δ := Δ𝑅 − Δ𝐴 .

The quantum algebra is then constructed as a deformation of the classi-
cal BV algebra [29], in which we introduce a non-commutative ★−product in
the space of formal power series ℬ𝒱 [[ℏ]]. We first define the microcausal
functionals ℱ𝜇𝑐 as the set of smooth functionals, such that the wave front
set of their derivatives does not contain elements (𝑥1, ..., 𝑥𝑛; 𝑘1, ..., 𝑘𝑛) , 𝑘1 ∈
𝑇∗
𝑥𝑖
M , 𝑖 = 1, ..., 𝑛, where 𝑘𝑖 are covectors in the closed forward or backward

light-cones. In this space, we define the non-commutative product as

(29) 𝐴 ★ 𝐵 := 𝑚 ◦ 𝑒ℏΓΔ+ (𝐴 ⊗ 𝐵) ,
where ΓΔ+ is the functional differential operator

ΓΔ+ =

∫
𝑥,𝑦

Δ+(𝑥, 𝑦)
𝛿

𝛿𝜑(𝑥) ⊗
𝛿

𝛿𝜑( 𝑦) ,

and 𝑚 is the pointwise multiplication.
The non-commutative product is defined in terms of a bidistribution Δ+ :

ℰ∗×ℰ∗ → C, given by Δ+ := Δ𝑆 + 𝑖
2Δ, where Δ𝑆 is a symmetric bisolution of

𝑃0 chosen in such away thatΔ+ is of positive type and it satisfies themicrolocal
spectrum condition on its wavefront set [76]:

WF(Δ+) = {(𝑥, 𝑦; 𝑘𝑥 , 𝑘𝑦) ∈ 𝑇∗(M2) \ {0} | (𝑥, 𝑘𝑥) ∼ ( 𝑦,−𝑘𝑦), 𝑘𝑥 ⊲ 0} ,
where (𝑥, 𝑘𝑥) ∼ ( 𝑦,−𝑘𝑦) holds if 𝑥 and 𝑦 are joined by a null geodesic 𝜆,

𝑔−1𝑘𝑥 is tangent to 𝛾 at 𝑥 and −𝑘𝑦 is the parallel transport of 𝑘𝑥 along 𝜆. 𝑘𝑥 ⊲0
holds if 𝑔−1𝑘𝑥 is future pointing.
This condition is equivalent to require that the short-distance singularity

structure of the 2-point function has a universal form. For the case of a mas-
sive scalar field in even dimensions, for example, the Hadamard 2-point func-
tion must take the expression [25]

(30) Δ+ =
(−1) 𝑑2
2(2𝜋) 𝑑2

log
𝜇2

𝑚2
𝑚𝑑/2−1𝜎

2−𝑑
4 𝐼𝑑/2−1(

√
𝑚2𝜎 ) + 𝑤 = 𝐻 + 𝑤 ,
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where 𝜎 is the squared geodesic distance between 𝑥 and 𝑦, 𝐼𝑑 is the modi-
fied Bessel function of the first kind, 𝑢 and 𝑣 are two functions uniquely deter-
mined by the geometry of M and the equations of motion, 𝜇 is an arbitrary
mass scale, and 𝑤 is the smooth part of Δ+. Similar conditions hold in odd
dimensions as well as for vector and tensor fields, where the functions 𝑢 and
𝑣 are replaced by appropriate tensor structures.
Finally, we introduce an involution ∗ in the algebra of microcausal func-

tionals, equipped with the non-commutative ★−product, acting by complex
conjugation,

𝐹∗(𝜑) := 𝐹 (𝜑) .
Together with the involution, the quantum ∗−algebra of off-shell functionals
will be denoted as 𝒜 := (ℬ𝒱 [[ℏ]] , ∗,★). Different choices of Δ+ produce
different representations of the quantum algebra. However, they are isomor-
phic, with the isomorphism 𝛼Δ′

+−Δ+ : (ℬ𝒱 [[ℏ]] ,★, ∗) → (ℬ𝒱 [[ℏ]] ,★′, ∗)
mapping between the algebra with the quantum product ★ constructed with
Δ+, and the algebra with the quantum product ★′ constructed with Δ

′
+, ex-

plicitly given by

𝛼Δ′
+−Δ+ := exp

{
ℏ

2

∫
𝑥,𝑦

(
Δ
′
+ − Δ+

)
(𝑥, 𝑦) 𝛿2

𝛿𝜑(𝑥)𝛿𝜑( 𝑦)

}
.

In order to discuss interactions, we need to introduce a second product in
the algebra, the time-ordered product. We first restrict our attention to regular
functionals, that are functionals whose derivatives are smooth sections, and
we define the time-ordered product as

(31) 𝐴 ·𝑇 𝐵 := 𝑚 ◦ 𝑒ℏΓΔ𝐹 (𝐴 ⊗ 𝐵) ,

with ΓΔ𝐹 =

∫
𝑥,𝑦

Δ𝐹 (𝑥, 𝑦) 𝛿
𝛿𝜑(𝑥) ⊗ 𝛿

𝛿𝜑( 𝑦) , in terms of the Feynman propagator

Δ𝐹 := Δ+ + 𝑖Δ𝐴.

Remark 2.5 (Feynman Hadamard parametrix). In a Hadamard state, simi-
larly to the 2-point function, the Feynman propagator has a universal, short-
distance singularity structure given by the time-ordered, FeynmanHadamard
parametrix, so that locally the Feynman propagator takes the form

Δ𝐹 (𝑥, 𝑦) = 𝐻𝐹 (𝑥, 𝑦) + 𝑤(𝑥, 𝑦) .

The time-ordered product is equivalent to the pointwise product of a clas-
sical functional thanks to the existence of an invertible linear operator 𝑇 , de-
fined by

(32) 𝑇 (𝐹) := exp

{
ℏ

2

∫
𝑥,𝑦

Δ𝐹 (𝑥, 𝑦)
𝛿2

𝛿𝜑(𝑥)𝛿𝜑( 𝑦)

}
𝐹 .

Indeed, the time-ordered product can now be written as

𝐹 ·𝑇 𝐺 = 𝑇 (𝑇−1𝐹 · 𝑇−1𝐺) .
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The equivalence holds also at the level of renormalised time-ordered prod-
ucts between local functionals [25, 50], as introduced later in Section 2.6. The
relevant formula is (49).
Due to the structure of the wave front set of the Feynman propagator at

coinciding points, the time-ordered product cannot be straightforwardly ex-
tended to microcausal functionals as the ★−product. This is the well-known
problem of UV divergences in perturbative QFT. Its solution is provided by
causal renormalization, which we review in the next section.
Using the time-ordered product, we can define the 𝑆−matrix

(33) 𝑆(𝑉 ) := 𝑒
𝑖
ℏ𝑇𝑉

𝑇
,

where applying𝑇 to 𝑉 plays a role of the choice of ordering. For defining the
interacting fields we use the Bogoliubov map

(34) 𝑅𝑉 (𝐹) := 𝑆(𝑉 )−1 ★ [𝑆(𝑉 ) ·𝑇 𝐹] .
Note that for 𝑉 = 0, the above operator just reduces to 𝑇 .

The Bogoliubovmap plays the role of the intertwiningMùller operator be-
tween the free and interacting algebras, in the sense that interacting observ-
ables are represented as formal power series in ℏ and 𝑉 in the appropriate
extension of the free algebra. This is done by means of the Bogoliubov map
𝐹 ↦→ 𝑅𝑉 (𝐹).
We now extend the definitions above to the antifields. As for the functionals

of the physical field configurations, we restrict the attention for now to the
regular multi-vector fields Λ𝒱𝑟𝑒𝑔 , that are, the multi-vector fields whose nth-
derivatives are all smooth.

Remark 2.6. If we think of 𝑋 ∈ 𝒱𝑟𝑒𝑔 as a section, i.e., as a map fromℰ toℰ𝑐,
𝑇 acts as a differential operator and it is natural to set

(35) 𝑇 (𝑋) :=
∫
𝑥

𝑇 (𝑋 (𝑥)) 𝛿

𝛿𝜑(𝑥) .

The non-commutative product is extended to vector fields as

(36) 𝑋 ★ 𝑌 := 𝑒ℏΓΔ+ (𝑋 ∧ 𝑌 ) .
The BV structures of the classical algebra get translated into structures of

the quantum algebra bymeans of the time-ordered product. The graded alge-
bra of antifields is transformed into𝑇 (𝒱𝑟𝑒𝑔), with the time-ordered antibracket
(37) {𝑋, 𝑌 }𝑇 := 𝑇{𝑇−1𝑋,𝑇−1𝑌 } .
The equations of motion are mapped, under time-ordering, into the image of
the time-ordered Koszul operator

(38) 𝛿𝑇 := 𝑇𝛿𝑇−1
= { · , 𝐼0}𝑇 .

Since 𝐼0 is quadratic in the fields, and Δ𝐹 is (𝑖 times) a Green function for
the equations of motion, we have a relation between the time-ordered and the
classical free equations of motion

(39) {𝐹, 𝐼0} = {𝐹, 𝐼0}𝑇 − 𝑖ℏ△ 𝐹 ,
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where the BV laplacian is a nilpotent operator that acts on regular multi-
vector fields as a divergence:

(40) △ 𝑋 := (−1)1+|𝑋 |
∫
𝑥

𝛿2𝑋

𝛿𝜑(𝑥)𝛿𝜑‡(𝑥)
.

The BV laplacian combines well with the antibracket; in particular ∀𝑃, 𝑄 ∈
Λ𝒜reg and ∀𝑋, 𝑌 ∈ 𝑇 (Λ𝒜reg), the two following formulas hold:

{𝑃, 𝑄} = △(𝑃𝑄) − △(𝑃)𝑄 − (−1) |𝑋 |𝑃 △𝑄 , and(41)

{𝑋, 𝑌 }𝑇 = △(𝑋 ·𝑇 𝑌 ) − △(𝑋) ·𝑇 𝑌 − (−1) |𝑋 |𝑋 ·𝑇 △ 𝑌 .(42)

Finally, we introduce the quantum BV operator as the deformation of the
operator {·, 𝐼0} under the Bogoliubov map

(43) 𝑠 := 𝑅−1𝑉 ◦ { , 𝐼0} ◦ 𝑅𝑉 ,
which, assuming the quantum master equation (QME)

(44) {𝑆(𝑉 (𝑓 )), 𝐼0(𝑓 )} = 0 ,

can be rewritten in a more standard form [48] as

(45) 𝑠𝐹 = {𝐹, 𝐼 (𝑓 )}𝑇 − 𝑖ℏ△ 𝐹 ,
where 𝑓 ≡ 1 on the causal completion of the support of 𝐹. Note that 𝑓 can be
a multiplet of text funmctions, as discussed before.

The QME is an important condition in BV quantisation and it suffices to
establish the on-shell gauge-fixing independence of the 𝑆−matrix and of the
physical observables (the cohomology of 𝑠). A detailed discussion of the QME
and its first derivation in the context of the BV formalism in pAQFT can be
found in [50].

Using the relation (39), it was shown in Ref. [50] that Eq. (44) is equivalent
to

(46)
1

2
{𝐿(𝑓 ), 𝐿(𝑓 )} − 𝑖ℏ△𝐿(𝑓 ) = 0 ,

which is the more familiar form of QME.

2.6. Renormalization. The construction presented above for the time-ordered
products is well-defined on regular functionals only. The strategy of causal
renormalization is to provide an inductive construction for the time-ordered
products on the number of factors. The construction of renormalised time-
ordered products has been carried out in general globally hyperbolic space-
times for scalar and Yang-Mills theories [25, 64, 65, 63] using Epstein and
Glaser renormalization procedure [46]. We refer the reader to those works
for details; here, we simply recall the main steps.

The starting point is the axiomatic definition of a family of linear maps
𝑇𝑛 : ℱ

⊗𝑛
loc

→ ℱ𝜇𝑐 [[ℏ]] , with

supp𝑇𝑛(𝐹1, ..., 𝐹𝑛) ⊂
⋃

supp 𝐹𝑖 ,
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satisfying a certain set of axioms (see e.g. [25, 65]). The most important of
these axioms is the causal factorisation property: whenever there is a Cauchy
surface Σ such that the functionals 𝐹1, ..., 𝐹𝑘 are localised in the future of Σ,
and the functionals 𝐹𝑘, ..., 𝐹𝑛 in its past, we have

(47) 𝑇𝑛(𝐹1, ..., 𝐹𝑛) = 𝑇𝑘(𝐹1, ..., 𝐹𝑘) ★ 𝑇𝑛−𝑘(𝐹𝑘+1, ..., 𝐹𝑛) .

We set𝑇1 : ℱ
1
loc

→ ℱ𝜇𝑐 [[ℏ]] as𝑇1 := exp
{
ℏ
2

∫
𝑥,𝑦
𝑤(𝑥, 𝑦) 𝛿2

𝛿𝜑(𝑥)𝛿𝜑( 𝑦)

}
, where

𝑤 is the smooth part of Δ+. Up to an arbitrary length scale, 𝑇1 is uniquely
determined by this formula, and using 𝑤 ensures good covariance properties
of 𝑇1. Notice that, for Minkowski vacuum, 𝑤 = 0 and 𝑇1 coincides with
the identity. Using the causal factorisation property, together with the other
axioms, and the starting element 𝑇1, it is possible to define inductively the
maps 𝑇𝑛.

At order 𝑛, the map𝑇𝑛 is constructed using the lower order maps𝑇𝑘 , 𝑘 < 𝑛
and is uniquely fixed up to the renormalization freedom, parameterised by an
𝑛−linear map

(48) 𝑍𝑛 : ℱ
⊗𝑛
loc → ℱloc [[ℏ]] .

𝑍𝑛 parametrises the freedom of adding local, locally covariant, finite coun-
terterms in the definition of the normal-ordered observables [25, 64, 65].

The linear maps𝑇𝑛 can now be used to define a renormalised time-ordered

product. First, denote withℱ
(0)
loc

the space of local functionals that vanish on
the zero field configuration 𝜑 = 0. It is possible to prove that the pointwise

multiplication map 𝑚 : 𝑆•ℱ (0)
loc

→ ℱ from the symmetric tensor powers

of ℱ
(0)
loc

to the space of multilocal functionals is bijective ([50], Theorem 1).
Then,
using the fact that one can uniquely factorise multilocal functionals into

local functionals that vanish at zero, we define a map 𝑇𝑟 := ⊕𝑛𝑇𝑛 ◦ 𝑚−1.
The renormalised time-ordered product of elements of 𝑇𝑟 (ℬ𝒱 [[ℏ]]) is

then defined by

(49) 𝐹 ·𝑇𝑟 𝐺 := 𝑇𝑟 (𝑇−1
𝑟 𝐹 · 𝑇−1

𝑟 𝐺) .
The renormalized time-ordered product is defined on vectors as in (35),

i.e.:

𝑇𝑟 (𝑋) :=
∫
𝑥

𝑇𝑟 (𝑋 (𝑥))
𝛿

𝛿𝜑(𝑥) .

From the renormalized time-ordered products one can define the renormal-

ized 𝑆−matrix 𝑆𝑟 (𝑉 ) := 𝑒
𝑖
ℏ𝑇𝑉

𝑇𝑟
and the renormalized Bogoliubov map.

The classical BV structure is then translated at the quantum level by the
use of the renormalized time-ordering operator 𝑇𝑟 , and we can define the
renormalized time-ordered antibracket and the renormalized time-ordered
Koszul map in analogy with their non-renormalized counterparts. The main
problem of the extension of the BV formalism to local functionals is the BV
Laplacian △, which gives raise to divergences, if not renormalised.
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The relation between the ★−antibracket with 𝐼0 and the 𝑇𝑟−antibracket
with 𝐼0 is given by the Master Ward Identity [24, 42, 63], which, for any local
functional �̃� , reads

(50) {𝑆𝑟 (�̃� )·𝑇𝑟 , 𝐼0} =
𝑖

ℏ
𝑆𝑟 (�̃� ) ·𝑇𝑟

[
{𝐼0 + �̃� , 𝐼0 + �̃� }𝑇𝑟 − 𝑖ℏ𝐴(�̃� )

]
,

and in the case of the interaction 𝑉 reduces to

(51) {𝑆𝑟 (𝑉 )·𝑇𝑟 , 𝐼0} =
𝑖

ℏ
𝑆𝑟 (𝑉 ) ·𝑇𝑟

[
{𝑉, 𝐼0}𝑇𝑟 +

1

2
{𝑉, 𝑉 }𝑇𝑟 − 𝑖ℏ𝐴(𝑉 )

]

=
𝑖

ℏ
𝑆𝑟 (𝑉 ) ·𝑇𝑟

[
1

2
({𝐼, 𝐼}𝑇𝑟 − {𝐼0, 𝐼0}𝑇𝑟 ) − 𝑖ℏ𝐴(𝑉 )

]
,

where 𝑆𝑟 is the renormalised S-matrix. TheMWI implicitly defines the anom-
aly 𝐴. The anomaly can be constructed from a family of linear maps 𝐴𝑛 :
𝑇𝑟 (ℬ𝒱)𝑛+1 → 𝒜loc as 𝐴 =

∑
𝑛=0 𝐴𝑛. Each linear map 𝐴𝑛 contains 𝑛 + 1

powers of the interaction 𝑉 , and they can be given explicitly by a recursive
formula [24, 78].
The renormalized BV Laplacian △𝑉 : ℱloc [[ℏ]] → ℱloc [[ℏ]] is defined in

terms of the anomaly as

△𝑉 (𝑋) :=
𝑑

𝑑𝜆
𝐴(𝑉 + 𝜆𝑋)

��
𝜆=0

.

To ensure the gauge independence of the renormalised𝑆−matrix, theQuan-
tum Master Equation gets modified in the renormalised QME

{𝑆𝑟 (𝑉 ), 𝐼0} = 0 .

Equation (51) allows us also to write down the renormalised QME as

(52) {𝑉, 𝐼0}𝑇𝑟 +
1

2
{𝑉, 𝑉 }𝑇𝑟 − 𝑖ℏ𝐴(𝑉 ) = 0 ,

and the renormalised BV operator as

(53) 𝑠 := 𝑅−1𝑉 ◦ { , 𝐼0} ◦ 𝑅𝑉 = {𝐹, 𝐼}𝑇𝑟 − 𝑖ℏ△𝑉 𝐹 .
Using theQME for 𝐼0we can rewrite (52) in a simpler form that only involvess
𝐼 and 𝐼0:

(54)
1

2
{𝐼, 𝐼}𝑇𝑟 −

1

2
{𝐼0, 𝐼0}𝑇𝑟 = 𝑖ℏ𝐴(𝑉 ) .

Assuming that also 𝐼0 satisfies the classical master equation, we obtain:

(55)
1

2
{𝐼, 𝐼}𝑇𝑟 = 𝑖ℏ𝐴(𝑉 ) .

In the following, to avoid heavy notation we will denote the renormal-
ized time-ordered products as the non-renormalized ones, ·𝑇 ; whenever we
are dealing with local functionals, it will always implicitly assumed that we
are using the renormalized quantities. The only cases where a functional
is both regular and local are constant and linear functionals. For those, the
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time-ordering map 𝑇 is the identity, both for the renormalized and the non-
renormalized prescription. The BV Laplacian is trivial for these cases.

3. Generating functionals

The starting point to formulate the Euclidean Functional Renormalization
Group is usually a regularization of the generating functional [94], formally
defined by a path integral over the field configuration space. One defines

(56) Z𝑘 =

∫
D𝜑𝑒−

1
ℏ (𝐼+𝑄𝑘) ,

where 𝐼 is the gauge-fixed action and 𝑄𝑘 is an IR regulator term, quadratic in
the fields, that is usually taken as local in momentum space but non-local in
position. Such a regulator acts as momentum-dependent mass term, and in
the flow equations regularises both the IR and UV divergences.
It is difficult, however, to formulate a rigorous definition of the path in-

tegral on Lorentzian spacetimes. Moreover, the interpretation of Z𝑘 as the
generating functional of correlation functions seems more problematic for
curved spacetimes or in generic states. For these reasons, in [39] an approach
based on pAQFT has been proposed. Here we follow the same approach, re-
calling themain definitions. First, we define the source term as a smeared field
with smooth functions 𝑗,

(57) 𝐽 (𝜑) :=
∫
𝑥

𝑗(𝑥)𝜑(𝑥) .

Whenever the field configurations 𝜑 are integrated, we are always also assum-
ing a summation over Lorentz as well as internal (as the gauge group compo-
nent) indices. In addition to linear sources, in order to understand the renor-
malization of symmetries we will also need to include effective sources in the
generating functional,

(58) Σ := 𝐼𝑎𝑓 (𝜑, 𝜑‡ = 𝜎 ) = 𝛼𝜎𝜑(𝐼𝑎𝑓 )
����
𝜑‡=0

,

where 𝛼 is defined in (20) and 𝜎 is compactly supported in spacetime.
In the case of theories that are linear in the antifields, as Yang-Mills and

gravity, Σ can be written as

Σ =

∫
𝑥

𝜎 (𝑥){𝜑, 𝐼𝑎𝑓 } =
∫
𝑥

𝜎 (𝑥) 𝛿𝑉

𝛿𝜑‡(𝑥)
.

Moreover, it holds that

𝑉 + Σ = 𝛼𝜎𝜑(𝑉 ) = 𝑉 (𝜑, 𝜑‡ + 𝜎 ) ,
so that Σ behaves as a gauge-fixed interaction 𝑉 , in which the antifields 𝜑‡ are
substituted by effective BRST sources 𝜎 .

Lemma 3.1. In the unrenormalised theory (or, equivalently, in absence of anom-
alies), Σ is invariant under { · , 𝑉 }𝑇 .
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Proof. We prove this by direct computation. Since Σ =

∫
𝑥
𝜎 (𝑥)𝑠𝜑(𝑥), we have

{𝑉, Σ}𝑇 = {𝐼, Σ}𝑇 = 𝑠Σ + 𝑖ℏ△ Σ =

∫
𝑥

𝜎 (𝑥)𝑠2𝜑(𝑥) − 𝑖ℏ△(Σ) = 0 .

We used the definition of 𝑠 in the first line, and the nilpotency of 𝑠 together
with the fact that Σ is independent on the antifields to conclude.

□

Finally, we need to insert a regulator term in the generating functional.
Although the regulator term is usually taken to be local in momentum, this is
unsuitable for theories on curved space, where a Fourier transformmight not
even be possible without spoiling the covariance of the theory. Moreover, a
regulator non-local in position might spoil the unitarity of the 𝑆−matrix, and
introduce artificial poles in the propagator. Therefore, we choose to introduce
a local regulator,

(59) 𝑄𝑘 := −1
2

∫
𝑥

𝑞𝑘(𝑥)𝜑2(𝑥) ,

where 𝑞𝑘 is compactly supported and smooth as a spacetime function.
The use of a local regulator has been discussed in the literature, and has

found recent applications in e.g. [47]. A local regulator does not implement
a Wilsonian renormalization, in the sense that it does not imply a successive
integration of momentum shells, but rather it implements a flow in the space
of massive theories. Moreover, being simply a mass term, the use of a local
regulator needs an additionalUV renormalization in the flow equation. In our
formalism, such renormalization is implemented by a Hadamard subtraction
of divergences [39]. For different approaches to Lorentzian fRG equations,
one can also see [6, 70].

Example 3.1 (Yang-Mills theories). In the case of Yang-Mills theories, we can
write explicitly the new contributions Σ and 𝑄𝑘. Σ by definition is

Σ = 𝐼𝑎𝑓 (𝜑‡ = 𝜎 ) =
∫
𝑥

𝐷𝐴𝑐𝜎𝐴 −
𝑖𝜆𝑌𝑀

2
[𝑐, 𝑐]𝜎𝑐 ,

while 𝑄𝑘 is

𝑄𝑘 = −1
2

∫
𝑥

𝑞𝐴𝑘 (𝑥)𝑇 |𝐴|
2(𝑥) − 𝑞𝑐𝑘(𝑥)𝑇 (𝑐𝑐 − 𝑐𝑐) .

Having introduced all ingredients, we can now define the regularised gen-
erating functional,

(60) 𝑍𝑘(𝜑, 𝜑‡; 𝑗, 𝜎 ) := 𝑆(𝑉 )−1 ★ 𝑆(𝑉 + Σ + 𝑄𝑘 + 𝐽) = 𝑅𝑉 (𝑆(𝑄𝑘 + 𝐽 + Σ)) .
The regularised generating functional 𝑍𝑘, and, similarly,𝑊𝑘 and the effec-

tive average action, defined below, are functionals mapping an element of the
dual of the extended field configuration space and valued in the formal power

series of the free algebra, 𝑍𝑘 : ℰ
′ → ℬ𝒱 [[𝜆, ℏ]]. This algebraic definition

differs from the previous definition of generating functionals given in the case
of scalar theories [39], where we evaluated 𝑍𝑘 in a concrete state, so it was a
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map fromℰ
′
to C. Now 𝑍𝑘 is a map between two locally convex topological

vector spaces, so one needs to invoke a more general concept of differentia-
bility. We will again use the definition of Bastiani (Definition 2.2, but with
ℬ𝒱 [[𝜆, ℏ]] as a target). The topology onℬ𝒱 [[𝜆, ℏ]] is induced from hav-
ing the Hörmander topology at each fixed order of 𝜆 and ℏ. Differentiability
of 𝑍𝑘 with respect to 𝑗 follows from the fact, can be demonstrated explicitly,
since

𝑍𝑘(𝜑, 𝜑‡; 𝑗 + 𝑡𝜓, 𝜎 ) = 𝑆(𝑉 )−1 ★
(
𝑆 (𝑉 + Σ + 𝑄𝑘 + 𝐽) ·𝑇 𝑆

(∫
𝑥

𝜓 (𝑥)𝜑(𝑥)
))

.

and hence

1

𝑡
(𝑍𝑘(𝜑, 𝜑‡; 𝑗 + 𝑡𝜓, 𝜎 ) − 𝑍𝑘(𝜑, 𝜑‡; 𝑗, 𝜎 ))

= 𝑆(𝑉 )−1 ★
(
𝑆(𝑉 + Σ + 𝑄𝑘 + 𝐽) ·𝑇

1

𝑡

(
𝑆

(∫
𝑥

𝜓 (𝑥)𝜑(𝑥)
)
− 1

))
.

The limit 𝑡 → 0 exists and is given by

𝑆(𝑉 )−1 ★
(
𝑆(𝑉 + Σ + 𝑄𝑘 + 𝐽) ·𝑇

1

𝑡

(∫
𝑥

𝜓 (𝑥)𝜑(𝑥)
))

,

which is an element ofℬ𝒱 [[𝜆, ℏ]] , as required. Note that this expression can
be seen as a vector valued distribution (in this case valued inℬ𝒱 [[𝜆, ℏ]]), in
the sense of Schwarz [89, 90].

One can iterate this process to obtain higher derivatives as well. The key
point is that one always ends up differentiating an exponential.

The new definition highlights the algebraic properties of the generating
functionals, stressing that the structural form of the RG flow equation does
not depend on the choice of a state. The physical interpretation of 𝑍𝑘 as the
generating functional of interacting correlation functions for a given state is
recovered, once 𝑍𝑘 is evaluated on a fixed Hadamard state for the free theory.
The state evaluation of the algebraic definition coincides with the previous
definition for the generating functional, given in Ref. [39].

Finally, notice that, since the state for the free theory does not depend on
the RG scale 𝑘, the state evaluation and the scale derivative with respect to 𝑘,
giving raise to the RG flow equation, commute.

The defining property of 𝑍𝑘 is that its functional derivatives, at vanishing
sources and for vanishing regulator, give the time-ordered correlation func-
tions

(61)
𝛿𝑛𝑍𝑘

𝛿 𝑗(𝑥1)...𝛿 𝑗(𝑥𝑛)

����
𝑗=𝜎=𝑘=0

= 𝑅𝑉 (𝜑(𝑥1) ·𝑇 ... ·𝑇 𝜑(𝑥𝑛)) .

To justify this interpretation, we recall that, on regular functionals, we can
introduce an interacting star product as [49]

(62) 𝐹 ★𝑉 𝐺 = 𝑅−1𝑉 (𝑅𝑉 (𝐹) ★ 𝑅𝑉 (𝐺)) ,
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as well as an interacting state built from a state 𝜔 of the free theory as 𝜔𝑉 =

𝜔◦𝑅𝑉 . The correlation functions of interacting observables in the interacting
state are given by

(63) 𝜔𝑉 (𝜑(𝑥1) ★𝑉 ... ★𝑉 𝜑(𝑥𝑛)) = 𝜔(𝑅𝑉 (𝜑(𝑥1) ★ ... ★ 𝑅𝑉 (𝜑(𝑥𝑛))) .
Finally, we recall that, if the support of an observable 𝐹 does not intersect

the past of the support of 𝐺 (𝐹 ≳ 𝐺), we have [41, 67]

(64) 𝑅𝑉 (𝐹 ·𝑇 𝐺) = 𝑅𝑉 (𝐹) ★ 𝑅𝑉 (𝐺) .
Therefore, the functional derivatives of 𝑍𝑘 are the time-ordering of the in-
teracting correlation functions in the interacting state. The regulator term
introduces a 𝑘−dependent mass in the propagators via the Principle of Per-
turbative Agreement [39, 41, 66, 97].
From the definition of 𝑍𝑘, we follow the usual definitions of the other gen-

erating functionals [93]: first, we define the regularised generator of connected
correlation functions𝑊𝑘 as

(65) 𝑒
𝑖
ℏ𝑊𝑘 (𝜑,𝜑‡;𝑗,𝜎 ) := 𝑍𝑘 .

We introduce the mean value operator as a bit of useful notation,

(66) ⟨𝐹⟩ = 𝑒− 𝑖
ℏ𝑊𝑘 (𝑆(𝑉 )−1 ★ [𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 𝐹]) .

The mean value operator maps an element of the free algebra in the for-
mal power series of the interacting algebra, with coefficients that depend on
the sources and the mean antifields 𝑗, 𝜎 as well as on the RG scale 𝑘. Notice
that the mean value operator does not involve state evaluation. The mean
value operator takes only one input, and no confusion should arise with the
standard pairing between distributions ⟨ · , · ⟩.
Functional derivatives of𝑊𝑘 give the connected correlation functions. Its

first derivative defines the effective field 𝜙:

(67) 𝜙 𝑗 :=
𝛿𝑊𝑘

𝛿 𝑗
,

while the second derivative gives the connected interacting propagator

(68) −𝑖ℏ 𝛿2𝑊𝑘

𝛿 𝑗(𝑥)𝛿 𝑗( 𝑦) = ⟨𝜑(𝑥) ·𝑇 𝜑( 𝑦)⟩ − 𝜙(𝑥)𝜙( 𝑦) .

The relation between 𝜙 and 𝑗 can be perturbatively inverted [39, 98], giving
𝑗 as a function of 𝜙; we define Γ̃𝑘 as the Legendre transform of𝑊𝑘,

(69) Γ̃𝑘 =𝑊𝑘( 𝑗𝜙) − 𝐽𝜙(𝜙) .
Finally, we define the effective average action as amodified Legendre transform
of𝑊𝑘:

(70) Γ𝑘(𝜑, 𝜑‡; 𝜙, 𝜎 ) =𝑊𝑘( 𝑗𝜙) − 𝐽𝜙(𝜙) − 𝑄𝑘(𝜙) .
Γ𝑘 will be the main object of our discussion, as it is the central tool in the
functional RenormalizationGroup [44]. Its first and second derivatives satisfy
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two important properties, which are easily proved by direct inspection. The
first derivative gives

(71)
𝛿

𝛿𝜙
(Γ𝑘 + 𝑄𝑘(𝜙)) = −𝑗𝜙 ,

while the second derivative is the inverse of the full propagator 𝛿2𝑊𝑘

𝛿 𝑗2
:

(72)

∫
𝑧

𝛿2(Γ𝑘 + 𝑄𝑘)
𝛿𝜙(𝑥)𝜙(𝑧)

𝛿2𝑊𝑘

𝛿 𝑗(𝑧)𝛿 𝑗( 𝑦) = −𝛿 (𝑥, 𝑦) .

The above equations can be considered as the łquantumž version of the
equations of motion and of the definition of the propagator as the Green’s
function for the wave operator, respectively.
From (71), it is possible to derive [39]

(73)
𝛿Γ𝑘

𝛿𝜙
=
𝛿 𝐼0

𝛿𝜙
+ ⟨𝑉 (1) + Σ

(1)⟩ .

In the classical limit ℏ→ 0, the non-commutative and time-ordered products
reduce to the point-wise product. The Bogoliubov map in turn reduces to the
classical Mùller operator, which acts on functionals of the field by pull-back,
so that ⟨𝐹 (𝜑)⟩ = 𝐹 (𝜙) + O(ℏ). Therefore we obtain, modulo an irrelevant
constant,

(74) Γ𝑘(𝜑‡; 𝜙, 𝜎 ) = 𝐼 (𝜙, 𝜑‡) + Σ(𝜙, 𝜎 ) + O(ℏ) .

Comparedwith our previous work [39], here we do not need to state evalu-
ate the generating functionals. We see that our definitions, as well as the flow
equations, hold at the pure algebraic level. The generating functionals 𝑍𝑘,𝑊𝑘,
and Γ𝑘 are interpreted as functionals of ( 𝑗, 𝜎 ) or of (𝜙, 𝜎 ), parametrised by the
field and antifield configurations (𝜑, 𝜑‡). In order to extract physical predic-
tions, one can evaluate the functionals in some state 𝜔. The state evaluation
also provides the connection between the definitions given here and those in
our previous paper.

However, the state dependence still enters the flow equation through the

choice of a Green’s function for the quantum wave operator 𝛿2

𝛿𝜙2
(Γ𝑘 +𝑄𝑘). In

fact, themain difference from the euclidean case is that, in globally hyperbolic
spacetimes, the Green’s function for a wave-type operator is not unique.

The Green’s function 𝐺𝑘 for
𝛿2

𝛿𝜙2
(Γ𝑘 + 𝑄𝑘) can be constructed as a Dyson-

type series from the free Feynman propagatorΔ𝐹 . In turn, the Feynman prop-
agator depends on the arbitrary choice of the symmetric part of the distribu-
tion Δ+. Such a choice can be connected to the choice of the state two-point
function. Indeed, for the state given by 𝜔0(𝐹) := 𝐹 (0), we have

𝜔0(𝜑(𝑥) ★ 𝜑( 𝑦)) = Δ+(𝑥, 𝑦) .
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4. Flow equations

The flow equations for the generating functionals, and in particular for the
effective average action, can be directly computed by taking the 𝑘−derivative
of each definition, just as in the scalar case [39]. We briefly recall the steps,
starting from the flow for 𝑍𝑘, which by direct inspection is

(75) 𝜕𝑘𝑍𝑘(𝜑, 𝜑‡; 𝑗, 𝜎 ) =
𝑖

ℏ
𝑆(𝑉 )−1 ★ [𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 𝜕𝑘𝑄𝑘] .

From the definition of𝑊𝑘 (65), we get

(76) 𝜕𝑘𝑊𝑘 = 𝑒
− 𝑖
ℏ𝑊𝑘 (𝑆(𝑉 )−1 ★ [𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 𝜕𝑘𝑄𝑘]) .

The above can be rewritten in terms of the second derivative of𝑊𝑘, by first
expressing the r.h.s as

(77) 𝜕𝑘𝑊𝑘 = −1
2

∫
𝑥

𝜕𝑘𝑞𝑘(𝑥)⟨𝑇𝜑2⟩

Since the second derivative of𝑊𝑘 gives the connected part of the full prop-
agator (68), we can rewrite the flow equation for 𝑊𝑘 in the form of a local
Polchinski equation,

(78) 𝜕𝑘𝑊𝑘 =
1

2

∫
𝑥

𝜕𝑘𝑞𝑘

(
𝑖ℏ : 𝑊

(2)
𝑘

:�̃�𝐹 −𝑊
(1)
𝑘

(𝑥)𝑊 (1)
𝑘

(𝑥)
)
,

where the normal-ordering is defined as

(79) : 𝑊
(2)
𝑘

:�̃�𝐹= lim
𝑦→𝑥

𝑊
(2)
𝑘

(𝑥, 𝑦) − �̃�𝐹 (𝑥, 𝑦) .

The counterterm �̃�𝐹 is implicitly defined by the relation

(80) lim
𝑦→𝑥

⟨𝜑(𝑥) ·𝑇 𝜑( 𝑦)⟩ − �̃�𝐹 (𝑥, 𝑦) := ⟨ lim
𝑦→𝑥

𝜑(𝑥) ·𝑇 𝜑( 𝑦) − 𝐻𝐹 (𝑥, 𝑦)⟩ ,

where 𝐻𝐹 is the Feynman Hadamard parametrix defined in Remark 2.5. �̃�𝐹
can be computed by a Hadamard expansion of the relation (72).

Finally, since

(81) 𝜕𝑘Γ𝑘 = 𝜕𝑘𝑊𝑘 − 𝜕𝑘𝑄𝑘(𝜙) = 𝜕𝑘𝑊𝑘 +
1

2

∫
𝑥

𝜕𝑘𝑞𝑘𝜙
2(𝑥) ,

and recalling that 𝜙 = 𝑊
(1)
𝑘

by definition (Eq. (67)), we arrive at the RG flow
equation for gauge theories, which takes the form of a localWetterich equation
(also known as functional Callan-Symanzik equation [3]), generalised to the
algebraic level and for Lorentzian spacetimes:

(82) 𝜕𝑘Γ𝑘 =
𝑖ℏ

2

∫
𝑥

𝜕𝑘𝑞𝑘(𝑥)𝐺𝑘(𝑥, 𝑥) ,

together with the condition

(83) 𝐺𝑘(𝑥, 𝑥) =: 𝑊 (2)
𝑘

(𝑥, 𝑥) :�̃�𝐹= − :
(
Γ
(2)
𝑘

− 𝑞𝑘
)−1

:�̃�𝐹 .



28 EDOARDO D’ANGELO AND KASIA REJZNER

5. Symmetries

5.1. Modified Slavnov-Taylor identities. TheQME governs gauge depen-
dence of the action and its renormalization [50]. Now, we would like to un-
derstand what are the symmetry constraints to be imposed on the effective
average action, to be consistent with BRST invariance. The identity satisfied
by the effective average action is usually called in the fRG context modified
Slavnov-Taylor identity. In the pQFT approach based on a path integral formu-
lation, the Slavnov-Taylor identity is derived from the gauge invariance and
parametrization invariance of the generating functional 𝑍. In the absence of
a regulator term (or more precisely, assuming an implicit BRST invariant reg-
ularization), the Slavnov-Taylor identity assumes the form of the Zinn-Justin
equation ([99, 100] )

(84)

∫
𝑥

𝛿Γ0

𝛿𝜙(𝑥)
𝛿Γ0

𝛿𝜎 (𝑥) = 0 .

The Zinn-Justin equation is usually interpreted as a symmetry constraint
for Γ0 and it plays a crucial role in the perturbative renormalization of gauge
theories. In the presence of a non-invariant regulator term, the Zinn-Justin
equation is modified by a symmetry breaking term that, in the context of fRG,
is written as [45]

(85)

∫
𝑥

𝛿Γ𝑘

𝛿𝜙(𝑥)
𝛿Γ𝑘

𝛿𝜎 (𝑥) = 𝑖ℏ

∫
𝑥,𝑦

𝑞𝑘(𝑥)𝐺𝑘(𝑥, 𝑦)
𝛿2Γ𝑘

𝛿𝜎 (𝑥)𝛿𝜙( 𝑦) .

A detailed discussion of the mSTI can be found e.g. in [74].
Since the regulator term is usually non-local, 𝑞𝑘 = 𝑞𝑘(𝑥, 𝑦), the r.h.s of the

above equation is usually written as a trace over a loop contribution. The
equation above is called modified Slavnov-Taylor identity and is interpreted as
the breaking of the symmetries of the effective action by the regulator depen-
dent term. In the 𝑘 → 0 limit, the mSTI reduces to the Zinn-Justin equation.
Therefore, if the effective average action satisfies the mSTI, this ensures that
the effective action Γ0 = lim𝑘→0 Γ𝑘 satisfies the usual Zinn-Justin equation,
and in this sense the symmetries of the effective action are restored.
Since the mSTI are derived by the same functional as the flow equations,

an exact solution to the Wetterich equation also satisfies the mSTI, governing
how the symmetries are broken and restored along the flow.
Although conceptually satisfying, for practical computations one needs to

rely on some kind of approximation to solve the flow equation, usually in the
form of a truncation in the parameter space. In this case the mSTI becomes a
non-trivial constraint on the truncation, and solving the flow equation with
an approximated effective average action that also satisfies the mSTI can be-
come a difficult task. In fact, a standard strategy [80] is to find a suitable trun-
cation scheme for the flow equation, which in general does not satisfy the
mSTI, and measure the quality of the approximation by the order of magni-
tude of the mSTI breaking term.
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The loop structure of the regulator term on the r.h.s lets one argue that it is
a higher order contribution, and, in a first approximation, it can be neglected
[80, 82]. However, since the regulator-dependent term is proportional to a
second-order derivative of the effective average action, one cannot use coho-
mological methods [10] to discuss the renormalization of the effective action.
For these reasons, many alternatives have been pursued in the literature, in
particular in constructing manifestly gauge invariant flows. However, these
attempts usually come at the price of rather involved computations.
In the following section, we will modify the generating functional 𝑍𝑘 in

order to obtain the standard Slavnov-Taylor identities, introducing an addi-
tional field 𝜂. Now, we briefly show how to derive the mSTI in our context,
following the same steps as in the path integral approach. Wederive the results
in the unrenormalised case, for simplicity of comparison with the literature.
We start by computing the action of the free Koszul-Tate differential on 𝑍𝑘

(86) 𝛿0𝑍𝑘 = 𝑆(𝑉 )−1 ★ [𝛿0𝑆(𝑉 + 𝐽 + 𝑄𝑘 + Σ)] .

Now, we use the AMWI (51) (where, in the unrenormalised case, the anomaly
simply reduces to the BV laplacian) to conclude that

𝛿0𝑆(𝑉 + 𝐽 + 𝑄𝑘 + Σ)

=
𝑖

ℏ
𝑆(𝑉+ 𝐽+𝑄𝑘+Σ) ·𝑇 (

1

2
{𝐼+ 𝐽+𝑄𝑘+Σ, 𝐼+ 𝐽+𝑄𝑘+Σ}𝑇−𝑖ℏ𝐴(𝑉+ 𝐽+𝑄𝑘+Σ))

=
𝑖

ℏ
𝑆(𝑉 + 𝐽+𝑄𝑘+Σ) ·𝑇 ({𝐽+𝑄𝑘+Σ, 𝑉 }𝑇 +

1

2
{𝐼, 𝐼}− 𝑖ℏ𝐴(𝑉 + 𝐽+𝑄𝑘+Σ)) .

We observe that {𝑄𝑘 + 𝐽 + Σ, 𝐼0} = 0, since 𝐽 + 𝑄𝑘 + Σ does not contain
antifields and the QME (44) implies that 1

2 {𝐼, 𝐼} = 𝑖ℏ𝐴(𝑉 ), so we can write
(87)

𝛿0𝑍𝑘 =
𝑖

ℏ
𝑆(𝑉 )−1★(𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 ({𝑄𝑘 + 𝐽 + Σ, 𝑉 }𝑇 − 𝑖ℏ𝐴𝑉 ( 𝐽 + 𝑄𝑘 + Σ))) ,

where we denoted 𝐴𝑉 ( 𝐽 + 𝑄𝑘 + Σ) ≡ 𝐴(𝑉 + 𝐽 + 𝑄𝑘 + Σ) − 𝐴(𝑉 ).
Thanks to Lemma 3.1, Σ does not contribute to the antibracket with 𝑉 in

the above equation, so we obtain
(88)

𝛿0𝑍𝑘 =
𝑖

ℏ
𝑆(𝑉 )−1★[𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 ({𝑄𝑘 + 𝐽, 𝑉 }𝑇 − 𝑖ℏ𝐴𝑉 ( 𝐽 + 𝑄𝑘 + Σ))]

Now, the mean antifield term Σ is introduced in such a way that

∫
𝑥

𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇
𝛿𝑉

𝛿𝜑‡(𝑥)
=

∫
𝑥

𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇
𝛿Σ

𝛿𝜎 (𝑥)

= −𝑖ℏ
∫
𝑥

𝛿

𝛿𝜎 (𝑥)𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) .



30 EDOARDO D’ANGELO AND KASIA REJZNER

Moreover, 𝐽 is linear in the antifields, so that

𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 {𝐽, 𝑉 }𝑇 =

∫
𝑥

𝑗(𝑥)𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇
𝛿𝑉

𝛿𝜑‡(𝑥)

= −𝑖ℏ
∫
𝑥

𝑗(𝑥) 𝛿

𝛿𝜎 (𝑥)𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) .

Finally, since 𝑄𝑘 does not depend on 𝜑
‡ and 𝜎 , we have

𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 {𝑄𝑘, 𝑉 }𝑇 =

∫
𝑥

𝑆(𝑉 + 𝑄𝑘 + 𝐽) ·𝑇
𝛿𝑉

𝛿𝜑‡(𝑥)
·𝑇

𝛿𝑄𝑘

𝛿𝜑(𝑥)

= −𝑖ℏ
∫
𝑥

𝛿

𝛿𝜎 (𝑥)

[
𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇

𝛿𝑄𝑘

𝛿𝜑(𝑥)

]
.

Using these results, we can write the action of 𝛿0 on 𝑍𝑘 as

(89) 𝛿0𝑍𝑘 =

∫
𝑥

𝑗(𝑥) 𝛿𝑍𝑘

𝛿𝜎 (𝑥)

+ 𝛿

𝛿𝜎 (𝑥)

[
𝑆(𝑉 )−1 ★

(
𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇

(
𝛿𝑄𝑘

𝛿𝜑(𝑥)

))]

− 𝑖ℏ𝑆(𝑉 )−1 ★ (𝑆(𝑉 + 𝑄𝑘 + 𝐽 + Σ) ·𝑇 𝐴𝑉 ( 𝐽 + 𝑄𝑘 + Σ)) .
The first term on the right-hand side is the standard term appearing in the

Ward identity for the gauge symmetry of the generating functional 𝑍( 𝑗), the
second term is the contribution from the regulator and the third term is the
anomaly.

Substituting first the definition of𝑊𝑘 (65), then of the effective average ac-
tion (70), and recalling the identities

(90) 𝑗 − 𝑞𝑘
𝛿𝑊𝑘

𝛿 𝑗𝜙
= − 𝛿Γ𝑘

𝛿𝜙
,

𝛿2𝑊𝑘

𝛿𝜎 (𝑥)𝛿 𝑗( 𝑦) =

∫
𝑧

𝐺𝑘(𝑥, 𝑧)
𝛿2Γ𝑘

𝛿𝜙(𝑧)𝛿𝜎 (𝑥) ,

we get the modified Slavnov-Taylor identity:
(91)

𝛿0Γ𝑘+
∫
𝑥

𝛿Γ𝑘

𝛿𝜙(𝑥)
𝛿Γ𝑘

𝛿𝜎 (𝑥) = 𝑖ℏ

∫
𝑥,𝑦

𝑞𝑘(𝑥)𝐺𝑘(𝑥, 𝑦)
𝛿2Γ𝑘

𝛿𝜙(𝑥)𝛿𝜎 ( 𝑦) +⟨𝐴𝑉 ( 𝐽+𝑄𝑘+Σ)⟩ .

The twodifferences from the standard form (85) are the presence of theKoszul
variation of Γ𝑘, which arises because here we are considering off-shell func-
tionals and the presence of the anomaly term. Whenever evaluated on a faith-
ful state and in the absence of anomalies, the mSTI (91) reduces to the one
known in the literature (85).

5.2. Effective master equation for the effective average action. As dis-
cussed, the presence in themSTI (91) of a second-order derivative of the effec-
tive average action prevents one from using cohomological methods to deter-
mine the structural form of Γ𝑘. We now derive a different symmetry identity,
closely related to the mSTI, which lets us discuss the regulator term in co-
homology. The idea is an adaptation of the treatment given in [100] of sym-
metries broken by quadratic terms. The key insight is in recognising that the
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regulator term is łhalf of a contractible pairž: i.e., we can enlarge the config-
uration space by adding a source for {𝑉, 𝜑2(𝑥)} in the generating functional
𝑍𝑘. We first discuss the case of 𝑉 linear in the antifields; we will comment
later on how to proceed for a theory with 𝑉 at order 𝑙 in the antifields.

Definition 5.1. We extend the space of fields 𝜑 with a new compactly sup-
ported field 𝜂, and we define

(92) 𝐻 :=
1

2

∫
𝑥

𝜂(𝑥){𝑉, 𝜑2(𝑥)} ,

together with an extended BV differential

𝑠𝑘 := 𝑠 +
∫
𝑥

𝑞𝑘(𝑥)
𝛿

𝛿𝜂
−
∫
𝑥

𝑗(𝑥) 𝛿

𝛿𝜎 (𝑥) .

The variation of 𝜂 under 𝑠𝑘 given by

(93) 𝑠𝑘𝜂(𝑥) = 𝑞𝑘(𝑥) .
Since 𝑠𝑘𝑞𝑘 = 0, the pair (𝜂, 𝑞𝑘) forms a contractible pair in the cohomology

of the extended BV differential 𝑠𝑘.
The pair (𝜂, 𝑞𝑘) can be understood as an enlargement of the non-minimal

sector. In fact, defining

(94) Ξ := −1
2

∫
𝑥

𝜂(𝑥)𝜑2(𝑥) ,

a short computation shows that

(95) 𝑠𝑘Ξ = 𝐻 + 𝑄𝑘 .

In the same way, 𝑗 and 𝜎 form a contractible pair, and the source sector
𝐽 + Σ can be rewritten as

(96) 𝐽 + Σ = 𝑠𝑘

∫
𝑥

𝜎 (𝑥)𝜑(𝑥) .

It follows that the source and regulator terms are 𝑠𝑘−exact:

(97) 𝐽 + Σ + 𝑄𝑘 + 𝐻 = 𝑠𝑘

∫
𝑥

[
𝜎 (𝑥)𝜑(𝑥) − 1

2
𝜂(𝑥)𝜑2(𝑥)

]
.

Example 5.1 (Yang-Mills theories). In the case of Yang-Mills theories, Ξ is

Ξ = −1
2

∫
𝑥

𝜂( |𝐴|2 + 𝑐𝑐) ,

and so 𝐻 is

𝐻 =

∫
𝑥

𝜂(𝑥)
[
𝐴𝐷𝐴𝑐 +

𝑖

2
(𝑏𝑐 + 𝜆𝑌𝑀

2
𝑐[𝑐, 𝑐])

]
.

From its action on the fields, one can check that 𝑠2
𝑘
= 0, so 𝑠𝑘 is a differential.

In fact, first notice that 𝑠𝑘 is defined as the sum of three, mutually commuting

terms, since they each act on different fields: [𝑠,
∫
𝑥
𝑞𝑘(𝑥) 𝛿𝛿𝜂 +

∫
𝑥
𝑗(𝑥) 𝛿

𝛿𝜎 (𝑥) ] =
[
∫
𝑥
𝑞𝑘(𝑥) 𝛿𝛿𝜂 ,

∫
𝑥
𝑗(𝑥) 𝛿

𝛿𝜎 (𝑥) ] = 0. 𝑠2 = 0 thanks to rQME. Moreover,
∫
𝑥
𝑞𝑘

𝛿
𝛿𝜂

is
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nilpotent, since 𝜂 and 𝑞𝑘 are a contractible pair, so that the action of
∫
𝑥
𝑞𝑘

𝛿
𝛿𝜂
on

any functional of the field 𝜂 (notice that any functional can be at most linear
in 𝜂, since it is a fermionic field) produces a term which is proportional to 𝑞𝑘,

and 𝑠𝑘𝑞𝑘 = 0 by definition. Finally,
∫
𝑥
𝑗(𝑥) 𝛿

𝛿𝜎 (𝑥) is nilpotent because 𝑗 and 𝜎
have opposite parity: if 𝜎 is fermionic, than any functional 𝐹 can be at most

linear in 𝜎 , and
∫
𝑥,𝑦
𝑗(𝑥) 𝑗( 𝑦) 𝛿2𝐹

𝛿𝜎 (𝑥)𝜎 ( 𝑦) = 0. On the other hand, if 𝜎 is bosonic,

𝑗(𝑥) is fermionic, and 𝑗2 = 0.
Thanks to the new term 𝐻 , the BV symmetry of the original action 𝐼 can

now be extended to a larger symmetry, encoded in the operator 𝑠𝑘, for 𝐼0 +
𝑉 + 𝐽 + Σ + 𝑄𝑘 + 𝐻:

(98) 𝑠𝑘(𝐼0 + 𝑉 + 𝐽 + Σ + 𝑄𝑘 + 𝐻) = 0 .

The action of 𝑠𝑘 on 𝐼0 + 𝑉 is simply the action of the BV differential 𝑠, and as
such it vanishes because of the QME. Moreover

𝑠𝑘( 𝐽 + Σ + 𝑄𝑘 + 𝐻) = 𝑠2𝑘
(∫

𝑥

𝜎 (𝑥)𝜑(𝑥) + Ξ

)
= 0

because 𝑠𝑘 is a differential.
The inclusion of 𝐻 , and the replacement of the BV differential with a scale-

dependent operator, extends the BV invariance of the original action to a
larger symmetry for the classical action 𝐼+𝐽+Σ+𝑄𝑘+𝐻 . Now, wewant to dis-
cuss the consequences of the extended classical symmetry (98) to the quantum
correlation functions, by analysing its consequences on the effective average
action.

The additional terms Σ+ 𝐻 can also be understood as a generalised gauge-
fixing term: in fact, introducing the functional

Θ :=

∫
𝑥

𝜎 (𝑥)𝜑(𝑥) + 1

2
𝜂(𝑥)𝜑2(𝑥) ,

we obtain

𝛼Θ(𝑉 ) = 𝑉
(
𝜑‡ + 𝛿Θ

𝛿𝜑

)
= 𝑉

(
𝜑‡ + 𝜎 + 𝜂𝜑

)
.

Since the rQME states the invariance of the action 𝐼 under gauge transfor-
mations, it holds for any gauge fixed interaction functional; in particular, it
holds that [48]

(99)
1

2
{𝛼Θ(𝑉 ) + 𝐼0, 𝛼Θ(𝑉 ) + 𝐼0}𝑇 − 𝑖ℏ𝐴(𝛼Θ(𝑉 )) = 0 .

For Yang-Mills-type theories, the rQME with generalised gauge-fixing re-
duces to

1

2
{𝐼 + Σ + 𝐻, 𝐼 + Σ + 𝐻}𝑇 − 𝑖ℏ𝐴(𝑉 + Σ + 𝐻) = 0 ,

and subtracting the rQME itself, Eq. (55), we get

{𝐼, Σ + 𝐻}𝑇 + 1

2
{Σ + 𝐻, Σ + 𝐻}𝑇 − 𝑖ℏ (𝐴(𝑉 + Σ + 𝐻) − 𝐴(𝑉 )) = 0 .
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Since Σ + 𝐻 and 𝐼0 do not contain antifields, the above equation reduces to

(100) {𝑉, Σ + 𝐻}𝑇 − 𝑖ℏ (𝐴(𝑉 + Σ + 𝐻) − 𝐴(𝑉 )) = 0 .

From 𝛼Θ(𝑉 ) we define the new, 𝜎− and 𝜂−dependent regularising gener-
ating functional 𝑍𝑘 as

(101) 𝑍𝑘 := 𝑆(𝑉 )−1 ★ 𝑆(𝛼Θ(𝑉 ) + 𝑄𝑘 + 𝐽) .
Notice that the Definition of the 𝑍𝑘 functional given above is valid for both
Yang-Mills-type theories, as Yang-Mills and gravity, which are linear in the
antifields, and for more general theories with additional, 𝜑‡−non-linear con-
tributions.
From this re-definition of 𝑍𝑘, we define𝑊𝑘 and Γ𝑘, as in (65) and (70). Since

𝜂 is a classical field, we have 𝛿𝑊𝑘

𝛿 𝑗𝜂
= 𝜂 and 𝛿 Γ̃𝑘

𝛿𝜂
= −𝑗𝜂.

In the case of Yang-Mills-type theories, linear in the antifields, 𝛼Θ(𝑉 ) re-
duces to 𝑉 + Σ + 𝐻 , and the regularising generating functional becomes

(102) 𝑍𝑘(𝜑, 𝜑‡; 𝜎 , 𝜂, 𝑗) = 𝑅𝑉 [𝑆( 𝐽 + 𝑄𝑘 + Σ + 𝐻)] .
With 𝐻 , we can derive the symmetry constraint on Γ𝑘. This identity can be

directly derived from the QME, and as such it can be regarded as the trans-
lation of the gauge independence of physical observables on the level of the
effective average action. We derive it first in the case of Yang-Mills-type theo-
ries for simplicity, and we later generalised the result to the case of any gauge
theory.
The identity is a main result of this paper, and is summarised in the follow-

ing theorem.
Before stating and proving the theorem, we need to prove a preliminary

Lemma.

Lemma 5.2. The following relation holds in the renormalised theory, for any
local functional 𝐹 that does not contain antifields and any interaction �̃� :

(103)

{𝑆(�̃�+𝐹), 𝐼0}−𝑆(𝐹) ·𝑇 {𝑆(�̃� ), 𝐼0} =
𝑖

ℏ
𝑆(�̃�+𝐹) ·𝑇

[
{�̃� , 𝐹}𝑇 − 𝑖ℏ𝐴�̃� (𝐹)

]
,

where 𝐴�̃� (𝐹) := 𝐴(�̃� + 𝐹) − 𝐴(�̃� ).

Proof. We apply the master Ward identity (51) in the following two cases:

(104) {𝑆(�̃� ), 𝐼0} =
𝑖

ℏ
𝑆(�̃� ) ·𝑇

[
{�̃� , 𝐼0}𝑇 + 1

2
{�̃� , �̃� }𝑇 − 𝑖ℏ𝐴(�̃� )

]
,

and

(105) {𝑆(�̃� + 𝐹), 𝐼0} =
𝑖

ℏ
𝑆(�̃� + 𝐹) ·𝑇

[
{�̃� + 𝐹, 𝐼0}𝑇

+ 1

2
{�̃� + 𝐹, �̃� + 𝐹}𝑇 − 𝑖ℏ𝐴(�̃� + 𝐹)

]



34 EDOARDO D’ANGELO AND KASIA REJZNER

Now we use the fact that 𝐹 does not depend on antifields, so its bracket
with 𝐼0 and with itself vanishes, and Eq. (105) simplifies to

(106) {𝑆(�̃� ) ·𝑇 𝑆(𝐹), 𝐼0} =
𝑖

ℏ
𝑆(�̃� + 𝐹) ·𝑇

[
{�̃� , 𝐼0}𝑇

+ 1

2
{�̃� , �̃� }𝑇 + {�̃� , 𝐹}𝑇 − 𝑖ℏ𝐴(�̃� + 𝐹)

]
Next, to obtain the r.h.s. of (103), we subtract 𝑆(𝐹)·𝑇 (104) from (106) and
obtain

(107) {𝑆(�̃� ) ·𝑇 𝑆(𝐹), 𝐼0} − 𝑆(𝐹) ·𝑇 {𝑆(�̃� )·𝑇 , 𝐼0}

=
𝑖

ℏ
𝑆(�̃� + 𝐹) ·𝑇

[
{�̃� , 𝐹}𝑇 − 𝑖ℏ(𝐴(�̃� + 𝐹) − 𝐴(�̃� ))

]
.

□

Theorem 5.3 (Effective master equation for the effective average action). The
renormalised Quantum Master Equation (55) implies a symmetry constraint on
the effective average action Γ𝑘(𝜑, 𝜑‡; 𝜙, 𝜎 , 𝜂):

(108) 𝛿0Γ̃𝑘 +
∫
𝑥

[
𝛿 Γ̃𝑘

𝛿𝜙(𝑥)
𝛿 Γ̃𝑘

𝛿𝜎 (𝑥) + 𝑞𝑘(𝑥)
𝛿 Γ̃𝑘

𝛿𝜂(𝑥)

]
= 𝑖ℏA ,

where Γ̃𝑘 = Γ𝑘 + 𝑄𝑘(𝜙) and A := ⟨𝐴𝛼Θ (𝑉 ) ( 𝐽 + 𝑄𝑘)⟩.
Proof. The proof works by showing that

(109)
𝑖

ℏ
⟨GRQME⟩ = 𝛿0Γ̃𝑘 +

∫
𝑥

[
𝛿 Γ̃𝑘

𝛿𝜙(𝑥)
𝛿 Γ̃𝑘

𝛿𝜎 (𝑥) + 𝑞𝑘(𝑥)
𝛿 Γ̃𝑘

𝛿𝜂(𝑥)

]
− 𝑖ℏA ,

where the rQMEwith generalised gauge-fixing isGRQME =
1
2 {𝛼Θ(𝑉 ), 𝛼Θ(𝑉 )}𝑇−

𝑖ℏ𝐴(𝛼Θ(𝑉 )).
By definition, we have

0 =
𝑖

ℏ
⟨GRQME⟩ = 𝑖

ℏ
𝑒−

𝑖
ℏ𝑊𝑘𝑆−1(𝑉 )★[𝑆(𝑄𝑘 + 𝐻) ·𝑇 𝑆(𝛼Θ(𝑉 )) ·𝑇 GRQME] .

The master Ward identity (50) states that ℏ
𝑖
{𝑆(𝛼Θ(𝑉 )), 𝐼0} = 𝑆(𝛼Θ(𝑉 )) ·𝑇

GRQME: substituting it to the above relation we get

0 =
𝑖

ℏ
⟨GRQME⟩ = 𝑒− 𝑖

ℏ𝑊𝑘𝑆−1(𝑉 ) ★ [𝑆( 𝐽 + 𝑄𝑘) ·𝑇 {𝑆(𝛼Θ(𝑉 )), 𝐼0}] .

Since 𝐹 = 𝐽 + 𝑄𝑘 does not contain antifields, we can Lemma 5.2 with �̃� =

𝛼Θ(𝑉 ) to arrive at

(110)
𝑖

ℏ
⟨GRQME⟩

= 𝑒−
𝑖
ℏ𝑊𝑘𝑆−1(𝑉 ) ★

[
{𝑆(𝛼Θ(𝑉 ) + 𝐽 + 𝑄𝑘), 𝐼0}

− 𝑖

ℏ
𝑆(𝛼Θ(𝑉 ) + 𝐽 + 𝑄𝑘) ·𝑇

(
{𝛼Θ(𝑉 ), 𝐽 + 𝑄𝑘}𝑇 − 𝑖ℏ𝐴𝛼Θ (𝑉 ) ( 𝐽 + 𝑄𝑘)

) ]
,
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where we can recognise that 𝑆−1(𝑉 ) ★ [{𝑆(𝛼Θ(𝑉 ) + 𝐽 + 𝑄𝑘), 𝐼0}] = 𝛿0𝑍𝑘.
Now, we can individually evaluate the terms proportional to the bracket

{𝛼Θ(𝑉 ), 𝐽 + 𝑄𝑘}𝑇 .
The bracket {𝛼Θ(𝑉 ), 𝐽}𝑇 gives

{𝐽, 𝛼Θ(𝑉 )}𝑇 =

∫
𝑥

𝑗(𝑥) 𝛿

𝛿𝜑‡(𝑥)
𝛼Θ(𝑉 ) =

∫
𝑥

𝑗(𝑥) 𝛿

𝛿𝜑‡(𝑥)
𝑉
(
𝜑‡ + 𝜎 + 𝜂𝜑

)
,

and so

(111) {𝐽, 𝛼Θ(𝑉 )}𝑇 =

∫
𝑥

𝑗(𝑥) 𝛿

𝛿𝜎 (𝑥) 𝛼Θ(𝑉 ) .

The bracket {𝛼Θ(𝑉 ), 𝑄𝑘}𝑇 in turn is

{𝛼Θ(𝑉 ), 𝑄𝑘}𝑇 = −
∫
𝑥

𝑞𝑘(𝑥)𝜑(𝑥)
𝛿

𝛿𝜑‡(𝑥)
𝑉
(
𝜑‡ + 𝜎 + 𝜂𝜑

)
,

which therefore give

(112) {𝛼Θ(𝑉 ), 𝑄𝑘}𝑇 = −
∫
𝑥

𝑞𝑘(𝑥)
𝛿𝛼Θ(𝑉 )
𝛿𝜂

.

Therefore, substituting Eqs. (111) and (112) in Eq. (110) we arrive at

(113) 𝛿0𝑍𝑘 −
∫
𝑥

𝑗(𝑥) 𝛿𝑍𝑘

𝛿𝜎 (𝑥) + 𝑞𝑘(𝑥)
𝛿𝑍𝑘

𝛿𝜂(𝑥) = ⟨𝐴𝛼Θ (𝑉 ) ( 𝐽 + 𝑄𝑘)⟩ .

From the above expression, the result follows by noticing that

𝑗(𝑥) = − 𝛿 Γ̃𝑘
𝛿𝜙

, 𝑒−
𝑖
ℏ𝑊𝑘

𝛿𝑍𝑘

𝛿𝜎
=
𝑖

ℏ

𝛿𝑊𝑘

𝛿𝜎
=
𝑖

ℏ

𝛿 Γ̃𝑘

𝛿𝜎
,

and similarly 𝑒−
𝑖
ℏ𝑊𝑘 𝛿𝑍𝑘

𝛿𝜂
=

𝛿 Γ̃𝑘
𝛿𝜂
, and 𝑒−

𝑖
ℏ𝑊𝑘𝛿0𝑍𝑘 =

𝑖
ℏ
𝛿0𝑊𝑘 =

𝑖
ℏ
𝛿0Γ̃𝑘. □

Remark 5.4. Due to the modification (102), the scale dependence of the gen-
erating functional 𝑍𝑘 is introduced by the extended BV differential 𝑠𝑘, via
𝐻 + 𝑄𝑘 = 𝑠𝑘Ξ. Even though the field 𝜂 enters the generating functional only
through the trivial part of the cohomology, the same does not hold for the
regulator function 𝑞𝑘 and the scale 𝑘. This implies that, although physical ob-
servables do not depend on 𝜂, they still depend non-trivially on 𝑘.

A way of seeing this is expressing the flow equations for Γ𝑘 as

𝜕𝑘Γ𝑘 = ⟨𝜕𝑘𝑠𝑘Ξ⟩ − 𝜕𝑘𝑄𝑘(𝜙) .
Therefore, the 𝑘−derivative of the effective average action is not a 𝑠𝑘−exact
term, precisely because the scale dependence comes through the extended BV
differential. This ensures that physical vertex functions derived from Γ𝑘 de-
pend non-trivially on 𝑘.

Remark 5.5. The effective master equation (108) is written to emphasise the
contribution coming from the regulator term. However, we can introduce a
source for the variation of 𝜂, by including a term Σ𝜂 =

∫
𝑥
𝜎𝜂𝑞𝑘 in 𝑍𝑘, where,

by definition, 𝛿 Γ̃𝑘
𝛿𝜎𝜂

= 𝑞𝑘. Doing so allows us to rewrite the effective master
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equation in Zinn-Justin form, with the addition of the Koszul-Tate differen-
tial, which in the absence of anomalies read

(114) 𝛿0Γ̃𝑘 +
∫
𝑥

𝛿 Γ̃𝑘

𝛿𝜙(𝑥)
𝛿 Γ̃𝑘

𝛿𝜎 (𝑥) = 0 .

The source for the variation of 𝜂 introduces an additional 𝑘−dependence
in the generating functional. There are two ways to deal with this additional
term in the flow equation: i) one can simply evaluate the flow for 𝜎𝜂 = 0; or
ii) since 𝜎𝜂𝑞𝑘 is a classical contribution, we can subtract it from the effective

average action via a redefinition Γ𝑘 → Γ𝑘 −
∫
𝑥
𝜎𝜂𝑞𝑘. This term removes the

additional 𝑘−dependence in theWetterich equation and we get the same flow
equation (82).

5.2.1. Anomalies. Equation (108) tells us that, in the absence of anomalies, Γ̃𝑘
is invariant under the symmetry transformation

(115) 𝛿𝜃𝜙 =
𝛿 Γ̃𝑘

𝛿𝜎
𝜃 , 𝛿𝜃𝜂 = 𝑞𝑘𝜃 .

In general this differs from 𝑠𝜙 =
𝛿𝑉 (𝜙)
𝛿𝜑‡

. To see this, we note that 𝛿 Γ̃𝑘
𝛿𝜎

=
𝛿Γ𝑘
𝛿𝜎
,

since Γ̃𝑘 and Γ𝑘 differ by a term independent of 𝜎 . Next we compute

𝛿Γ𝑘

𝛿𝜎
=

〈
𝛿𝑉

𝛿𝜑‡

〉
,

and observe that in general

(116)

〈
𝛿𝑉

𝛿𝜑‡

〉
≠
𝛿𝑉 (𝜙)
𝛿𝜑‡

,

but these coincide if 𝑉 is linear both in fields and antifields. This agrees with
the known result saying that if an action is invariant under linear symmetries,
then the (average) effective action is also invariant under these same symme-
tries. In fact, the linear symmetry 𝑠𝜂 = 𝑞𝑘 , 𝑠𝑞𝑘 = 0 is inherited by Γ̃𝑘.

In the presence of anomalies, the classical symmetry 𝑠𝑘(𝐼+ 𝐽+Σ+𝑄𝑘+𝐻) =
0 does not hold in the renormalised theory (that is, for the effective average
action).
The anomaly termA(𝑉 ), thus, measures the breaking of the extended BV

invariance at the quantum level. This anomalous contributions can arise due
to the Epstein-Glaser renormalization of the time-ordered products, which
may not be compatible with the extended symmetry of the classical action.
This is analogous to the concept of anomaly discussed in [51, 28].
The anomaly term in the effective master equation arises from 𝐴𝛼Θ (𝑉 ) ( 𝐽 +

𝑄𝑘), which in the case of Yang-Mills-type theories becomes 𝐴𝛼Θ (𝑉 ) ( 𝐽+𝑄𝑘) =
𝐴(𝑉 + 𝐽 + Σ + 𝑄𝑘 + 𝐻) − 𝐴(𝑉 + Σ + 𝐻). Now, the argument of the first
contribution to the anomaly is 𝑠𝑘−closed by Eq. (98). Moreover, the regulator
and sources terms are 𝑠𝑘−exact, since they are given in Eq. (97), and so they
belong to the trivial cohomology of 𝑠𝑘. Similarly, the second contribution
𝐴(𝑉 + Σ + 𝐻) = 𝐴(𝛼Θ(𝑉 )) depends on the interaction 𝑉 and a generalised
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gauge-fixing sector Σ + 𝐻 . Standard arguments show that the gauge-fixing
sectors are trivial in cohomology [10]. The anomaly is therefore constrained
by the minimal sector of the cohomology of 𝑠𝑘.

Since the pairs ( 𝑗, 𝜎 ) and (𝑞𝑘, 𝜂) are contractible, it follows that the coho-
mology of 𝑠𝑘 coincides with the cohomology of the BV differential 𝑠. There-
fore, anomalies are controlled by standard BV cohomology.
In some situations, one can remove the anomaly by inductive redefinition

of time-ordered products [24], if certain cohomological conditions are met.
These conditions are fulfilled for Yang-Mills in the absence of chiral fermions
and in 4D pure gravity, see e.g. [10, 50, 63, 78].

6. Solution of the effective master equation

Since the effective master equation (108) has the same algebraic structure
of the Zinn-Justin equation, one canmake use of standard perturbative meth-
ods to constrain the form of the renormalized action and prove perturbative
renormalizability by the same methods known in the literature, see e.g. [100].
In this section, we are interested in how the symmetry constrains the struc-
tural form of Γ̃𝑘, i.e. its functional dependence on the fields and the sources.
The general form of the effective average action compatible with the symme-
try will then be used as the input to solve the flow equation, i.e. to find the
trajectories of the coupling constants in the parameter space under rescalings
of 𝑘.
Following the discussion in Ref. [10], here we propose a non-perturbative

method to solve the effective master equation (5.3). As in the case of flow
equations, even though the derivation was done for off-shell functionals, i.e.,
at the algebraic level, in order to find explicit solutions of the effective master
equationwe now considerΓ𝑘 evaluated on a faithful state 𝜔, i.e., on a particular
gauge-fixed field configuration (𝜑 = 0, 𝜑‡ = 0). This simplifies the discussion,
since now 𝜔(𝛿0Γ𝑘) = 0, and 𝜔(Γ𝑘) is a functional of external fields (𝜙, 𝜎 , 𝜂).
Moreover, we consider only theories linear in the antifields, as Yang-Mills and
gravity.

For simplicity of notation, from now on we will denote the state evaluated
effective average action by the same symbol.

The starting point is the observation that, since Γ𝑘 is defined as a quantum
Mùller operator, it is a formal power series in ℏ [43, 61]. In the classical limit
ℏ → 0, from (74) it follows that Γ̃𝑘 reduces to the classical action, with addi-
tional terms coming from 𝑄𝑘 and 𝐻:

(117) Γ̃𝑘
ℏ→0−−−→ 𝐼𝑒𝑥𝑡 = 𝐼0(𝜙) + 𝑉 (𝜙, 𝜎 ) + 𝐻 (𝜙, 𝜂) + 𝑄𝑘(𝜙) .

The dependence of 𝑉 on the sources 𝜎 comes from the Σ term, which is just
a copy of the antifield dependence of 𝑉 .
The above observation suggests to consider the decomposition

(118) Γ̃𝑘 = 𝐼𝑒𝑥𝑡 + ℏΓ̂𝑘 .
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Notice that we are not assuming an approximation at first loop order, but
simply exploiting the fact the zeroth order of Γ̃𝑘 corresponds to the classical
action to separate the ℏ−dependent contribution Γ̂𝑘.

Substituting the decomposition (118) in (108), we get

(119) 𝒮𝑘𝐼𝑒𝑥𝑡 + ℏ𝒮𝑘Γ̂𝑘 + ℏ2
1

2
(Γ̂𝑘, Γ̂𝑘) = 𝑖ℏA(𝑉 ) ,

where we introduced the effective bracket

(120) (𝐴, 𝐵) =
∫
𝑥

𝛿 𝐴

𝛿𝜙(𝑥)
𝛿 𝐵

𝛿𝜎 (𝑥) + (−1) |𝐴| 𝛿 𝐴

𝛿𝜎 (𝑥)
𝛿 𝐵

𝛿𝜙(𝑥) ,

defined by declaring the sources to be conjugate to the respective effective
fields, i.e., (𝜙𝐴(𝑥), 𝜎 𝐵( 𝑦)) = 𝛿 𝐴𝐵𝛿 (𝑥 − 𝑦), where the indices 𝐴, 𝐵 run on the
field type, and the operator

(121) 𝒮𝑘𝐴 =

∫
𝑥

𝛿 𝐼𝑒𝑥𝑡

𝛿𝜙(𝑥)
𝛿 𝐴

𝛿𝜎
+ (−1) |𝐴| 𝛿 𝐼𝑒𝑥𝑡

𝛿𝜎 (𝑥)
𝛿 𝐴

𝛿𝜙(𝑥) + 𝑞𝑘(𝑥)
𝛿 𝐴

𝛿𝜂(𝑥) .

Since Γ̃𝑘 is a formal power series in ℏ, to solve the effective master equation,
each term in the above decomposition must vanish independently.

The above decomposition suggests to extend the classical BV algebra of the
functionals of the original fields and antifields (𝜑, 𝜑‡) to the space of function-
als of (𝜑, 𝜑‡, 𝜙, 𝜎 ) in a natural way, that is, considering the effective fields and
BRST sources (𝜙, 𝜎 ) as the effective part of the algebra. In this way we com-
plete the transition from the original field configurations (𝜑, 𝜑‡) to the space
of effective fields and sources (𝜙, 𝜎 ), where a natural notion of BV algebra is
inherited from the original structure.

The three conditions coming from (119) can now be interpreted as coho-
mological constraints:

𝒮𝑘𝐼𝑒𝑥𝑡 = 0 , 𝒮𝑘Γ̂𝑘 = 𝑖ℏA(𝑉 ) , 1

2
(Γ̂𝑘, Γ̂𝑘) = 0 .

We will now discuss them separately.

6.1. Effective BV invariance of 𝐼𝑒𝑥𝑡. We start with

(122) 𝒮𝑘𝐼𝑒𝑥𝑡 = 0 .

This equation is identically satisfied by 𝐼𝑒𝑥𝑡 given by (117), and it encodes the
effective BV invariance of 𝐼𝑒𝑥𝑡 , where the effective BV transformations are

(123) 𝒮𝑘𝜙 =
𝛿𝑉

𝛿𝜎
, 𝒮𝑘𝜂 = 𝑞𝑘 , 𝒮𝑘𝑞𝑘 = 0 ,

Note that the last two equations imply that 𝑞𝑘 and 𝜂 form a contractible pair.
This demonstrates that 𝐼𝑒𝑥𝑡 plays the role of the proper solution to the Clas-
sical Master Equation in the space of functionals of (𝜙, 𝜎 , 𝑞𝑘, 𝜂).
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6.2. Cohomology condition. Next we consider the linear order, for the
moment in the absence of anomalies:

(124) 𝒮𝑘Γ̂𝑘 = 0 .

This gives a non-trivial condition on the effective average action. As usual,
𝒮𝑘-exact solutions can be re-absorbed by redefinitions of the fields [4, 10],
and so the non trivial part of Γ̂𝑘 must be in the cohomology of𝒮𝑘.

The operator can be decomposed into

(125) 𝒮𝑘 =𝒮 +
∫
𝑥

𝑞𝑘(𝑥)
𝛿

𝛿𝜂(𝑥) .

Note that the second term acts only on the non-minimal sector and guaran-
tees that 𝑞𝑘 and 𝜂 form a contractible pair [10]. Hence the non-trivial infor-
mation about the cohomology of the effective BV operator is already encoded
in𝒮, which acts as:

𝒮𝜙 =𝒮𝑘𝜙 , 𝒮𝜂 = 0 .

This is analogous to the action of the BV operator 𝑠, but acting on (𝜙, 𝜎 ) in-
stead of (𝜑, 𝜑‡). Hence, in particular, the effective antighost and theNakanishi-
Lautrup fields (𝜙𝑐 , 𝜙𝑏) form a contractible pair, since 𝑐 and 𝑏 form a con-
tractible pair.
The quantum contribution Γ̂𝑘 is then in the cohomology of the effective BV

operator𝒮.
The cohomology of 𝒮 is then determined by its minimal, regulator in-

dependent sector. By standard arguments, the cohomology of 𝒮 on local
functionals (that is, integrals of local top forms) is characterised by the co-
homology group of𝒮modulo the exterior differential, 𝐻 𝑔,𝑛(𝒮|𝑑), where 𝑔 is
the effective-ghost number, the degree associated to the effective field corre-
sponding to ghost fields, and 𝑛 is the form degree. Here we are working on
the space of local 𝑛-forms, rather than local functionals, as is standard in the
literature [10].

Since the action of𝒮 in the space (𝜙, 𝜎 ) is identical to the action of 𝑠 in the
space (𝜑, 𝜑‡), the cohomology group 𝐻 𝑔,𝑛(𝒮|𝑑) can be characterised by the
standard treatment of local BV cohomology [10].

Since 𝐼𝑒𝑥𝑡 has effective-ghost number 0, in absence of anomalies Γ̂𝑘 is deter-
mined by the BRST cohomology in ghost number 0, 𝐻0,𝑛(𝒮) in the space of
functionals of (𝜙, 𝜎 ).

In principle, the computation of the BV cohomology provides the most
general solution to the effective master equation. The effective average action
is, in general, non-local, so one needs to study the cohomology of the BRST
operator, not restricted to local functionals as in [10]. However, one of the
most used non-perturbative truncations for the effective average action is the
derivative expansion,

(126) Γ𝑘 =

∫
𝑥

𝑓 (𝜙, 𝜕𝜇𝜙, ..., 𝜕(𝜇𝑖 ...𝜕𝜇𝑛)𝜙)
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up to some finite order 𝑛 in the order of the derivative. At each order in the
truncation, the effective average action is local, and one can apply the theo-
rems on local BV cohomology; only including derivative of infinite order one
is able to explicitly consider non-local effects. The assumption within this
truncation is that non-local effects can be parameterised by 𝑘−dependent co-
efficients in front of the derivative expansion. Restricting the effective aver-
age action to the functional form (126), implies that we can solve the effective
master equation by standard local BV cohomology techniques.
In the space of local functionals, the local BRST cohomology 𝐻0,𝑛(𝒮|𝑑) is

completely determined by powerful theorems [8, 9, 10, 11].

Remark 6.1. In the presence of an anomaly term A(𝑉 ), the identity (122)
guarantees that the anomaly is at least of order ℏ:

𝑖ℏA(𝑉 ) =
∑︁
𝑛≥1

ℏ𝑛𝑎𝑛(𝑉 ) ,

and the cohomology condition (124) gets modified into

𝒮Γ̂𝑘 = 𝑎1 .

General theorems guarantee that the lowest order anomaly term in ℏ is local
[10]. The above condition provides the first-order condition on A(𝑉 ), since
it implies

𝒮𝑘𝑎1 = 0 .

Trivial anomalies in the form 𝑎1 = 𝒮𝑘Θ can be reabsorbed in local counter-
terms in the action. Non-trivial anomalies therefore are constrained by the
cohomology of top forms in ghost number 1, 𝐻1,𝑑 (𝑠|𝑑). This relevant coho-
mology class has been studied extensively in the literature; e.g., in the case of
4D pure gravity or Yang-Mills theories, it is known [7] that 𝐻1(𝑠|𝑑) is trivial.
At least for Yang-Mills-type theories, then, the anomaly can be removed. This
is of course consistent with the discussion in section 5.2.1.

6.3. Consistency condition.

(127) (Γ̂𝑘, Γ̂𝑘) = 0 .

This condition tells us that, treating the regulator term as a generalised gauge-
fixing, the correction Γ̂𝑘 itself satisfies the same Zinn-Justin equation as the
effective action without regulator.

This condition can be discussed once the cohomological constraint (124) is
solved, as an identity or as an additional, non-trivial constraint. For example,
in effective-ghost number 0, general theorems for Yang-Mills-type theories
[10] guarantee that all representatives of 𝐻0,𝑑 (𝛾 |𝑑), where 𝑑 the space-time
dimension, can be chosen to be strictly gauge-invariant, except for Chern-
Simons forms for 𝑑 odd, and in particular the BRST sources 𝜎 can be removed
in all counter-terms. In this case, the condition (127) reduces to a trivial iden-

tity, since 𝛿 Γ̂𝑘
𝛿𝜎

= 0. Similar considerations apply also for 𝐻1,𝑑 (𝛾 |𝑑), which con-
trols gauge anomalies andwhere (127) can provide a non-trivial constraint on
the anomaly term.
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It is clear that, once the structural form of Γ̃𝑘 is determined through the
symmetry constraint, Γ𝑘 is determined by a simple translation.

7. Consistency of the symmetries with the RG flow and flow of

composite operators

Theorem 5.3 gives us powerful cohomological methods to constrain the
structural form of the effective average action. However, equation (108) and
its most important consequence, (124), are useful only if they are compatible
with the RG flow equation (82), i.e., if solving the equation at fixed scale 𝑘0
implies that the condition is satisfied at all scales.
To prove that the effective master equation is preserved along the RG flow,

we consider the slightly more general problem, of the flow for a composite,
local operator O𝑘(𝑥; 𝜑, 𝜕𝜑, ...), that is, an operator with arbitrary dependence
on the field 𝜑 and its derivatives, which might also depend on the cut-off pa-
rameter 𝑘. A strategy [73] to compute its flow equation is to further extend
the definition of the generating functional 𝑍𝑘, to the generating functional of
classical composite operators coupled with an external source 𝜐:

(128) 𝑍𝑘(𝜑, 𝜑‡; 𝑗, 𝜎 , 𝜂, 𝜐) = 𝑆(𝑉 )−1 ★ [𝑆 (𝑉 + 𝑄𝑘 + 𝐽 + Σ + 𝐻 + Υ𝑘)] ,

where Υ𝑘 =

∫
𝑥
O𝑘(𝑥)𝜐(𝑥). The definition for the 𝜐−dependent𝑊𝑘(𝜐, 𝑗) car-

ries on as in section 3. To keep the notation reasonably compact, from now
on we will suppress the dependence on the fields and antifields and on the
sources (𝜎 , 𝜂). Note that 𝑍𝑘( 𝑗, 𝜎 , 𝜂) = 𝑍𝑘( 𝑗, 𝜎 , 𝜂, 𝜐 = 0). We will then show
that

Proposition 7.1. Given a composite operator O𝑘(𝑥; 𝜑, 𝜕𝜑, ...), its flow equation
is given by

(129) 𝜕𝑘⟨O𝑘⟩ = − 𝑖ℏ
2

∫
𝑥

𝜕𝑘𝑞𝑘(𝑥)𝐺𝑘(𝑥, 𝑥)
𝛿2⟨O𝑘⟩

𝛿𝜙(𝑥)𝛿𝜙(𝑥)𝐺𝑘(𝑥, 𝑥) + ⟨𝜕𝑘O𝑘⟩ .

Proof. The derivation of the RG flow equation for 𝑍𝑘( 𝑗, 𝜐) follows the same
steps as in section 4, with an additional term coming from the 𝑘−dependent
O𝑘:
(130)

𝜕𝑘𝑍𝑘( 𝑗, 𝜐) =
𝑖

ℏ
𝑆(𝑉 )−1★

[
𝑆

(
𝑉 + 𝑄𝑘 + 𝐽 + Σ + 𝐻 +

∫
𝑥

O𝑘𝜐

)
·𝑇 (𝜕𝑘𝑄𝑘 + 𝜕𝑘Υ𝑘)

]
,

and analogously

(131) 𝜕𝑘𝑊𝑘( 𝑗, 𝜐) = ⟨𝜕𝑘𝑄𝑘⟩𝜐 + ⟨𝜕𝑘Υ𝑘⟩𝜐 .

The flow equation for the 𝜐−dependent effective action gets modified ac-
cordingly:

(132) 𝜕𝑘Γ𝑘 =
𝑖ℏ

2

∫
𝑥

𝜕𝑘𝑞𝑘𝐺𝑘(𝜙, 𝜐) + ⟨𝜕𝑘Υ𝑘⟩𝜐 .
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To get the flow equation for the operator O𝑘, we notice that

(133)
𝛿𝑊𝑘

𝛿𝜐
= ⟨O𝑘⟩𝜐 .

Since the derivatives of𝑊𝑘 and Γ𝑘 with respect to 𝜐 coincide, we have

(134)
𝛿Γ𝑘

𝛿𝜐
= ⟨O𝑘⟩𝜐

where the mean value operator is taken for 𝑗 = 𝑗𝜙.
Therefore, taking the derivative with respect to 𝜐 of the RG flow equation

(132) gives the flow for the expectation value of the composite operator O𝑘:

(135) 𝜕𝑘
𝛿Γ𝑘(𝜐)
𝛿𝜐

= − 𝑖ℏ
2

∫
𝑥

𝜕𝑘𝑞𝑘(𝑥)𝐺𝑘(𝑥, 𝑥)
𝛿Γ

(2)
𝑘

𝛿𝜐
𝐺𝑘(𝑥, 𝑥)

+ 𝑖

ℏ
(⟨O𝑘 ·𝑇 𝜕𝑘Υ⟩𝜐 − ⟨O𝑘⟩𝜐⟨𝜕𝑘Υ⟩𝜐) + ⟨𝜕𝑘O𝑘⟩𝜐 .

Evaluating for vanishing source 𝜐 = 0 we arrive at the proposition. □

Wenow return to the problemof compatibility of the effectivemaster equa-
tion with the flow. We can apply the flow equation for composite opera-
tors (129) to ⟨RQME⟩, which is equivalent to the operator in the l.h.s of
the effective master equation thanks to (109). The last term in the flow of
composite operators (129) vanishes, since RQME does not exhibit explicit
𝑘−dependence. Then, we have

(136) 𝜕𝑘⟨RQME⟩ = − 𝑖ℏ
2

∫
𝑥

𝜕𝑘𝑞𝑘(𝑥)𝐺𝑘(𝑥, 𝑥)
𝛿2⟨RQME⟩
𝛿𝜙(𝑥)𝛿𝜙(𝑥) 𝐺𝑘(𝑥, 𝑥) .

Since the flow of the operator is proportional to itself, if the effective master
equation is satisfied at some scale 𝑘 ⟨RQME⟩ = 0 it is automatically satisfied
at all scales.

8. Conclusions and Outlook

In this paper we introduced aWetterich-type flow equation for gauge theo-
ries quantised using the BV formalism. The language of pAQFT allows to treat
in a unified way theories in generic, globally hyperbolic spacetimes, without
referring to a particular state. With respect to our previous paper [39], we
expanded the treatment of fRG in pAQFT to gauge theories, discussing the
formalism at the algebraic level only.

The extension of the field configuration space to include the regulator func-
tion 𝑞𝑘 and a new auxiliary field 𝜂 allows to derive extended Slavnov-Taylor
identities for the effective average action, in which the regulator sector ap-
pears as an extension of the gauge-fixing term. This in turn allows to treat the
regulator sector as a non-minimal contribution in cohomology, and to con-
strain the effective average action by the powerful techniques of BV and BRST
cohomology [10].

In this construction, the locality of the regulator function 𝑞𝑘 is crucial, in
order to interpret it as an additional field.
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The solution of the cohomological problem at some fixed RG scale 𝑘 can
then be used as an input for the flow equation. We have also shown the consis-
tency of the extended Slavnov-Taylor identities with the RG flow: once they
are satisfied at a certain scale 𝑘 = Λ, they are satisfied at all scales.
In futureworks, itwill be of interest to investigate a genuinely non-perturbative

formulation of the effective average action, derived in the context of dynami-
cal𝐶∗−algebras, and the connections with the non-perturbative Stückelberg-
Petermann group [26, 27, 34]. Along the same lines, it would be interesting to
relate the effective action arising from the Epstein-Glaser renormalization of
time-ordered products, and the effective action as a solution of the RG flow
equation.
The general formalism we developed here can be now be applied to con-

crete examples, to study the non-perturbative renormalizability of gauge the-
ories in curved, Lorentzian spacetimes.
The main difficulty in concrete applications is the construction of the in-

teracting propagator 𝐺𝑘, just as in the Euclidean case.
In the Lorentzian case the construction depends on the choice of a state

[39]. A state for the free theory is, thus, the last missing ingredient to ap-
ply our formalism to concrete models and derive the 𝛽−functions [39]. In
the formalism of the present paper, the choice of a (quasifree) state for the
free (linearised) theory corresponds to the choice of a 2-point function Δ+,
together with the evaluation of the functional on the vanishing field configu-
ration 𝜑 = 0.
Once a state is chosen, it is possible to investigate theRGflowof some gauge

theory on curved spacetime. The study of a free state for Yang-Mills theory in
curved spacetimes is a delicate issue, beyond the scope of this paper. Based on
recent constructions of states for linearised Yang-Mills theories and gravity
in curved spacetimes (see e.g. [52, 53, 54, 71, 96]), in future works we will
investigate the fRG flow of Yang-Mills theories in curved spacetimes.

The viability of this formalism in concrete applications has been tested to
investigate the existence of a non-trivial fixed point and the asymptotic safety
scenario in the RG flow of Lorentzian quantum gravity [38].
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