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Abstract

Online Task-Free Continual Learning (OTFCL) aims to

learn novel concepts from streaming data without accessing

task information. Most memory-based approaches used in

OTFCL are not suitable for unsupervised learning because

they require accessing supervised signals to implement their

sample selection mechanisms. In this study, we address this

issue by proposing a novel memory management approach,

namely the Dynamic Cluster Memory (DCM), which builds

new memory clusters to capture distribution shifts over time

without accessing any supervised signals. DCM introduces

a novel memory expansion mechanism based on the knowl-

edge discrepancy criterion, which evaluates the novelty of

the incoming data as the signal for the memory expan-

sion, ensuring a compact memory capacity. We also pro-

pose a new sample selection approach that automatically

stores incoming data samples with similar semantic infor-

mation in the same memory cluster, while also facilitating

the knowledge diversity among memory clusters. Further-

more, a novel memory pruning approach is proposed to au-

tomatically remove overlapping memory clusters through

a graph relation evaluation, ensuring a fixed memory ca-

pacity while maintaining the diversity among the samples

stored in the memory. The proposed DCM is model-free,

plug-and-play, and can be used in both supervised and un-

supervised learning without modifications. Empirical re-

sults on OTFCL experiments show that the proposed DCM

outperforms the state-of-the-art while requiring fewer data

samples to be stored. The source code is available at

https://github.com/dtuzi123/DCM.

1. Introduction

Modern deep learning models have achieved remarkable re-

sults in a wide range of applications [9, 22, 52], but their

success mainly relies on the accessibility of the large-scale

dataset [26, 33]. However, when these advanced models
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Figure 1. Illustration of the Dynamic Cluster Memory (DCM) al-

location management. The novelty of each incoming sample is

evaluated at each time ti. Incoming data samples are selectively

accumulated in corresponding memory clusters using a novelty

criterion. To avoid overloading, a memory pruning process is used

for automatically removing clusters representing overlapping in-

formation. The proposed DCM can be implemented in both super-

vised and unsupervised learning without any modifications.

are applied for learning a sequence of tasks, they will com-

pletely forget previously learned information, when learn-

ing new data. This results in degenerated performance on

the tasks learnt in the past [76]. Such a learning paradigm is

called continual learning, and catastrophic forgetting plays

a major factor in deteriorating model’s performance [45].

Most existing works in continual learning [75] can be

roughly classified into three branches: regularisation-based

approaches [31], memory/experience replay [7] and dy-

namic network architectures [50]. Although some of these

methods achieve promising results in continual learning,

they still require accessing task information to implement

their underlying methods that deal with new samples. Re-

cently, the Online Task-Free Continual Learning (OTFCL)

[4], in which a model can only access a small data batch

at a time without knowing task information, was found to

be a more challenging and realistic learning paradigm. Us-

ing a fixed-capacity memory buffer to store critical samples

was shown to be effective in OTFCL [4, 27, 70]. How-

ever, most memory-based methods require supervised sig-

nals from the model trained on the labelled samples for im-

plementing sample selection mechanisms [27, 70], limiting

their applicability in unsupervised learning.



Image synthesis represents a fundamental application in

unsupervised learning under OTFCL, and this has not yet

been well studied in the context of continual learning, [71].

Image synthesis is challenging when using a fixed mem-

ory buffer due to the difficulty of preserving the entire cat-

egory/domain information in the absence of supervised sig-

nals. In this study, we simultaneously address both clas-

sification and image synthesis under OTFCL by designing

a novel memory approach from an entirely different angle.

As illustrated in Fig. 1, we propose to accumulate incom-

ing data samples with similar semantic information into

the same memory clusters through a nonparametric data

similarity evaluation, aiming to capture unique underlying

data distributions while appropriately managing the mem-

ory resource allocation. For the data selection, we define a

Knowledge Discrepancy Measure (KDM) criterion that es-

timates the knowledge discrepancy on a pair of samples in

a nonparametric manner. In addition, we design each mem-

ory cluster as a fixed-capacity memory block, aiming to ac-

cumulate similar data samples over time in the same mem-

ory buffer. To adapt to the data distribution shifts over time,

a novel memory dynamic expansion mechanism is proposed

to evaluate the novelty of the incoming data using KDM.

A large KDM measure indicates that the incoming data is

novel enough and then we build a new memory cluster to

preserve the novel samples during the subsequent learning.

In addition, storing incoming samples in appropriate mem-

ory clusters can benefit memory optimization and manage-

ment. To this end, we propose a novel sample selection

approach to evaluate the relationship between the incoming

data and each memory cluster using the KDM. This mea-

sure can guide storing incoming samples into corresponding

memory clusters, ensuring the knowledge diversity among

the memory clusters.

We have to consider that when using a resource-

constrained machine, it is necessary to limit the memory

capacity. To this end, we propose a novel Memory Prun-

ing Process (MPP) to automatically remove the overlap-

ping information from the memory, when the DCM is over-

loaded. Specifically, the MPP first identifies a pair of

memory clusters that share significantly similar informa-

tion through a graph relation evaluation. Then, one of these

memory buffers is removed by using a diversity evaluation

mechanism. Such an approach can avoid overloading the

DCM while preserving diverse information as much as pos-

sible using a compact memory capacity. In a new direc-

tion of research, we explore the proposed DCM to train

the DDPM model for implementing image generation under

OTFCL, in the Denoising Diffusion Probabilistic Models

(DDPM) [24], which represents a recently developed gen-

erative model showing remarkable image generation results.

We summarize our contributions as follows : (1) We pro-

pose the Dynamic Cluster Memory (DCM), a new memory

management approach which can store diverse data sam-

ples without interacting with the model optimization and

can thus be applied in both supervised and unsupervised

learning; (2) The proposed DCM is plug-and-play and can

be used in the context of training different models in OT-

FCL without modifications; (3) We propose a novel mem-

ory pruning approach to automatically remove overlapping

memory clusters ensuring a fixed memory capacity, which

can be used in a resource-constrained machine. (4) To our

best knowledge, this paper is the first work to explore the

potential advantage of DDPM in OTFCL by using a dy-

namic memory management allocation system.

2. Related Work

Continual Learning. Using a fixed-capacity memory buffer

to preserve previous training samples was shown to reduce

network forgetting in continual learning [7, 8, 11, 20, 44,

49, 55, 61, 62, 65]. Sample selection is usually considered

for filtering out samples considered as unimportant preserv-

ing only those deemed critical. Memory-based approaches

can also be combined with regularization [2, 5, 12, 13, 16–

18, 21, 23, 25, 28, 29, 31, 39, 40, 42, 53, 59, 60, 73, 74]

and knowledge distillation [10] based methods to improve

model performance further. In addition to memory-based

methods, several works [1, 47, 48, 54, 76] have explored

training a generator such as a Variational Autoencoder

(VAE) [30] or a Generative Adversarial Net (GAN) [19], to

remember and replay past samples which can then be used

to retrain the model in order to combat forgetting. How-

ever, the performance of these models is highly affected by

the quality of generative replay samples, as shown in [67].

Online Task-Free CL. A real-time application system can

deal with streaming data online without knowing task in-

formation. In the first such approach [4], a small memory

buffer was used for storing some past samples for train-

ing later a classifier. This work was then extended to

a new memory buffer based approach, called the Maxi-

mal Interfered Retrieval (MIR) [3], which can train clas-

sifiers through a retrieval mechanism. The Gradient Sam-

ple Selection (GSS), which is a constrained optimization

problem, was proposed in [5] for selecting the samples

to be preserved in the memory buffer. More recently, a

memorization-based approach was implemented within a

learner-evaluator framework, called the Continual Proto-

type Evolution (CoPE) that ensures the preservation of di-

verse samples for each task [15]. The Gradient-based Mem-

ory EDiting (GMED) [27] modifies the memorized sam-

ples, aiming to improving performance [27]. Recently, sev-

eral attempts have been explored to develop a Dynamic

Expansion Model (DEM) approach to address OTFCL,

as in the Continual Unsupervised Representation Learning

(CURL) [48] which builds new inference modules to cap-

ture new experiences from incoming data. Another DEM-



based approach considers a Dirichlet process-based expan-

sion mechanism which automatically increases the model’s

capacity [37]. However, these approaches require more pa-

rameters and additional inference time during the testing

phase compared to the memory-based methods [72].

Continual Generative Modelling. Training a model for im-

age generation in continual learning was studied in recent

studies [1, 47, 69]. The pioneering research study from [1]

relied on a VAE-based framework which enables the gen-

erative model to produce images from past tasks without

forgetting. Nevertheless, VAEs are rather poor data gener-

ation networks producing rather blurred images [35]. Con-

sequently, the quality of generative replay samples is de-

creased, resulting in poor performance. This was addressed

by using a more powerful generative model such as the Gen-

erative Adversarial Network (GAN) [47, 63, 68, 76] as a

generative replay network. However, these models require

knowing the task information, which is unavailable in OT-

FCL. Recently, the Continual Generative Knowledge Dis-

tillation (CGKD) [71] uses a dynamic expansion model to

sustain image generation under continual learning. CGKD

employs a Fréchet Inception Distance (FID)-based expan-

sion criterion to regulate model expansion, requiring the

generation of a considerable number of samples. Such an

approach requires substantial computational costs when im-

plementing each component of CGKD as a DDPM. The

proposed DCM can train the DDPM more efficiently since it

neither requires model feedback nor sampling as in DDPM.

We provide additional related information in Appendix-A

from Supplemental Material (SM).

3. Method

3.1. Preliminary

Problem statement. In unsupervised learning we have an

unlabelled training dataset (the c-th dataset from a sequence

of datasets) DS
c = {xj}N

S

c

j=1 and a testing dataset DT
c =

{xj}N
T

c

j=1, respectively, where NS
c and NT

c are the total num-

ber of training and testing samples respectively. We split the

training dataset into C parts DS
c = {DS

c,1, · · · ,DS
c,C} ac-

cording to the online continual learning setting from [71].

A learning data stream S is formed by arranging these sub-

sets in a sequence S = {DS
c,1

⋃DS
c,2

⋃ · · · DS
c,C}. Let

t = {t1, · · · , tn} be a series of time intervals that split S
into n non-overlapping data batches {Xi, · · · ,Xn}. At a

certain learning time (ti), the model can only access the

data batch Xi, consisting of b samples while all previously

seen data batches {X1, · · · ,Xi−1} are unavailable. After

the model finishes all n training times, its performance is

evaluated on the testing dataset DT
c using the image gener-

ation performance criterion. In addition to learning a sin-

gle dataset/domain, this paper also studies a more challeng-

ing paradigm in which a data stream S is built by arrang-

ing together several different datasets in a sequence man-

ner S = {DS
1

⋃ · · · ,⋃DS
m} where m is the number of

datasets being considered. We also study supervised learn-

ing in which class labels are provided during training.

Diffusion model. The Denoising Diffusion Probabilistic

Model (DDPM) emerged as the most popular image-

generative model. DDPM is defined by two diffusion pro-

cesses: a forward diffusion procedure that processes data

and transfers it to the noise vector and a reverse diffusion

algorithm that recovers the image from the noise vector,

[24, 66]. In the forward diffusion process, a series of noise-

processing operations is performed to add noise to the data:

q(x̃1:T | x̃0) =
∏T

t=1
q(x̃t | x̃t−1) , (1)

where x̃0 is the original data sampled from an empirical

data distribution p(x̃0). T is a predefined number of dif-

fusion steps and q(x̃t | x̃t−1) = N (x̃t;
√
1− βtx̃t−1, βtI).

{βt ∈ (0, 1) | t = 1, · · · , T} is a variance schedule used to

regulate the diffusion step size. By using Eq. (1), we can

generate a series of noise images {x̃1, · · · , x̃T }.

Estimating the backward diffusion process q(x̃t−1 | x̃t)
remains challenging because it requires accessing the en-

tire dataset. This intractable optimization can be solved by

training a model pθ(x̃t−1 | x̃t) parameterized by θ and then

the backward process is expressed as :

pθ(x̃0:T ) = p(x̃T )
∏T

t=1
pθ(x̃t−1 | x̃t) , (2)

where pθ(x̃t−1 | x̃t) = N (x̃t−1;µθ(x̃t, t),Σθ(x̃t, t)) and

p(x̃T ) = N (0, I). Σθ(·, ·) and µθ(·, ·) are trainable func-

tions implemented by a deep learning model. Training a

diffusion model involves a noise estimator model ϵθ(·, ·)
that predicts ϵ from x̃t and t, [24]. We consider the Im-

proved DDPM (IDDPM) objective function [43] for train-

ing ϵθ:

LIDDPM = λEq(x̃0:T | x̃0)

[
− log pθ(x̃0 | x̃1)

+
∑T−2

t=1
{Lt}+DKL[q(x̃T | x̃0) || pθ(x̃T )]

]
(3)

+ Et,x̃0,ϵ

[
∥ϵ− ϵθ(

√
α̂tx̃0 +

√
1− α̂tϵ, t)∥2

]
,

where Lt is defined as :

Lt = DKL

[
q(x̃t | x̃t+1, x̃0) || pθ(x̃t | x̃t+1)

]
, (4)

where x̃T is a noise vector drawn from N (0, I). q(x̃T | x̃0)
and pθ(x̃0 | x̃1) are the distributions defined within the

forward and backward diffusion process, respectively.

DKL(·, ·) is the Kullback–Leibler (KL) divergence and



q(x̃t | x̃t+1, x̃0) is defined as, [24] :

q(x̃t | x̃t+1, x̃0) = N (x̃t;

√
α̂tβt+1

1− α̂t

x̃0

+

√
α̂t+1(1− α̂t)

1− α̂t

x̃t+1, β̂t+1I) ,

(5)

where β̂t+1 = (1−α̂t)
1−α̂t+1

βt+1. α̂t :=
∏t

s=1{αs} and αt :=

1− βt. ϵ is a random vector drawn from N (0, I). We con-

sider λ = 0.001 in the experiments to ensure that the first

term from (3) does not overwhelm the second term [43].

3.2. Dynamic Clustering Memory System

Most existing continuous learning memory buffer-based ap-

proaches usually require access to the class/task informa-

tion [34, 46] or rely on the feedback from the classifier’s op-

timization procedure [61], and this cannot be considered in

unsupervised learning. Next, we introduce a new memory

approach, which can train arbitrary models for either super-

vised or unsupervised learning under the Online Task-Free

Continual Learning (OTFCL) assumption without modifi-

cations. Since both task and class information are absent

during each training stage, storing diverse samples in a re-

stricted memory buffer plays a crucial role in relieving for-

getting. We propose to use a dynamic cluster memory sys-

tem which dynamically builds new memory clusters to cap-

ture data distribution shifts over time.

Let M be a dynamic memory system that is assumed to

have built k memory clusters M = {M1, · · · ,Mk} at ti,
where each memory cluster Mj has a fixed memory size π
(representing the number of stored samples). We can iden-

tify a prototype sample x̂j that represents a compact knowl-

edge representation for each memory cluster Mj , thus sig-

nificantly reducing computational costs when evaluating the

distance between memory clusters. Before introducing the

dynamic memory expansion, we first define a Knowledge

Discrepancy Measure (KDM) to estimate the discrepancy

score among memory clusters. For a given pair of data sam-

ples {xg,xh}, the knowledge discrepancy measure between

xg and xh is defined as:

FKDM(xg,xh) = Fd(Gt(xg), Gt(xh)) , (6)

where Gt(·) is an information representation function.

Fd(·) is a distance measure function which can be imple-

mented by means of a loss function or probability distance.

By using Eq. (6), we can flexibly design different KDM cri-

teria by only changing Gt(·) and Fd(·). In the following, we

introduce two practical distance measures using the square

loss and Jensen–Shannon divergence based on KDM.

Square Error (SE)-based KDM. The square error is a ba-

sic distance measure widely used as the objective func-

tion of the Variational Autoencoder (VAE [30]) and DDPM

[24] when minimizing the distance between inputs and pre-

dictions. In this paper, we implement the function Gt(·)
using an identity function that returns the original input

xg = Gt(xg) and Fd(·, ·) as the square loss function. Then

the SE-based KDM is defined as:

F SE
KDM(xg,xh) =

∑d′

j=1
(xg[j]− xh[j])

2 , (7)

where xg[j] is the j-th dimension of xg and d′ is the data

dimension. This approach represents the Dynamic Cluster

Memory with Square Error selection (DCM-SE) model.

Jensen–Shannon divergence (JS)-based KDM. The JS di-

vergence is a probability distance, which is used to evalu-

ate the similarity between two probability distributions [30].

However, the data samples xg and xh are usually drawn

from two empirical data distributions p(xg) and p(xh), es-

timating the JS divergence between p(xg) and p(xh) is

intractable due to the lack of the explicit density func-

tion form. We address this by designing the information

representation function Gt(·) as a forward diffusion pro-

cess that transfers the data xg to a Gaussian distribution

q(x̃t⋆

g |xg) = N (x̃t⋆

g ;
√
α̂t⋆xg, (1 − α̂t⋆)I), where t⋆ is a

hyper-parameter to control the forward steps. In practice,

we consider a small t⋆ to allow the transformed distribution

q(x̃t⋆

g |xg) to closely approximate the real data distribution

p(xg). Then we implement the distance measure function

Fd(·, ·) = DJS(· || ·) as the JS divergence :

F JS
KDM(xg,xh) = DJS[q(x̃

t⋆

g |xg) || q(x̃t⋆

h |xh)] . (8)

In the following, we introduce a novel dynamic memory op-

timization approach to adaptively expand the memory based

on the definition of KDM. When implementing this ap-

proach we have the Dynamic Cluster Memory with Jensen-

Shannon selection (DCM-JS) model.

3.3. Dynamic Memory Optimization

In order to capture the data distribution shift during the

training, it is crucial to develop a strategy to dynamically

build new memory clusters into the memory buffer system.

Each newly created cluster should be designed such that it

represents information which is distinct enough from that

represented by any of the other clusters, thus ensuring a

compact memory system. In order to achieve this goal, we

evaluate the distance between each incoming sample and

every sample from each existing memory cluster using the

KDM from Eq. (6), and such a measure is then used as the

signal for memory expansion. This evaluation is compu-

tationally expensive considering that each memory cluster

has a considerable number of samples. However, we can

evaluate the distance between memory clusters by consider-

ing the prototypes (usually the centre) x̂k for each memory

cluster Mk. Firstly, we consider the cluster prototype x̂k as

the nearest neighbour to each memory cluster Mk through :
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Figure 2. The optimization process of the proposed memory clustering system, consisting of three steps within a learning time. In the first

step (sample selection), each incoming sample is compared with the central sample of each memory cluster using Eq. (6) to selectively store

the new sample into an appropriate memory cluster. In the second step (memory expansion), if the expansion criterion, defined in Eq. (10)

is satisfied, we build a new memory cluster. When M is overloaded, |M| > ρ, the third step removes overlapping memory clusters.

c⋆ = argmin
c=1,··· ,|Mk|

|Mk|∑

j=1,c ̸=j

FKDM(Mk[c],Mk[j]) , (9)

where |Mk| is the number of samples for Mk. We use

x̂
k = Mk[c⋆] to denote the cluster prototype as the nearest

neighbour to the central sample that has the shortest dis-

tance to all other data from Mk. We only identify a proto-

type once for each memory cluster using Eq. (9) to reduce

the overall computational cost. By considering the proto-

type (central) sample for each memory cluster, the memory

expansion criterion at the time ti is efficiently evaluated by :

min
j=1,··· ,b

{FKDM(xi,j , x̂
1), · · · , FKDM(xi,j , x̂

k)} > λ, (10)

where xi,j is the j-th data sample of the data batch Xi

drawn from S at ti and λ is an expansion threshold (See the

hyperparameter selection process in Appendices-C10,C4.

By using Eq. (10), we aim to store a diversity of in-

formation in the memory clusters. A small λ encour-

ages to frequently add new memory clusters during the

training, while a large λ has an inverse effect. If the

memory expansion criterion, defined in Eq. (10), is ful-

filled at ti, we build a new memory cluster Mk+1 and

use xi,j⋆ as the prototype for Mk+1, where j⋆ =
argmaxj=1,··· ,b{FKDM(xi,j , x̂

1), · · · , FKDM(xi,j , x̂
k)}.

3.4. Sample Selection

Most existing memory-based continual learning approaches

[34, 46] focus on supervised learning or require accessing

the task information to implement sample selection strate-

gies [8, 20, 21, 55]. Next, we introduce a new sample se-

lection approach that does not need any supervised signals

or model feedback. We assume that we have built a set of k
memory clusters M = {M1, · · · ,Mk} at time ti. When

Algorithm 1: Algorithm for the proposed DCM.

for ti < tn do

if |M| == 0 then

M1 = X1 Build a new memory cluster ;

Identity x̂
1 using Eq. (9) ;

else

for j < b do

Sample Selection;

c⋆ = argmax
c=1,··· ,k

{FKDM(xi,j , x̂
c)} ;

Mc⋆ = Mc⋆
⋃
xi,j ;

Remove redundant samples by Eq. (12) ;

Check the memory expansion ;

if Eq. (10) is fulfilled then

Build a new memory cluster Mk+1;

Set xi,j as the central sample x̂
k+1 ;

Memory Prune Process;

if |M| > ρ then
Remove overlapped clusters using

Eq. (13) and Eq. (14) ;

Training process;

Update ϵθ(·, ·) on M using Eq. (3);

seeing an incoming data batch Xi at ti, we evaluate the dis-

tance between each data sample xi,j ∈ Xi, j = 1, . . . , |Xi|,
where |Xi| represents the number of samples in the data

batch, and each current memory cluster, as :

c⋆ = argminc=1,··· ,k FKDM(xi,j , x̂
c) , (11)

where Mc⋆ is the selected memory cluster to store the sam-

ple xi,j . By using Eq. (11), we ensure that each memory

cluster stores data samples defined by similar semantic in-

formation. When a certain memory cluster Mk is over-



Datasets DCM-SE DCM-JS LTS LGM R-VAE R-DDPM CGKD-GAN CNDPM CGKD-WAE MeRGANs

Split MNIST 28.57 30.63 71.67 66.31 55.67 63.26 54.34 65.19 47.98 49.96

Split Fashion 46.65 43.38 128.84 109.20 103.25 82.23 85.23 172.23 88.16 127.55

Split SVHN 61.52 62.61 87.25 72.60 65.18 87.22 101.26 150.18 100.15 81.35

Split CIFAR10 82.74 76.58 124.22 177.15 155.72 106.18 115.38 233.02 162.12 121.74

Average 54.87 53.30 102.99 106.31 94.95 84.72 89.05 155.15 99.54 95.15

Table 1. Image generation performance evaluated using the Fréchet Inception Distance (FID) score for class-incremental learning.

Datasets DCM-SE DCM-JS LTS LGM R-VAE R-DDPM CGKD-GAN CNDPM CGKD-WAE MeRGANs

CelebA-3DChair 40.45 82.18 186.25 241.14 210.18 183.72 132.12 340.25 154.45 166.99

CelebA-CACD 67.30 48.38 124.87 117.76 121.52 103.52 78.00 336.34 142.52 101.97

CelebA-ImageNet 110.60 115.25 255.94 265.23 225.12 217.98 178.72 186.76 170.07 236.81

Split MINIImageNet 146.98 154.83 179.78 216.06 205.12 181.15 176.18 302.58 241.11 169.26

Table 2. FID scores for assessing image generation performance for datasets with complex images.

loaded |Mk| > π, we remove that sample which has the

shortest distance to the prototype (central) sample x̂
k :

e⋆ = argmaxe=1,··· ,|Mk|{FKDM(x′
k,e, x̂

k)} , (12)

where x
′
k,e ∈ Mk is the e-th memorized sample of mem-

ory cluster Mk, and e⋆ is the index of the removed sample

from Mk. This sample-removing process aims promoting

knowledge diversity among the samples within each mem-

ory cluster while avoiding memory cluster overload.

3.5. Memory Pruning Process

When λ in the memory cluster system expansion criterion,

defined in Eq. (10), is very small, then new memory clus-

ters are frequently added, resulting in an overall memory

overload. Moreover, when the proposed memory system is

deployed on a resource-constrained device, it is necessary to

manage the memory capacity while maintaining data diver-

sity in the memory buffer system. In this paper, we address

memory overload by introducing a novel Memory Pruning

Process (MPP) to automatically remove statistically over-

lapping memory clusters. Let ρ ∈ [1, 20] be a pre-defined

maximum number of memory clusters according to the de-

vice’s resource constraints. We assume that the memory M
has added k > ρ memory clusters during the training. To re-

move redundant memory clusters, we first define a relation

matrix B ∈ R
k×k to describe the knowledge representation

relationships among memory clusters, where B[g, h] de-

notes the relation score between memory clusters Mg and

Mh, evaluated by 1/FKDM(x̂g, x̂h) and B[g, h] = B[h, g].
Then, we identify a pair of memory clusters that share sim-

ilar information through :

Fselect(B) = argmax
{(g,h) | g,h=1,··· ,k,g ̸=h}

FKDM(Mg,Mh) ,

(13)

where (g⋆, h⋆) = Fselect(B) represents the index of two

selected memory clusters {Mg⋆

,Mh⋆}. In order to keep

the knowledge diversity among the remaining clusters when

removing one of them, we evaluate the discrepancy score

between each selected cluster (either Mg or Mh) and all

other memory clusters using :

Fdis(g
⋆,B) =

∑k

m=1,m ̸=g⋆
B[g⋆,m] . (14)

sg = Fdis(g
⋆,B) and sh = Fdis(h

⋆,B) represent the dis-

crepancy scores for Mg⋆

and Mh⋆

. If sg > sh then we

remove Mh from M, otherwise, we remove Mg . Eq. (14)

preserves the memory cluster that has a large distance with

respect to the other clusters.

3.6. Algorithm Implementation

In the following we describe the algorithm to train a DDPM

model under OTFCL using the proposed memory cluster-

ing system. The memory optimization process is illustrated

in Fig. 2, and we provide the pseudo-code in Algorithm 1,

which consists of four steps within a training time:

Step 1 (Sample selection). In the beginning, we build the

first memory cluster M1 = X1 at t1 and identify the pro-

totype (central) sample x̂
1 using Eq. (9). If the model is

trained at a certain training time ti, i > 1, we get an incom-

ing data batch Xi at ti and selectively store each sample

xi,j ∈ Xi into M using the sample selection criterion de-

fined in Eq. (11).

Step 2 (Check the model expansion). If the memory expan-

sion criterion defined in Eq. (10) is fulfilled when checking

the new sample xi,j at ti, we build a new memory cluster

Mk+1 and select xi,j as the prototype sample for Mk+1.

Step 3 (Memory pruning process). If the memory M is

overloaded |M| > ρ, then we remove overlapping mem-

ory clusters using Eq. (13) and Eq. (14).

Step 4 (Training process). We update the DDPM model

ϵθ(·, ·) on samples from the memory M using Eq. (3).



Methods Resolution CelebA-HQ CACD FFHQ

DCM-SE 128× 128× 3 89.23 69.11 95.02

DCM-JS 128× 128× 3 96.03 57.19 90.80

CGKD-GAN 128× 128× 3 132.65 142.66 157.03

CGKD-WVAE 128× 128× 3 139.96 158.32 179.59

DCM-SE 256× 256× 3 87.39 110.21 123.95

DCM-JS 256× 256× 3 75.18 123.96 129.38

CGKD-GAN 256× 256× 3 168.52 236.98 254.32

CGKD-WVAE 256× 256× 3 176.63 240.12 261.37

Table 3. FID scores for assessing the image generation perfor-

mance for datasets containing high resolution images.

4. Experiment

4.1. Experiment Setting

Baselines and hyperparameters. Following the unsu-

pervised learning setting from [71], we consider for com-

parison several baselines, including CGKD-GAN [71] and

CGKD-WAE, where ‘WAE’ indicates that each compo-

nent of CGKD is implemented by a Wasserstein auto-

encoder [56], CNDPM [37]. Lifelong Teacher-Student

(LTS) [68], Lifelong Generative Modelling (LGM) [47],

Reservoir sampling [58] and MeRGANs [63]. Specifi-

cally, we employ Reservoir sampling [58] to train DDPM

and VAE, respectively, resulting in Reservoir-DDPM (R-

DDPM) and Reservoir-VAE (R-VAE). We set the batch size

at each training time as b = 64, and the maximum mem-

ory size (the number of samples) as 2,000, for all models.

We set the memory cluster size π = 128 and t⋆ = 100 in

Eq. (8). More details are shown in Appendix-B1 from SM.

Datasets. We consider for training MNIST [36], Fashion

[64], SVHN [41] and CIFAR10 [32], which are widely used

in OTFCL [71]. Each of these is divided into five subsets

according to the category information [4], resulting in Split

MNIST, Split Fashion, Split SVHN and Split CIFAR10.

Each image is resized to 32× 32× 3 pixels. In addition, we

also adopt several large-scale and complex-image datasets,

including MINIImageNet [57], CACD [14], CelebA [38],

3DChair [6] and ImageNet [33].

4.2. ClassIncremental Generation

We train various models on Split MNIST, Split Fashion,

Split SVHN and Split CIFAR10, and the generation perfor-

mance results are reported in Table 1. These results show

that the dynamic expansion models, such as CGKD-GAN

and CGKD-VAE, provide better results than static mod-

els. R-DDPM does not achieve significant performance

improvements despite employing a more powerful gener-

ative model (DDPM). In contrast, the proposed DCM-SE

and DCM-JS outperform all baselines by a large margin,

demonstrating that the proposed memory buffering man-

agement approach can explore the full potential ability of

Methods Split MNIST Split CIFAR10 Split CIFAR100

finetune* 19.75 ± 0.05 18.55 ± 0.34 3.53 ± 0.04

GEM* 93.25 ± 0.36 24.13 ± 2.46 11.12 ± 2.48

iCARL* 83.95 ± 0.21 37.32 ± 2.66 10.80 ± 0.37

reservoir* 92.16 ± 0.75 42.48 ± 3.04 19.57 ± 1.79

MIR* 93.20 ± 0.36 42.80 ± 2.22 20.00 ± 0.57

GSS* 92.47 ± 0.92 38.45 ± 1.41 13.10 ± 0.94

CoPE-CE* 91.77 ± 0.87 39.73 ± 2.26 18.33 ± 1.52

CoPE* 93.94 ± 0.20 48.92 ± 1.32 21.62 ± 0.69

ER + GMED† 82.67 ± 1.90 34.84 ± 2.20 20.93 ± 1.60

ERa + GMED† 82.21 ± 2.90 47.47 ± 3.20 19.60 ± 1.50

WGF-SVGD - 47.90 ± 2.50 19.90 ± 2.30

CURL* 92.59 ± 0.66 - -

CNDPM* 93.23 ± 0.09 45.21 ± 0.18 20.10 ± 0.12

Dynamic-OCM 94.02 ± 0.23 49.16 ± 1.52 21.79 ± 0.68

ORVAE 94.07 ± 0.13 50.43 ± 0.15 22.83 ± 0.25

DCM-SE 95.12 ± 0.32 50.02± 1.12 22.03 ± 0.79

DCM-JS 94.76 ± 0.29 49.89 ± 1.23 22.98 ± 0.74

Dynamic-JS 98.52 ± 0.32 55.94 ± 0.58 26.27 ± 0.63

Table 4. Classification accuracy for five independent runs for vari-

ous models on three datasets. * and † denote the results cited from

[15] and [27], respectively.

DDPM on image generation under OTFCL. Meanwhile, the

proposed models use fewer memorized samples than other

models according to the study from Appendix-B2 from SM.

4.3. Learning Multiple and Complex Domains

We investigate the performance of the proposed approach

on datasets containing complex images. Specifically, we

build a data stream consisting of CelebA and CACD, result-

ing in CelebA-CACD. Similarly, we create the data stream

CelebA-3DChair and CelebA-ImageNet using pairs of dif-

ferent datasets, where all images are resized to 64× 64× 3.

The FID score evaluated on 5,000 testing data uniformly

sampled from two testing datasets are reported in Table 2,

while generated images after learning CelebA-3DChair are

shown in Fig. 4. These results demonstrate that the pro-

posed approach can achieve excellent performances on suc-

cessions of complex datasets. The results for various mod-

els on datasets with high-resolution images such as CelebA-

HQ [38], CACD and FFHQ are shown in Table 3 and these

indicate that DCM-SE gives the best results.

4.4. FewShot Generation

We evaluate the performance of various models on a chal-

lenging dataset such as the MINIImageNet [57] that was

used in few-shot learning experiments [51]. The MINI-

ImageNet [57] consists of images from 100 categories,

which are divided into 64, 16, and 20 classes, respec-

tively, corresponding to meta-training, meta-validation, and

meta-testing in few-shot learning tasks. We build a data
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Figure 4. Image generation results for the proposed DCM-SE

trained on CelebA-3DChair data stream.

stream, namely Split MINIImageNet, by considering the

meta-training and meta-validation datasets. Specifically, we

divide the data stream into 16 parts, each consisting of sam-

ples from five successive categories. We report the image

generation performance for various models in Table 2. We

can observe that the proposed approach achieves the best

results in the few-shot image generation tasks.

4.5. Classification Tasks

We consider the proposed memory management system ap-

proach in classification tasks by employing DCM-SE or

DCM-JS to train a classifier in supervised learning. Fol-

lowing the Task Free Continual Learning (TFCL) setting

from [15], the maximum memory size of the DCM is 2000,

1000, and 5000 for Split MNIST, Split CIFAR10, and Split

CIFAR100, respectively. At each training time, we only

access a batch of ten data samples. The network archi-

tecture for Split MNIST is a fully connected network with

two layers of 400 units. For Split CIFAR10 and Split CI-

FAR100, we adopt a reduced version of ResNet18 [22]. The

classification results from Table 4 show that the proposed

memory management system approach outperforms other

models even if its memory optimization does not interact

with supervised signals such as class labels. In addition,

we also extend DCM-JS with a network expansion mech-

anism, namely Dynamic-JS (See details in Appendix-C9

from SM), which achieves the best performance.

4.6. Ablation Study

In this section, we perform a full ablation study to analyze

the performance of the proposed approach under different

configurations. More ablation study results are provided in

Appendix-C from SM.

The effect when changing λ in Eq. (10). Changing λ affects

the proposed memory expansion. We investigate this effect

by training the DCM-SE on Split MNIST for different λ
values and the results are shown in Fig. 3-a. A large λ leads

to more memory clusters, while a small λ has an adverse ef-

fect. The results show that the proposed DCM-SE performs

well even when using only six memory clusters.

The dynamic expansion process. We investigate whether

the proposed memory expansion can appropriately create

new memory clusters in order to adapt to the data distri-

bution (task) shifts during the training. We train DCM-SE

on Split MNIST and record the number of memory clusters

and data distributions (tasks) each time, and the results are

shown in Fig. 3-b. Note that the model does not access any

task information during the training. We can observe that

DCM-SE builds a new memory cluster to meet the change

in the data distribution, showing that DCM-SE can provide

appropriate signals for memory expansion.

Memory management processing time. In the following,

given that the proposed memory management approach is

nonparametric, we investigate the processing time required.

We learn DCM-SE and DCM-JS on Split MNIST where

we only optimize the memory without updating the model.

From the results shown in Fig. 3-c we observe that the pro-

posed DCM-SE requires less than one minute for its mem-

ory management optimization for most datasets.

5. Conclusion

This research study develops a memory management ap-

proach for training DDPM under the Online Task-Free Con-

tinual Learning (OTFCL) paradigm. The proposed Dy-

namic Cluster Memory (DCM) is a non-parametric efficient

approach and can be applied in both supervised and unsu-

pervised learning. To avoid memory overload, we propose a

memory pruning process to automatically remove overlap-

ping memory clusters. The results demonstrate the effec-

tiveness of the proposed approach.
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