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Abstract

Objectives: In public health, access to research literature is critical to informing decision-making and to identify knowledge gaps. However, 
identifying relevant research is not a straightforward task since public health interventions are often complex, can have positive and negative 
impacts on health inequalities and are applied in diverse and rapidly evolving settings. We developed a “living” database of public health 
research literature to facilitate access to this information using Natural Language Processing tools.

Materials and Methods: Classifiers were identified to identify the study design (eg, cohort study or clinical trial) and relationship to factors that 
may be relevant to inequalities using the PROGRESS-Plus classification scheme. Training data were obtained from existing MEDLINE labels 
and from a set of systematic reviews in which studies were annotated with PROGRESS-Plus categories.

Results: Evaluation of the classifiers showed that the study type classifier achieved average precision and recall of 0.803 and 0.930, respec-
tively. The PROGRESS-Plus classification proved more challenging with average precision and recall of 0.608 and 0.534. The FAIR database 
uses information provided by these classifiers to facilitate access to inequality-related public health literature.

Discussion: Previous work on automation of evidence synthesis has focused on clinical areas rather than public health, despite the need being 
arguably greater.

Conclusion: The development of the FAIR database demonstrates that it is possible to create a publicly accessible and regularly updated data-
base of public health research literature focused on inequalities. The database is freely available from https://eppi.ioe.ac.uk/eppi-vis/Fair.

NETSCC ID number: NIHR133603.

Lay Summary
When people are making decisions about which services to commission, or which treatments to use, it is important to consider the research 
evidence. Even well-intentioned interventions can increase inequalities in health between different population groups, so understanding poten-
tial impacts here is critical given the need to reduce inequalities. Unfortunately, it is very difficult to find research about inequalities, owing to 
the way that research is published and stored in large databases (often containing millions of articles).

To address the above problem, we built the FAIR database that locates public health research and identifies those papers that are about inequalities. 
It then uses machine learning to catalog the papers and makes them easy for decision-makers to find. This research paper reports the work involved 
in developing the database, and the research we undertook to evaluate how accurate the machine learning components are. We found that the 
machine learning was quite good at identifying the type of research reported but was much more variable when identifying specific types of inequal-
ities. This was due to a lack of data for training the machine learning. We would expect better performance if more training data were available.

Key words: evidence synthesis; research synthesis; public health; inequalities; machine learning; automatic database curation. 

Background and significance

Timely access to the research literature is vital for informing a 
wide range of public health decisions. However, important bar-
riers exist. Public health interventions are often complex and 
applied in diverse and rapidly evolving settings. First, there is 
often a need to sift through many studies with diverse designs 
(typically thousands, but sometimes hundreds of thousands) to 

locate research that might be relevant to a specific decision.1–3

Second, health inequalities, which are defined as differences in 
health which are avoidable, remediable, and considered unjust,4

can be exacerbated by well-intentioned interventions.5 Thus, 
outcomes can be difficult to predict without a thorough under-
standing of the research literature. Understanding public health 
as a complex interconnected system increases the need to look 
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holistically at the entirety of relevant evidence,6,7 though this 
also increases the volume of research to be examined.

Recent years have seen increasing research attention on the 
application of methods from Artificial Intelligence and 
Machine Learning to automate research synthesis, largely by 
applying them to the laborious parts of the evidence synthesis 
process such as identification of relevant studies,8–10 study 
appraisal,11 data extraction,12 and synthesis.13 To date, these 
methods have been largely focused on identifying and 
appraising randomized controlled trials, and usually in the 
context of speeding up systematic reviews of clinical health-
care interventions.14,15 However, there has been less focus on 
other areas of healthcare, such as public health, despite its 
importance and the significant challenges faced in access it.

Objective

Our goal is to facilitate timely access to public health evi-
dence with a focus on effects on health inequalities. Public 
health research is reported in a larger and more diverse body 
of scientific literature than has been evaluated in prior work 
on automation for evidence synthesis.

To achieve this objective, we develop methods to apply 
machine learning and Natural Language Processing 
approaches to support the review, assessment, evaluation, and 
summary of large volumes of public health research to support 
decision-making. We develop and apply automatic methods 
for identifying information about inequalities, study types, 
and common themes mentioned within this large body of 
research. These techniques are applied within a “living” online 
database that allows decision-makers to rapidly get to grips 
with making sense of a large volume of research on public 
health topics, including implications for health inequalities.

Materials and methods

A stakeholder group was formed consisting of public health 
experts working within a range of settings including aca-
demia, local government, charities, and national bodies. The 
stakeholder group was consulted to ensure that the methods 
and tools developed met their needs.

Development of the database was broken down into multi-
ple tasks:

1) Development and evaluation of supervised machine 
learning methods to identify health inequalities being 
discussed within research literature. 

2) Development and evaluation of supervised machine 
learning methods to identify the study type being 
conducted. 

3) Integration of these methods into a workflow to create a 
“living” database of public health research literature. 

Identification of health inequalities

PROGRESS-Plus is a conceptual framework that enables 
researchers to understand the social and personal factors 
which may influence health opportunities and outcomes.16

Many systematic reviews have applied an “equity lens” to 
their analysis by applying this tool to the studies included, 
and it has been recommended by the Campbell and Cochrane 
Equity Methods Group.4 The PROGRESS acronym refers to: 
Place of residence, Race/ethnicity/culture/language, 

Occupation, Gender/sex, Religion, Education, Socioeco-
nomic status, and Social capital. Plus refers to: (1) personal 
characteristics associated with discrimination (eg, age, dis-
ability); (2) features of relationships (eg, smoking parents, 
excluded from school; and (3) time-dependent relationships 
(eg, leaving the hospital, respite care, other instances where a 
person may be temporarily at a disadvantage).

We use PROGRESS-Plus as the basic framework to classify 
research papers according to the inequality dimension being 
discussed. As a target task, we aim to predict which (if any) 
of the PROGRESS-Plus dimensions apply to a study. Note 
that we treat “Plus” as a single dimension, producing 9 cate-
gories (ie, the 8 PROGRESS-Plus categories and the Plus).

Assembly of data 

Automating the assignment of PROGRESS-Plus categories 
required annotated training data (ie, records that have already 
been categorized using the PROGRESS-Plus classification 
schema). We constructed this dataset by identifying systematic 
reviews in public health that present research described by the 
PROGRESS-Plus criteria and utilizing the data they contain 
from tables describing the characteristics of included studies. 
To find relevant reviews, we conducted searches of the follow-
ing 14 resources during March 2021 for systematic reviews 
that used the PROGRESS-Plus tool: Campbell collaboration 
gap maps, Campbell Collaboration Journal, CINAHL Plus 
(EBSCO), Cochrane Library, Epistemonikos, Europe Pubmed 
Central, Google Scholar, MEDLINE (EBSCO), Microsoft 
Academic, NICE Evidence Search, Pubmed Central, Science 
Direct, SCOPUS, and Wiley online library. We also drew on 
work from unpublished EPPI-Centre research, consulted our 
advisory group, and advertised on social media.

Our searches retrieved 1360 records of research (after 
deduplication) to identify 177 reviews that used PROGRESS- 
Plus as part of their data extraction. We prioritized reviews 
that contained data in tables, where it was clear which studies 
corresponded to the PROGRESS-Plus categories and the 
studies had a bibliographic citation. For some reviews, the 
full-text report or supplementary data did not contain tables 
that could be reused (ie, provided bibliographic information 
about studies along with the PROGRESS-Plus categories they 
employed). The authors of 12 such reviews containing over 
50 studies were contacted to ask if their data could be sup-
plied in a format that was straightforward to reuse. This 
approach allowed us to leverage the large amount of existing 
data from 66 reviews, rather than labeling new texts from 
scratch.

Two professional public health researchers were each ran-
domly assigned a subset of the 66 reviews and used the infor-
mation within them to identify the PROGRESS-Plus category 
that applied to each study, where this was clearly stated 
within the review. No interpretative work was involved in 
this task, which simply consisted of the copying and pasting 
of tabular data out of the paper and into Excel. This informa-
tion was then used to provide labels for each study for 
machine learning. A single study can be labeled with multiple 
PROGRESS-Plus categories, so that a single study can have 
anywhere between zero and 9 labels applied to it. In total, 
1978 studies were labeled this way. A significant variance 
was observed in the frequency with which PROGRESS-Plus 
categories were assigned to studies. Categories were assigned 
as follows (in descending order of frequency): Gender 
(48.28%), Place (42.06%), Race (41.25%), Socioeconomic 

2                                                                                                                                                                                               JAMIA Open, 2024, Vol. 7, No. 4 

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/ja
m

ia
o
p
e
n
/a

rtic
le

/7
/4

/o
o
a
e
1
3
9
/7

9
2
3
1
8
5
 b

y
 g

u
e
s
t o

n
 1

8
 D

e
c
e
m

b
e
r 2

0
2
4



(39.08%), Plus (29.68%), Education (24.57%), Occupation 
(14.51%), Social capital (6.77%), and Religion (2.83%). 
(The dataset is available from https://eppi.ioe.ac.uk/cms/ 
Default.aspx?tabid=3830.)

Computational methods

Classifiers were developed based on BERT with a linear clas-
sification layer using the HuggingFace platform.17 BERT was 
chosen to support the long-term stability of the database 
since it allows a classifier to be developed and run locally 
with the rest of the database. Large language models, such as 
Gemini and GPT-4, have recently demonstrated strong per-
formance on similar tasks. However, their performance has 
increased substantially since the work reported here was con-
ducted, and at the time, they were not commonly considered 
as suitable for this task. (Please also see the Discussion sec-
tion for more information on large language models.)

The available data were split into a training and evaluation 
dataset in a 4:1 ratio. Two approaches were compared, one 
treated the task as a multilabel classification problem where 
each data point can be associated with none, one or multiple 
categories (multilabel_bert), and the second which used 9 sepa-
rate binary classifiers to identify each category (binary_bert). 
The input in both evaluations was a concatenation of the titles 
and abstracts of the training data, and we also experimented 
with including the journal title. The maximum length of input 
data BERT can currently process is 512 tokens. The over-
whelming majority of abstracts were under this limit; for lon-
ger abstracts, we truncated to the first 512 tokens.

Identification of research design

Evidence of potential interest to public health decision- 
makers includes a diverse range of study types. An existing 
tool14 was extended to classify each research record accord-
ing to the type of study being described with 8 types being 
used: Cohort study, Consensus study, Clinical trial, Protocol, 
Guideline, Qualitative study, Randomized controlled trial 
(RCT), and Systematic review.

The data used to predict the above types of study were 
assembled from MEDLINE (accessed via the PubMed), with 
title/abstract records indexed using selected study design tags 
from the MeSH and Publication Type fields. These indexes 
have, primarily, been manually applied to articles added to 
MEDLINE by staff at the US National Library of Medicine 
(NLM). From 2016, an automated tool has been used on a 
limited scale to index some new records; and the NLM pro-
poses to automatically index all records by 2026. The dataset 
was limited to manually indexed articles.

Given the raw PubMed dataset is large (>30 million 
records) and there is an overwhelming class imbalance with 
relevant articles being a tiny minority (eg, trial protocols repre-
sent <0.01% of all articles), a pragmatic strategy was applied 
to create workable datasets for machine learning use. All 
abstracts which were indexed with the following study designs 
were included as positive examples (figure in brackets indicates 
number of examples): Randomised Control Trials (489 295); 
Systematic Reviews (121 063); Case-Control Studies (65 790); 
Clinical Trials (593 277); Cohort Studies (78 688); Guidelines 
(33 826); Consensus Development Conferences (10 093); 
Qualitative Research (7577); and Clinical Trial Protocols 
(3235). Negative examples were obtained by randomly sam-
pling from articles that did not have the relevant index to cre-
ate a 1:1 ratio of positive and negative articles in each dataset.

An 80/10/10 split was created through random sampling 
for the training, validation, and test datasets. The hyperpara-
meters of all the models, bar the clinical trial classifier, were 
optimized via a cross-validated grid-search on the training 
data, while performance was evaluated on the test data. The 
validation set was created beforehand for optimizing the 
hyperparameters of future models and to ensure consistency 
in the data used between experiments.

To develop and evaluate the study design classification, the 
data were again split randomly in a 4:1 ratio for training and 
evaluation, respectively. A binary “bag-of-words” method 
was used to convert text to numeric vectors, with “stop- 
words” (very common words with low informational con-
tent, such as “and,” “but,” or “of”) removed as a preprocess-
ing step. Our bag-of-words representation considered n- 
grams (consecutive word sequences) ranging from 1 to 4 in 
length. We used a series of logistic regression models with L2 
regularization to model each study design under considera-
tion. We implemented the vectorization using a hashing vec-
torizer, and models using stochastic gradient descent; both 
using the Scikit-learn package in Python.

Development of online database

The 2 models described above were used within the develop-
ment of an online tool, the FAIR (Finding Accessible Inequal-
ities Research) Database. (This name was selected because it 
combines the ethical imperative of health equity with the 
FAIR acronym which is increasingly used to describe good 
practice in sharing research data (being Findable, Accessible, 
Interoperable, and Reusable): https://www.go-fair.org/fair- 
principles/.) The overall workflow of the database is summar-
ized in Figure 1.

Identification of relevant studies

Records for inclusion in the database are first identified using 
a combination of Microsoft Academic “Field of Study” 
(topic) searches (using “health equity” and “social determi-
nants of health”) and machine learning tools which have 
been previously described for locating references when main-
taining a surveillance of COVID-19 (coronavirus disease 
2019) research.18

Automatic classification

Open Alex does not provide information about study type or 
PROGRESS-Plus categories so this information is added to 
relevant records using the tools described earlier. In addition, 
included studies were also associated with selected categories 
from the Wikipedia hierarchy which provides additional 
information beyond the study type and PROGRESS-Plus cat-
egories. Wikipedia was chosen since we found that topics in 
public health, particularly those concerned with health 
inequalities, to be well developed and well structured. The 
use of Wikipedia allows the included studies to be navigated 
using an existing hierarchical structure that may be familiar 
to the database’s intended users. For example, to identify 
studies in the database related to a particular disease of inter-
est. An additional benefit is that Wikipedia provides sum-
mary text and (in many cases) illustrative images for concepts 
in the hierarchy which can support navigation. The Wikipe-
dia hierarchy was analyzed and a set of candidate Wikipedia 
categories identified. It was observed that those “public 
health,” “social inequality,” “diseases of poverty,” 
“neglected tropical diseases,” and “tropical disease” in the 
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hierarchy provided good coverage of the database’s subject 
matter, although they did not cover common diseases. These 
were added using a list available from the NHS Scotland 
Inform website (https://www.nhsinform.scot/illnesses-and- 
conditions/a-to-z). Studies were matched onto this set of cate-
gories using a simple matching method based on the similar-
ity of the text of the study and Wikipedia page. We were 
unable to directly evaluate this approach due to a lack of 
gold-standard data.

The FAIR database is implemented within EPPI-Reviewer, 
existing software infrastructure developed at UCL’s EPPI- 
Centre. It is a “review” (or “map”) within this software and 
configured so that new records are automatically added every 
2 weeks then analyzed using the automatic classification tech-
niques which are implemented within Microsoft’s Azure 
architecture.19 The database was populated with records 
identified from the >240 million records in the Microsoft 
Academic dataset and now maintained with a feed of records 
from the OpenAlex dataset. (https://openalex.org/. The 
OpenAlex dataset was designed to replace Microsoft Aca-
demic which closed at the end of 2021.)

Results

Health inequality identification

Accuracy of Progress-Plus identification was evaluated using 
standard metrics: recall, precision, F1, and area under the 
receiver operating characteristics curve (AUROC). Four mod-
els were created: binary_bert and multilabel_bert which treat 
the problem as a binary/multilabel classification task respec-
tively (see above) and binary_bert (with journal) and multila-
bel_bert (with journal) which make use of the journal title in 
addition to the title and abstract.

Performance of these 4 models is shown in Table 1. All 
approaches achieved micro averaged F1 scores in the range 
0.62-0.65. However, average conceals considerable variation 
in performance between PROGRESS-Plus categories. Table 2 
shows that performance for all metrics varied considerably 
between categories, with the best F1 scores (in bold) varying 
between 0.308 (for the Social category) and 0.777 (for Gen-
der). This difference in performance can largely be attributed 
to the variation in the distribution of PROGRESS-Plus cate-
gories in the dataset, which affects the number of examples 
available to train the model (see Figure 2).

Figure 1. FAIR database workflow.
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Study design classification

The other supervised machine learning models in this task 
were those that denoted the study design of research in the 
database. Again, we evaluated F1, recall, precision, and 
AUROC.

Table 3 shows the performance of the study type design 
models. Overall, they are consistently accurate with the sta-
tistics for the systematic review and protocol models being 
particularly good. At the other end of the scale, the model 
has had more difficulty with Guidelines; while recall is good, 
precision is notably lower for this type of study.

FAIR database

The homepage for the FAIR database is shown in Figure 3. 
On the right is a pie chart showing the distribution of 
research according to the PROGRESS-Plus criteria. Clicking 
any segment of the pie chart will result in the records in the 
selected category being listed. On the left are the Wikipedia 

categories organized into a browsable hierarchy along with 
the various study designs modeled in Task 1. If a user selects 
a category on the left and clicks “list records,” then a “topic” 
page appears, containing information from Wikipedia, and 
the records assigned to that category (Figure 4). 
“Sensemaking” is supported by the summary information 
from the Wikipedia page along with a graphic to break up 
the text. The pie chart summarizing PROGRESS-Plus infor-
mation is now filtered to include only research within the 
selected topic. Users can interact with the research on the 
topic using the list at the bottom of the screen.

The categories on the left can be combined using Boolean 
AND NOT to query the database in flexible ways, and free text 
searches on titles, abstracts, authors, and publication year can 
be conducted using the text entry box at the top of the screen.

All lists of results take a standard form, no matter which 
method was used to identify them, allowing users to download 
the records in text, spreadsheet, and RIS form (Figure 5).

Table 1. PROGRESS-Plus classification performance.

Model micro F1 macro F1 macro AUROC

binary_bert 0.647 (0.646, 0.648) 0.544 (0.542, 0.546) 0.693 (0.692, 0.694)
binary_bert (with journal) 0.620 (0.619, 0.621) 0.505 (0.503, 0.507) 0.674 (0.673, 0.675)
mutlilabel_bert 0.651 (0.650, 0.652) 0.481 (0.479, 0.482) 0.670 (0.670, 0.671)
mutlilabel_bert (with journal) 0.649 (0.648, 0.650) 0.521 (0.519, 0.523) 0.681 (0.680, 0.682)

Table 2. Per-category performance of PROGRESS-Plus classification.

Label count Label proportion Recall Precision Best model F1

Place 844 0.421 0.756 (0.754, 0.758) 0.760 (0.758, 0.762) 0.758 (0.756, 0.760)
Race 831 0.413 0.680 (0.678, 0.682) 0.667 (0.665, 0.669) 0.673 (0.671, 0.675)
Occupation 300 0.145 0.241 (0.237, 0.245) 0.438 (0.433, 0.443) 0.311 (0.307, 0.315)
Gender 983 0.483 0.793 (0.791, 0.795) 0.760 (0.758, 0.762) 0.777 (0.776, 0.778)
Religion 59 0.028 0.429 (0.419, 0.439) 0.375 (0.355, 0.395) 0.400 (0.387, 0.413)
Education 513 0.246 0.594 (0.591, 0.597) 0.594 (0.591, 0.597) 0.594 (0.591, 0.597)
Socioeconomic 794 0.391 0.690 (0.688, 0.692) 0.609 (0.607, 0.611) 0.647 (0.645, 0.647)
Social capital 155 0.068 0.211 (0.206, 0.216) 0.571 (0.560, 0.582) 0.308 (0.302, 0.314)
Plus 619 0.297 0.415 (0.412, 0.418) 0.700 (0.697, 0.703) 0.521 (0.519, 0.523)

Figure 2. Association between number of labeled examples available and model performance across PROGRESS-Plus categories.
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Finally, users can examine any individual record in detail. 
This screen provides full bibliographical information and 
links for further information, including the automatically 
applied classifications of study type, PROGRESS-Plus cate-
gory, study type, and Wikipedia category (Figure 6).

The database currently (February 2024) contains over 
192 000 records and is continually updated as new studies 
are published.

Discussion

Development of FAIR demonstrates that it is possible to 
develop and apply NLP (Natural Language Processing)-based 
automation technologies to create a publicly accessible and 
regularly update database focused on inequalities in health. 
The research it contains augments other processes of finding 
information and is accessible in resource-limited contexts. 
This work represents a much needed corrective to the way 
that automation techniques are currently focused on medical 
interventions.20,21 The challenges in public health are argu-
ably greater, but this area has received much less attention, 
increasing the relative costs of doing evidence synthesis of 
public health research in comparison to more clinical areas. 
Other tools to support discovery of research, such as schol-
arly bibliographic databases may lie behind expensive 

paywalls, may not contain the breadth of research available 
from OpenAlex, and are sometimes not well-indexed and dif-
ficult to use.

The creation of this database has been supported by the 
development of tools to identify and classify public health 
research related to inequalities, particularly study type and 
PROGRESS-Plus category. The study design classifier proved 
to be accurate in most cases which was expected since this 
problem has already been explored and a large volume of 
training data is readily available from PubMed. However, 
identifying PROGRESS-Plus categories proved to be more 
challenging. For example, the “Social capital” and 
“Religion” categories have not been applied to any studies. 
There are multiple potential causes for the lower accuracy of 
the PROGRESS-Plus classifier: (1) the relatively small volume 
of labeled training data available; (2) the primary research 
studies used to derive this annotated data were developed by 
different teams working on substantive reviews, so it is quite 
possible that the PROGRESS-Plus criteria have been applied 
differently in different reviews; and (3) information relevant 
to the assignment of PROGRESS-Plus categories may not 
always be present in the titles and abstracts of records. The 
annotated dataset created to support the development of the 
PROGRESS-Plus classifier will support future exploration of 
these possible causes. However, even noisy class labels, such 

Table 3. Performance of study design classifier models.

Precision Recall F1 AUCROC

RCT 0.889 (0.887-0.892) 0.950 (0.948-0.952) 0.919 (0.916-0.921) 0.923
Systematic review 0.965 (0.962-0.968) 0.986 (0.983-0.988) 0.975 (0.973-0.978) 0.99
Case control study 0.808 (0.799-0.817) 0.889 (0.881-0.897) 0.847 (0.838-0.855) 0.92
Clinical trial 0.768 (0.765-0.771) 0.855 (0.852-0.857) 0.809 (0.806-0.812) 0.821
Cohort study 0.813 (0.804-0.821) 0.863 (0.855-0.870) 0.837 (0.829-0.845) 0.844
Guideline 0.457 (0.446-0.469) 0.955 (0.948-0.962) 0.618 (0.606-0.631) 0.847
Consensus study 0.653 (0.629-0.678) 0.933 (0.917-0.948) 0.768 (0.746-0.791) 0.838
Qualitative study 0.888 (0.867-0.910) 0.951 (0.934-0.965) 0.918 (0.899-0.937) 0.919
Protocol 0.982 (0.971-0.998) 0.991 (0.980-1.000) 0.986 (0.976-0.999) 0.986

Figure 3. FAIR home page.
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as those provided by the PROGRESS-Plus classifier, may 
prove to be useful within an exploratory search environment 
such as the FAIR database since they offer the user some 
information about the domain. In addition, it would be useful 
for a future study to explore the performance of large lan-
guage models for this task. While it seems unlikely that they 
would be able to overcome the main barrier to classification 
that we identified—the lack of detail in the abstracts—they 
may be able to bring some improvement in performance 
(though possibly marginal).

Conclusions

This article described the development of the FAIR database 
which is designed to facilitate access to the diverse evidence 
base in the field of public health. This tool enables research-
ers, policymakers, and practitioners to identify relevant 
research to inform decision-making in this area. The database 
is freely available and regularly updated. It demonstrates that 
automation tools for evidence analysis can be developed and 
applied to public health research, as well as the clinical 

Figure 4. A FAIR “topic” page.

Figure 5. List of search results.
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domains they are more commonly used in. We hope that the 

database is a useful resource for those who need to access the 

public health research literature.
We plan to continue to develop the database and to refine 

the automation tools underpinning it. In particular, we plan 

to explore methods for improving the assignment of 

PROGRESS-Plus categories and used feedback from users to 

inform future development.
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