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A B S T R A C T

Episodic events are typically retrieved and forgotten holistically. If you recall one element (e.g., a person), you 
are more likely to recall other elements from the same event (e.g., the location), a pattern that is retained over 
time in the presence of forgetting. In contrast, representations of individual items, such as objects, may be less 
coherently bound, such that object features are forgotten at different rates and retrieval dependency decreases 
across delay. To test the theoretical prediction that forgetting qualitatively differs across levels in a represen-
tational hierarchy, we investigated the potential dissociation between event and item memory across five ex-
periments. Participants encoded three-element events comprising images of famous people, locations, and 
objects. We measured retrieval accuracy and the dependency between the retrieval of event associations and 
object features, immediately after encoding and after various delays (5 h to 3 days). Across experiments, retrieval 
accuracy decreased for both events and objects over time, revealing forgetting. Retrieval dependency for event 
elements (i.e., people, locations, and objects) did not change over time, suggesting the holistic forgetting of 
events. Retrieval dependency for object features (i.e., state and colour) was more variable. Depending on 
encoding and delay conditions across the experiments, we observed both fragmentation and holistic forgetting of 
object features. Our results suggest that event representations remain coherent over time, whereas object rep-
resentations can, but do not always, fragment. This provides support for our representational hierarchy frame-
work of forgetting, however there are (still to be determined) boundary conditions in relation to the 
fragmentation of object representations.

1. Introduction

Real-world events are complex in nature and are composed of varied 
multisensory information about where we were, who we were with, and 
what we were doing. Although we are often able to remember such 
events in vivid detail (Tulving, 1983), recollecting the constituent parts 
of the event precisely and accurately (Wagenaar, 1986), we also forget 
over time (Ebbinghaus, 1885; Murre & Dros, 2015). Sometimes we 
might forget the entire event, and other times we might remember most 
of the event elements (e.g., the location and person), but forget specific 
perceptual details. For example, we might remember a friend giving us a 
present in a coffee shop but forget the colour of the wrapping paper. 
Forgetting can therefore vary across events and can occur at multiple 
levels – from perceptual details to higher-level event elements 
(Andermane, Joensen, & Horner, 2021; Fisher & Radvansky, 2019; 

Sacripante, Logie, Baddeley, & Della Sala, 2022; Sadeh, Ozubko, 
Winocur, & Moscovitch, 2014).

Research on forgetting has typically focused on the rate and form of 
forgetting (Berens, Richards, & Horner, 2020; Ebbinghaus, 1885; Rubin 
& Wenzel, 1996) as well as whether forgetting occurs via interference or 
decay (Jenkins & Dallenbach, 1924; McGeoch, 1932; Underwood, 
1957). More recently, several studies have asked whether forgetting is 
‘holistic’ in nature – when we forget one detail of an event do we also 
forget other details of the same event (Brady, Konkle, Alvarez, & Oliva, 
2013; Joensen, Gaskell, & Horner, 2020)? For example, if we experience 
an event consisting of a location, person, and object, do we forget ho-
listically such that we forget all three elements together, or does the 
event representation fragment over time such that we forget some ele-
ments but not others? Similarly, if we encounter an object with multiple 
features (e.g., shape, colour, state etc.), do we forget all these features 
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together, or do we forget some features but not others (e.g., we 
remember the state but not the colour)? Regardless of whether we are 
discussing events (and the elements that make up an event) or objects 
(and the features that make up an object), the central question is 
whether mnemonic representations are forgotten holistically, in an “all- 
or-none” manner, or instead fragment over time.

In relation to events, and the elements that make up an event, we 
have recently provided evidence that forgetting is holistic in nature. If 
we forget one element of an event (e.g., the location), we tend to also 
forget the other elements (e.g., the person and object) (Joensen et al., 
2020). Participants learnt individual elements (i.e., locations, objects, 
and people) as overlapping word pair associations (kitchen-hammer, 
hammer-Barack Obama, Barack Obama-kitchen) and were asked to ima-
gine the associations vividly, such that across three encoding trials the 
three elements formed a coherent episodic ‘event’. Immediately after 
encoding, and after various delays, participants’ memory of the event 
associations was tested. We used a measure of retrieval dependency – 

whether one element is more likely to be retrieved given another 
element from the same event is also retrieved – to assess whether 
forgetting is holistic. We have previously used retrieval dependency to 
demonstrate that event retrieval is holistic and that it is underpinned by 
a hippocampal pattern completion process (Grande et al., 2019; Horner, 
Bisby, Bush, Lin, & Burgess, 2015; Horner & Burgess, 2013, 2014). To 
assess forgetting, we measured retrieval dependency immediately after 
encoding and after a delay, where forgetting has occurred. If retrieval 
accuracy decreases over time (i.e., forgetting takes place) but retrieval 
dependency remains consistent, this would suggest that event elements 
are forgotten holistically. However, if retrieval dependency decreases 
over time (alongside decreases in accuracy), this would suggest that 
event elements are forgotten in a more fragmented manner. Across four 
experiments, we found no evidence for decreases in retrieval de-
pendency, despite significant forgetting (Joensen et al., 2020). Thus, we 
provided evidence for holistic forgetting of event elements.

In support of the proposal that event elements are both encoded and 
forgotten in a holistic manner, Cooper and Ritchey (2019) assessed 
memory for spatial context and object colour using a ‘precision’ memory 
paradigm (Cooper & Ritchey, 2019). They found retrieval dependency 
for spatial context and object colour in relation to ‘gist’ accuracy (i.e., 
whether participants remembered both elements with a certain degree 
of accuracy), however the precision with which they remembered each 
element were unrelated. This suggests the binding of event elements 
might occur at a more general ‘gist’ or ‘semantic’ level (e.g., a mug in an 
office) and that the features of each element are represented more 
independently (e.g., a green mug in a small office). Similar questions 
have been asked in the source memory literature, where retrieval de-
pendency is assessed for different ‘sources’ of a visually presented word 
– for example the location and font of the word – with evidence both for 
and against holistic binding (Meiser & Bröder, 2002; Starns & Hicks, 
2005, 2008). Importantly, the Cooper and Ritchey (2019) and source 
memory studies did not look at forgetting via changes in retrieval de-
pendency over time (as in Joensen et al., 2020 and the present 
experiments).

While event elements are forgotten in a holistic (all-or-none) 
manner, this may not be the case for the features that make up an object. 
For example, object features like an object’s exemplar, state, and colour 
have been found to fragment as a function of forgetting (Brady et al., 
2013). First, the state and colour of an object were shown to be forgotten 
at different rates. Second, retrieval dependency was shown to decrease 
after a delay; the successful retrieval of one object feature (e.g., exem-
plar) no longer predicted the retrieval of another feature (e.g., state). 
Based on these findings Brady and colleagues concluded that object 
representations fragment over time – the different features of an object 
were not bound together at encoding and were therefore forgotten 
independently of each other. This independent encoding of object fea-
tures is further supported by Utochkin and Brady (Utochkin & Brady, 
2020). If participants learn two similar objects (e.g., a mug) which differ 

in both exemplar and state (e.g., full or empty), they can successfully 
remember exemplars and states, but struggle to remember which 
exemplar was in which state. Further, following the encoding of a spe-
cific object exemplar in a specific state, showing the exemplar in a 
different incongruent state at test did not significantly decrease retrieval 
accuracy. This was not the case when manipulating hue and brightness, 
two features that are integral to the perception of colour and therefore 
are more likely to be bound. Although not focused on forgetting, these 
results strengthen the proposal that certain object features are encoded 
and forgotten independently.

However, there have also been contrasting findings suggesting that 
object features may be forgotten holistically. Using a different statistical 
method to assess retrieval dependency from Brady et al. (2013), Balaban 
and colleagues (Balaban, Assaf, Arad Meir, & Luria, 2020) provided 
evidence for holistic forgetting across several different features: exem-
plar, state, material, and orientation. They also varied the nature of the 
encoding task and the duration of stimulus presentation time at 
encoding. Across five experiments they found no evidence for frag-
mented forgetting. Critically, they always tested memory for exemplars 
relative to either state, material, or orientation and their multinominal 
modelling approach provided evidence for a hierarchical representation. 
Remembering the object exemplar was predictive in relation to 
remembering state, material, or orientation, but remembering one of 
these latter features wasn’t necessarily predictive of remembering 
exemplar. Thus, it is possible that the lack of fragmentation in Balaban 
et al. (2020) is a function of testing object exemplar. Note, however, that 
this can’t fully explain why Brady et al. (2013) did find evidence of 
fragmentation given they tested object exemplar and state.

One proposal is that objects and their features can be represented 
both holistically and/or independently (Kuhbandner, 2020), dependent 
on the encoding and task conditions. For example, Spachtholz and 
Kuhbandner (2017) provided evidence that the emotional affect of the 
participant at encoding modulated the extent to which object features 
were holistically represented. Specifically, positive affect increased 
retrieval dependency, suggesting more holistic representations, relative 
to negative affect. Further support for this proposal comes from Li et al. 
(2022) who showed that object features might be bound at a ‘lower 
resolution’ (e.g., green) but represented with higher resolution (e.g., this 
specific green) in an independent manner (Li, Fukuda, & Barense, 2022). 
Thus, object representations might be hierarchical in manner (Brady, 
Konkle, & Alvarez, 2011), with precise representations of features rep-
resented independently and less precise representations of features 
being bound together further up the representational hierarchy.

Although evidence for fragmentation of object features is mixed, it is 
possible that fragmentation does occur under certain conditions and 
evidence for object features being represented more holistically (Ceraso, 
Kourtzi, & Ray, 1998; Duncan, 1984; Vogel, Woodman, & Luck, 2001; 
Wilton, 1989) and more independently (Oberauer & Eichenberger, 
2013; Olson & Jiang, 2002; Reinitz, Lammers, & Cochran, 1992) in both 
short-term and long-term memory exist in the literature. It is therefore 
likely that, under specific conditions, object features are represented and 
forgotten independently, in contrast to the more holistic forgetting of 
event elements. To explain this possible dissociation between object- 
based and event-based representations, we recently proposed a model 
where forgetting qualitatively differs across different levels in a repre-
sentational hierarchy (Andermane et al., 2021). Specifically, we pro-
posed that objects and their features are represented across the ventral 
visual stream, with individual features represented independently in 
distinct regions (Grill-Spector, Kourtzi, & Kanwisher, 2001; Martin, 
Douglas, Newsome, Man, & Barense, 2018) that converge on the peri-
rhinal cortex (Barense, Gaffan, & Graham, 2007; Bussey & Saksida, 
2007). As these object features are represented independently, we 
reasoned they would be more likely to show fragmented forgetting. 
Specifically, feature-specific interference (Sadeh et al., 2014; Sadeh, 
Ozubko, Winocur, & Moscovitch, 2016) might induce forgetting for one 
object feature without impacting memory for the other features of the 
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object. We also proposed that event elements were bound more holis-
tically in the (posterior) hippocampus (Cohen & Eichenbaum, 1993; 
Horner & Doeller, 2017; Marr, 1971; Mayes, Montaldi, & Migo, 2007; 
Scoville & Milner, 1957; Teyler & DiScenna, 1986), resulting in a more 
holistic form of forgetting. Here, due to more pattern separated repre-
sentations in the hippocampus (Bakker, Kirwan, Miller, & Stark, 2008; 
Berron et al., 2016; LaRocque et al., 2013; Motley & Kirwan, 2012; 
Neunuebel & Knierim, 2014; Yassa & Stark, 2011), holistic forgetting is 
more likely a consequence of decay (Hardt, Nader, & Nadel, 2013; Sadeh 
et al., 2014).

In the present series of experiments, we tested the hypothesis that 
events and their constituent elements are forgotten holistically, whereas 
objects and their features can be forgotten in a more fragmented 
manner. To our knowledge, one previous study has assessed this possible 
distinction using novels that contained both event elements and features 
of objects, finding no evidence for decreases in dependency for either 
level of representation over time (Parra, Antes, & Radvansky, 2024). 
Here we used visual stimuli (images of locations, people, and objects) to 
(1) test the boundary conditions for the lack of fragmentation seen 
previously for events (Joensen et al., 2020; Parra et al., 2024) and (2) 
make our object-level results more comparable to the object memory 
literature (Balaban et al., 2020; Brady et al., 2013). While the distinction 
between holistic and fragmented forgetting is binary – no decrease in 
dependency is evidence for holistic forgetting and any decrease is evi-
dence for fragmented forgetting – fragmentation itself can vary along a 
continuum. You can have more or less fragmentation, leading to larger 
vs smaller decreases in dependency over time. For simplicity, we refer to 
holistic vs fragmented forgetting throughout the manuscript, focussing 
on the presence vs absence of evidence for fragmentation, rather than 
the amount of fragmentation.

Although evidence exists for holistic forgetting of events (Joensen 
et al., 2020) and fragmented forgetting of objects (Brady et al., 2013), 
this potential dissociation has not been tested in a single experimental 
framework using the same stimuli. Critically, whereas Joensen et al. 
(2020) used written word stimuli, Brady et al. (2013) used images of 
objects. Thus, any potential dissociation can currently be explained by 
stimulus differences. We therefore created a novel experimental 
approach where participants encoded ‘events’ with three elements – a 
location, famous person, and object – where each element was a visual 
image. Further, each object within an event had two distinct features – 

colour and state. This allowed us to assess memory, and retrieval de-
pendency, for event elements (e.g., if we cue with location can you 
remember the object?) and object features (e.g., can you remember 
which state and colour this object was presented in?) while keeping 
encoding conditions consistent. We only tested memory for object fea-
tures, and not location or person features, to be more comparable with 
the object memory literature and because we were able to use the same 
stimulus set as in Brady et al. (2013) where the colour and state of ob-
jects were systematically manipulated.

We tested memory across several delays to assess retrieval de-
pendency for event elements and object features as a function of 
forgetting. We aimed to replicate the findings of Joensen et al. (2020), 
showing that event elements were forgotten holistically (even when 
using visual rather than verbal stimuli), and to further investigate the 
possible fragmentary nature of forgetting for objects. We did not test the 
prediction of our hierarchical framework that object features are 
forgotten via interference whereas event elements are forgotten via 
decay, however we return to this topic in the general discussion. 
Although the manner of testing event elements and object features dif-
fers somewhat in our experiments, to be as similar as possible to the 
manner in which Joensen et al. (2020) and Brady et al. (2013) tested 
events and objects respectively, the encoding conditions as are similar as 
possible (identical in Experiment 3) between conditions, and thus our 
experiments represent the first systematic attempt to directly test for 
differences between events and objects in relation to holistic vs frag-
mented forgetting.

Across five experiments (Experiments 1–4 were preregistered: 
Experiment 1 https://osf.io/vhtc3, Experiment 2 https://osf.io/gxdtr, 
Experiment 3 https://osf.io/kjq4u, Experiment 4 https://osf.io/32zwm, 
Experiment 5 was not preregistered), we provide evidence for holistic 
forgetting of events, and evidence for both fragmentation and holistic 
forgetting of objects. Experiment 1 assessed forgetting of event ele-
ments, providing evidence for holistic forgetting. Experiment 2 assessed 
forgetting of object features, providing evidence for fragmentation. 
Experiment 3 assessed both event elements and object features in a 
within-subject design, providing evidence of holistic forgetting for both 
events and objects. Experiment 4 provided further evidence for holistic 
forgetting of objects when objects were tested across two delay periods. 
In Experiment 5, we only presented object stimuli, and varied encoding 
duration, providing evidence for fragmentation when encoding time was 
reduced. Although we are not able to identify the precise boundary 
conditions under which object features fragment, our results reconcile 
previous discrepancies in the literature, suggesting objects can be 
(though are not always) forgotten in a fragmented manner. More 
broadly, the holistic forgetting of events and the (sometimes) frag-
mented forgetting of objects provides support for our hierarchical model 
of forgetting (Andermane et al., 2021).

2. Experiment 1

Experiment 1 assessed whether the retrieval of event elements (i.e., 
locations, people, and objects) remains holistic in the presence of 
forgetting. We assessed retrieval accuracy and dependency immediately 
after encoding and after a 3-day delay. We predicted that accuracy 
would decrease across delay, consistent with the presence of forgetting, 
whereas retrieval dependency would not decrease, consistent with the 
presence of holistic forgetting. This pattern of results would replicate 
those of (Joensen et al., 2020) but for visual images (images of locations, 
people, and objects) rather than verbal stimuli (written words).

2.1. Methods

2.1.1. Participants
Fifty-six participants were recruited for this two-part online experi-

ment via Prolific (www.prolific.co). All participants across Experiments 
1–5 provided informed consent and all experiments were approved by 
the University of York Psychology Department Ethics Committee. To be 
eligible for recruitment, participants had to be native English speakers 
(aged 18 to 40) who have lived in the UK for 5 or more years, with 
normal or corrected-to-normal vision and no colour-blindness. Partici-
pants were further excluded if memory performance was <30 % or > 95 
% in the immediate testing condition. Of the participants who started 
the experiment, 39 participants (Mean age = 30, SD = 6.03; 7 male, 32 
female) completed both sessions, met the pre-registered inclusion 
criteria and were retained in the analyses. The other 17 participants (30 
%) were excluded due to one of the following reasons: not returning for 
the final session (4), having an immediate retrieval accuracy at or above 
95 % (8), or having an immediate retrieval accuracy at or below 30 % 
(5). Note, this high exclusion rate relates primarily to retrieval accuracy 
(floor and ceiling effects).

Although accuracy is an important dependent variable for assessing 
the presence of forgetting, it is not the central dependent variable. 
Retrieval dependency is the critical theoretically relevant variable that 
we use to draw conclusions related to holistic vs fragmented forgetting. 
To accurately estimate retrieval dependency, we need sufficient varia-
tion across trials, and thus floor and ceiling effects affect our ability to 
achieve this. If participants are not at floor or ceiling, retrieval de-
pendency is independent of retrieval accuracy and thus excluding based 
on accuracy is highly unlikely to bias our effects in relation to retrieval 
dependency.

We conducted a power analysis based on six published studies 
(Bisby, Horner, Bush, & Burgess, 2018; Horner et al., 2015; Horner & 
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Burgess, 2013, 2014; Joensen et al., 2020; Ngo, Horner, Newcombe, & 
Olson, 2019) that all presented complex episodic events consisting of 
three elements (object, person, location) at encoding. This analysis 
included 22 experiments where dependency (between remembering the 
identity of event elements) was assessed in the data relative to the model 
of independent retrieval. The effect sizes for this comparison, as well as 
the corresponding sample sizes, were collated. The power analysis was 
conducted separately for experiments where dependency was assessed 
immediately after encoding (16 experiments) versus after a week delay 
(3 experiments) and the effect sizes were weighted by the sample of each 
experiment. Overall, the power analysis indicated that for 95 % power to 
detect a significant retrieval dependency (α = 0.05) with an effect size of 
Cohen’s d = 0.95, a sample of N = 16 was required. This estimate was 
the same for both immediate and week delayed tests.

We also conducted a power analysis based on the study by Brady 
et al. (2013) who investigated forgetting of object features, as we 
intended to test the same effects in further experiments. We first esti-
mated the required sample to detect retrieval dependency between 
remembering colour given state and state given colour immediately 
after encoding. We used the smallest effect immediately after encoding, 
i.e., dependency for remembering state given exemplar (d = 1.2) to 
inform this analysis. Detecting dependency immediately after encoding 
with 95 % power (α = 0.05) would require a sample of N = 12. We then 
calculated the required sample to detect a change in dependency after a 
delay with a power of 95 % (using the effect size for the change in de-
pendency of remembering the exemplar given state after 3 days (d =
0.75) (α = 0.05). The recommended sample size for detecting this effect 
was N = 26. Since the smallest effect size of interest in Brady et al. 
(2013) was based on a sample of only 13 people, it may be that the true 
effect in the population is smaller, with lower 95 % CI being d = 0.2. In 
the case of it being smaller (e.g., d = 0.5), we would still be able to detect 
this effect with 80 % power in a sample of 34 participants. We therefore 
aimed to acquire approximately N = 30 (usable datasets).

We over-recruited in the present study (N = 39 usable datasets). This 
was due to the fact that we were testing online with a delayed final test 
and it was difficult to estimate how many participants to recruit to 
ensure the correct number of usable datasets following exclusions. For 
the full pre-registration of this experiment, see: https://osf.io/vhtc3. 
Note, we preregistered and piloted (N = 11) a similar version of this 
experiment (https://osf.io/cvqre) prior to this experiment. The longer 
encoding times of the first experiment resulted in performance being at 
ceiling. We therefore stopped data collection on this first experiment, 
changed encoding presentation time to decrease memory performance, 
and preregistered a new study which we carried out to completion.

2.1.2. Materials
The memory task was designed using the experiment builder of the 

online platform Gorilla (https://app.gorilla.sc/). Each event consisted of 
three elements: an image of an object, a location, and a famous person. 
For the purposes of creating the events, sixty images of objects were 
obtained from the database of real-world objects used by Brady et al. 
(2013), sixty images of scenes were obtained from a database of scenes 
(Konkle, Brady, Alvarez, & Oliva, 2010) and additional google image 
searches, and sixty images of famous people were obtained via Google 
image searches (see http://bradylab.ucsd.edu/stimuli.html for the full 
database of objects and scenes).

All object images were originally without background and the 
background was removed from the images of the celebrities (via the 
webpage www.remove.bg). Each of the sixty object identities were 
manipulated in terms of colour and state, creating four images of each 
object. The manipulation of state differed across objects, depending on 
the type of object being tested. Examples included a coffee cup that is 
full or empty, a toolbox with the lid open or closed, an analogue clock 
showing different times, an umbrella that is open or closed, and a chess 
board at different orientations. Two colours and two states per object 
were crossed resulting in an object with colour A and state A, colour A 

and state B, colour B and state A, and colour B and state B (the manip-
ulation of colour and state was used to test object memory in Experiment 
2, but was included here to ensure the experiments were as similar as 
possible). One of these four object images was chosen randomly for each 
of the 60 objects, which was then assigned to one of the events to be 
presented at encoding. The colours of the objects used in the study were 
carefully selected from the database so that the proportion of each 
colour was balanced in relation to the others. All images were cropped or 
re-sized to be 256 × 256 in size.

2.1.3. Design
Experiment 1 had a within-subjects design with a factor of Delay 

(two levels: Test phase T1 and T2). T1 was conducted immediately after 
encoding (following a brief break where the retrieval task was 
explained) and T2 was conducted after 3 days. The dependent measures 
of interest for the pre-registered analyses were retrieval accuracy (pro-
portion) and retrieval dependency (see below) of event elements.

2.1.4. Procedure
The experiment consisted of an immediate session comprising a 

study phase and immediate test phase (T1), and a session 3 days later 
comprising a delated test phase (T2). Participants were recruited online 
via Prolific and provided informed consent before commencing with the 
study. A demographic questionnaire, detailed on-screen instructions, 
and one study phase practice trial were presented before participants 
could proceed to the study phase.

For an illustration of the basic trial structure and the stimuli used for 
event memory tasks, see Fig. 1. The same encoding structure (with 
variations in encoding time) was used across Experiments 1–4. The same 
test structure was used to assess event memory in Experiments 1 and 2. 
In the study phase, participants learnt 60 novel events consisting of three 
elements (an object, a location, and a famous person) by viewing images 
of the elements on the screen and then imagining these interacting in a 
meaningful way to form an episodic event. On each study trial, 

Fig. 1. Schematic of study and test trials across experiments 1–4. 
At Study, for both the object and event task, triplets of locations, famous people, 
and objects were presented. Participants were required to pay attention to each 
triplet and imagine them interacting in a meaningful way. At Test, for the object 
task, we presented either the person or location as a cue, and participants had to 
select the associated object among 3 foils that manipulated both the colour and 
state of the object. For the event task, we presented either the location, person, 
or object as a cue, and participants had to select the correct associated item 
(location, person, or object) among 3 foils of other items of the same stimulus 
type that were associated with other triplets. See Methods of Experiments 1–4 
for experiment specific details. Experiment 5 only presented objects at Study 
and only tested individual objects (with no associated location or person cue) at 
Test (see Experiment 5 Methods).
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participants first saw a fixation point on the screen for 500 ms, followed 
by three images (e.g., telephone, beach, Beyoncé) for 2.5 s. The three 
event elements were always presented in the same locations to ensure 
consistency across encoding trials and participants, with the object in 
the top and middle of the screen, the location in the bottom left, the 
person in the bottom right (Fig. 1). This was followed by a blank screen 
with the instruction “Imagine…” for 4 s. During this final 4 s period 
participants were instructed to “imagine the object, the location, and the 
person you just saw interacting in some meaningful way”. Critically, 
they were encouraged to “visualise an event involving the three images 
you see” to encourage visualisation of all three elements with the visual 
properties presented on the screen (i.e., the colour and state of the ob-
ject) without drawing overt attention to the features of the objects. 
These instructions were designed to encourage attention to be paid to 
both the event elements and the visual properties of each element 
without focusing their attention specifically on the objects (and their 
features).

There was a blank inter-trial interval of 500 ms before the onset of 
the next trial. The study phase consisted of 60 trials, separated into four 
blocks. Participants were given an opportunity to take a break in be-
tween the blocks. The events were randomised, such that there were 5 
study lists with different elements making up each event; the partici-
pants were allocated evenly to each study list. The events presented 
within each of the four blocks in the study phase was fixed for each study 
list but the order of the events within a block and the blocks were pre-
sented randomly intermixed for each participant.

In the test phase of the episodic memory task, participants’ memory 
for the learnt event associations was tested by presenting one element 
from the event as a cue (e.g., beach) and asking them to select the 
associated target element (e.g., Beyoncé) among three foils from the 
same category (i.e., other famous people from the studied events). The 
test phase started with on-screen instructions and one practice trial. 
Participants were tested on each of the six possible element associations 
of each event (i.e., cue location and retrieve object, cue object and 
retrieve location, cue person and retrieve object etc.). Half of the events 
were tested at T1 (180 trials) and half were tested at T2 (180 trials). 
Within each session, the trials of the test phase were completed in six 
blocks of 30 trials, with an opportunity to take a break in between the 
blocks. The six blocks were necessary because each event was tested for 
each of the six possible cue-target associations. There were 5 versions for 
the test phase, corresponding to the 5 study lists where each list had 60 
events made up of a new (random) combination of object, location, 
person elements. Within each version of the test phase, the event asso-
ciations tested in each block were fixed but the order of presentation of 
these within a block and the block order was randomised.

On each test trial, participants saw a fixation point on the screen for 
500 ms, then the cue element image appeared alone for 2 s, followed by 
the four response option images appearing below the cue. One of the 
response options was the target involved in the same event as the cue, 
and other three were foils of the same category belonging to other events 
within that same testing session (i.e., immediate or delayed). The order 
of the available response options on the screen from left to right was 
random. The options remained on the screen for 4 s or until participants 
made a response by pressing one of the four keys (1–4). After a 500 ms 
blank interval participants saw a prompt “How confident are you in your 
choice?” on the screen, and again were asked to press the keys 1–4 (1 - 
not confident, 2 - slightly confident, 3 - moderately confident, 4 - very 
confident) to rate their confidence. The confidence rating prompt 
remained on the screen for 4 s or until response. There was a blank inter- 
trial interval of 500 ms before the onset of the next trial.

After T2, participants were asked to report whether they had prior 
knowledge of the famous people presented in the memory task via a 
celebrity check task. An image of each famous person from the experi-
ment was presented on the screen for 4 s or until response and partici-
pants pressed one of two keys to indicate if they know the celebrity or 
not. Participants also completed a Vividness of Visual Imagery (VVIQ) 

questionnaire (Marks, 1973). Analyses related to the VVIQ measures will 
be reported in a separate publication. Participants were asked to leave 
any feedback about the experiment in a comments box after completing 
each of the sessions (i.e., T1 and T2) and were reimbursed for their time 
at a rate of £8–9 per hour via Prolific.

If participants did not meet the inclusion criteria based on their 
performance in the episodic memory task at T1, they were still reim-
bursed for their time but were not invited back for T2. The exclusion 
criteria were as follows. For T1, participants were excluded from the 
study if they had accuracy of <30 % or > 95 %. We did not exclude any 
participants based on T2 performance.

2.1.5. Analyses

2.1.5.1. Retrieval accuracy and confidence. Mean retrieval accuracy 
(proportion) and mean retrieval confidence were calculated for the test 
phase of the episodic memory task at T1 and T2. As detailed in the pre- 
registration, timeouts on memory trials were converted to incorrect re-
sponses for the purposes of calculating retrieval accuracy and de-
pendency. At T1, 3.6 % of the memory trials (SD = 3.6 %) were timeouts, 
whereas at T2 4.2 % of the trials (SD = 5.2 %) were timeouts.

We also calculated what proportion of the celebrities the participants 
had knowledge of. On average, participants reported knowing 83 % of 
the famous people that were presented in the episodic events (SD = 20 
%). This gave us confidence that participants had sufficient semantic 
knowledge of the people we presented to be able to recognise them and 
imagine episodic events involving them at encoding.

2.1.5.2. Retrieval dependency. Retrieval dependency in the episodic 
memory task was calculated as in Joensen et al. (2020). For each 
participant, we created six 2 × 2 contingency tables for the observed 
data and independent model (see Table 1). The four cells for each table 
for the observed data reflected the count of retrieval trials where two 
elements (e.g., person and object) were retrieved when cued by the other 
element (e.g., location; ABAC) or where one element (e.g., location) was 
retrieved when cued by the two other elements (on separate retrieval 
trials; e.g., person and object; BACA), where the two separate retrieval 
trials of interest can either both be correct, both be incorrect, or one 
correct and one incorrect in either direction. Once constructed, we 
calculated the proportion of events where either both retrieval trials 
were correct or incorrect – called the proportion of joint retrieval (and 
non-retrieval).

Given this joint retrieval measure scales with accuracy, we con-
structed an independent model that predicts the level of joint retrieval 
for a given participant if retrieval trials within an event were not sta-
tistically related (Table 1). We calculated the probability, across all 
events, of (e.g.,) retrieving B when cued by A (PAB) and retrieving C 
when cued by A (PAC). For the ABAC contingency table, the probability of 

Table 1 
Contingency table for the independent model for correct and incorrect retrieval, 
over N events (ⅈ = 1 to N), for elements B and C when cued by A.

Retrieval of Element B
Retrieval of Element C Correct (PAB) Incorrect (1 − PAB)

Correct (PAC)
∑N

i=1 = PABi PACi

∑N
i=1 = PACi (1 − PABi )

Incorrect (1 − PAC)
∑N

i=1 = PABi (1 − PACi )
∑N

i=1 = (1 − PABi ) (1 − PACi )

For a given participant, the proportion of correct retrievals of, for instance, 
element B when cued by A is denoted by PAB (i.e., the mean performance for B 
when cued by A across all events). For the independent model, when cued by A, 
the probability of (1) correctly retrieving B and C (across all events) is equal to 
PAB PAC;(2) correctly retrieving B but not C is equal to PAB (1 − PAC);(3) correctly 
retrieving C but not B is equal to PAC (1 − PAB);and (4) incorrectly retrieving 
both B and C is equal to (1 − PAB) (1− PAC).
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retrieving both B and C correctly, when cued by A, if the two are sta-
tistically independent, is PAB*PAC (see Table 1 for the calculation for the 
remaining 3 cells in the contingency table). Once constructed, we 
calculated the proportion of joint retrieval for the independent model.

To calculate a measure of retrieval dependency for each participant 
we took the mean proportion of joint retrieval in the data across the six 
contingency tables and the same mean for the independent model and 
calculated the difference between these two means (observed joint 
retrieval – independent model joint retrieval). This resulted in a single 
measure of retrieval dependency at T1 and T2 per participant.

A dependency measure of zero reflects no evidence for retrieval de-
pendency and scores greater than zero reflect evidence for retrieval 
dependency. This measure has no clear upper bound (e.g., it does not 
scale between 0 and 1), and therefore the magnitude of the measure 
cannot be used to infer whether dependency is maximal or not. In terms 
of theoretical inference, any evidence for dependency greater than zero 
at a single timepoint we take as evidence for some degree of holistic 
retrieval. Critically, we use the difference between dependency at two 
timepoints (e.g., T1 vs T2) to infer the presence of holistic forgetting 
(when no evidence for a decrease in dependency is seen) or fragmented 
forgetting (where a significance decrease in dependency is seen between 
timepoints).

2.1.5.3. Preregistered analyses. We preregistered six statistical con-
trasts, three relating to retrieval accuracy and three to retrieval de-
pendency. In relation to retrieval accuracy, we first used one-sample t- 
tests (alpha p < .05) comparing retrieval accuracy at T1 and T2 sepa-
rately to 0.25 (i.e., chance level, given 4AFC test). We next directly 
compared retrieval accuracy in the immediate relative to delayed con-
dition in a paired-sample t-test to assess forgetting. Similar one-sample t- 
tests were conducted for retrieval dependency (comparing to 0) to assess 
dependency at both T1 and T2, and T1 and T2 were directly compared 
using a paired-sample t-test to assess dependency as a function of delay. 
We also report Bayes factors for all contrasts using Bayesian t-tests with 
a prior Cauchy distribution (r = 0.707) centred at 0. When evidence 
favours the alternative hypothesis we present BF10 and when evidence 
favours the null hypothesis we present BF01. All statistical analyses were 
conducted in JASP (JASP Team (2022) JASP (Version 0.16.3)). We did 
not preregister any analyses related to confidence (apart from in relation 
to correlations with VVIQ, which will be detailed in a separate 
publication).

2.1.6. Transparency and openness
In all studies we report how we have determined sample size, how we 

set data collection stopping rules (in relation to Bayes Factors), all data 
exclusions, all manipulations, and all measures collected. All pre-
registrations, data, and statistical analyses are available on the Open 
Science Framework (https://osf.io/zgra9/). Initial data analysis was 
conducted using MATLAB and R, including the calculation of retrieval 
dependency in R. All statistical analyses were conducted using JASP and 
R. All data figures were created in MATLAB.

2.2. Results

2.2.1. Preregistered analyses
Means (and SDs) for retrieval accuracy per condition across all ex-

periments are reported in Table 2. Means (and SDs) for raw proportion 
of joint retrievals for the observed data and independent model, and 
retrieval dependency, are reported in Table 3. We also report means 
(and SDs) for confidence in Table 4, however these are not analysed 
further in this publication.

Participants remembered the episodic events well at T1 (Mean ac-
curacy = 0.77, SD = 0.17); however, they experienced forgetting over 
the 3-day delay (T2 Mean accuracy = 0.42, SD = 0.14; see Fig. 2). 
Retrieval accuracy was significantly above chance (i.e., 0.25) at both T1 

(t38 = 19.32, p < .001, d = 3.09, BF10 = 1.35 × 1018) and T2 (t38 = 7.85, 
p < .001, d = 1.26, BF10 = 6.59 × 106). There was a significant reduction 
in retrieval accuracy from T1 to T2 (t38 = 15.43, p < .001, d = 2.47, BF10 
= 8.86 × 1014), providing clear evidence of forgetting.

We found clear evidence for retrieval dependency at both T1 (t38 =
5.55, p < .001, d = 0.89, BF10 = 7749) and T2 (t38 = 4.67, p < .001, d =
0.75, BF10 = 602). Importantly, there was no evidence for a decrease in 
retrieval dependency across delay (t38 = 1.65, p = .108, d = 0.26, BF01 =
1.68). Although the evidence for the null was anecdotal, the Bayes factor 
indicated more support for the null (i.e., no change in dependency) than 
the alternative hypothesis. Note that several participants (N = 6) 
reached floor performance at T2 (retrieval accuracy <30 %), which may 
have contributed to a numerical decrease in average retrieval 
dependency.

2.2.2. Non-preregistered analyses
Given the relatively high number of participants (N = 6) with <0.30 

accuracy at T2, we performed the same statistical analyses as above but 
with the removal of these low performing participants. Retrieval accu-
racy was significantly above chance (i.e., 0.25) at both T1 (t32 = 21.98, p 
< .001, d = 3.83, BF10 = 5.49 × 1017) and T2 (t32 = 9.10, p < .001, d =
1.58, BF10 = 4.81 × 107). We observed forgetting of episodic events 
from T1 (Mean accuracy = 0.80, SD = 0.14) to T2 (Mean accuracy =
0.45, SD = 0.13) (t32 = 15.23, p < .001, d = 2.65, BF10 = 1.79 × 1013). 
As previously with the full sample, we observed retrieval dependency at 
both T1 (t32 = 5.70, p < .001, d = 0.99, BF10 = 7240) and T2 (t32 = 4.65, 
p < .001, d = 0.81, BF10 = 439). There was no evidence for a decrease in 
retrieval dependency across delay (t32 = 1.31, p = .200, d = 0.23, BF01 =
2.46), with more evidence in favour of the null (i.e., no evidence of a 
decrease in dependency) than alternative hypothesis.

2.3. Discussion

The results of Experiment 1 suggested that episodic events learnt by 
viewing images and imagining associations between separate elements 
(i.e., an object, a location, and a famous person) are retrieved and 
forgotten holistically, as previously observed (Horner et al., 2015; 
Joensen et al., 2020). That is, if one element of an episodic event is 
retrieved, the other elements tend to be retrieved together but if the 
event is forgotten, it tends to be forgotten in its entirety. This statistical 
dependency between the retrieval of event elements did not decrease 
over time. These findings extend our previous findings by showing that 
this pattern of results is also seen for visual stimuli (images of locations, 
people, and objects) rather than verbal stimuli (written words), 
increasing the generalisability of our previous results. Given this repli-
cation and extension our next aim was to determine whether holistic 
retrieval and forgetting is observed for objects.

3. Experiment 2

In Experiment 2 we asked whether object features (specifically, ob-
ject state and colour) are retrieved together and if they fragment with 
forgetting (as in Brady et al., 2013). We used the same episodic memory 
task where participants encoded event associations, but tested memory 

Table 2 
Means (and Standard Deviations) for retrieval accuracy across Experiments 1–5 
at T1, and T2 (and T3 for Experiment 4).

T1 T2 T3
Experiment 1 – Events Between-subject 0.77 (0.17) 0.42 (0.14)
Experiment 2 – Objects Between-subject 0.59 (0.15) 0.37 (0.05)
Experiment 3 – Events Within-subject 0.73 (0.17) 0.49 (0.13)
Experiment 3 – Objects Within-subject 0.55 (0.13) 0.47 (0.10)
Experiment 4 – Objects 0.66 (0.13) 0.55 (0.13) 0.44 (0.10)
Experiment 5 – Objects Short Encoding 0.58 (0.19) 0.45 (0.20)
Experiment 5 – Objects Long Encoding 0.67 (0.16) 0.58 (0.15)
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for the object features. We hypothesised that objects should follow an 
independent forgetting trajectory. Although retrieval of object features 
may show retrieval dependency immediately after encoding, de-
pendency should decrease over time.

Experiment 2 used the same experimental structure as Experiment 1, 

with participants learning three-element events. However, we tested 
their memory for the features (state and colour) of the objects at T1 and 
T2. This is a conceptual replication of Brady et al. (2013) with the dif-
ference between the studies being that in Experiment 2 objects were 
encoded as a part of three-element episodic events rather than as single 
objects. We used a retrieval task that was as close as possible to the 
original Brady et al. (2013) experiments. Participants were asked to 
select the object with the correct colour and state among foils of the 
same object that had either only the correct colour or state, or neither of 
the correct features.

3.1. Methods

Experiment 2 was identical to Experiment 1 with the following 
exceptions.

Table 3 
Means (and Standard Deviations) for joint (non)retrievals for the data and independent model and retrieval dependency (joint retrievals data – joint retrievals in-
dependent model) across Experiments (E) 1–5 at T1, and T2 (and T3 for Experiment 4).

Data Independent Model Retrieval Dependency
T1 T2 T3 T1 T2 T3 T1 T2 T3

E1 – Events 0.74 (0.13) 0.57 (0.06) 0.70 (0.14) 0.55 (0.05) 0.04 (0.05) 0.03 (0.04)
E2 – Objects 0.71 (0.10) 0.55 (0.06) 0.63 (0.10) 0.52 (0.02) 0.08 (0.05) 0.03 (0.06)
E3 – Events 0.69 (0.11) 0.56 (0.07) 0.65 (0.13) 0.52 (0.03) 0.04 (0.04) 0.04 (0.06)
E3 – Objects 0.67 (0.10) 0.62 (0.11) 0.61 (0.10) 0.55 (0.04) 0.07 (0.08) 0.07 (0.10)
E4 – Objects 0.74 (0.11) 0.66 (0.10) 0.61 (0.09) 0.68 (0.09) 0.61 (0.08) 0.54 (0.05) 0.07 (0.07) 0.05 (0.07) 0.07 (0.08)
E5 – Objects Short Encoding 0.73 (0.15) 0.59 (0.18) 0.62 (0.12) 0.57 (0.11) 0.11 (0.13) 0.02 (0.14)
E5 – Objects Long Encoding 0.76 (0.13) 0.69 (0.13) 0.68 (0.12) 0.61 (0.11) 0.08 (0.10) 0.08 (0.11)

Table 4 
Means (and Standard Deviations) for retrieval confidence across Experiments 
1–5 at T1, and T2 (and T3 for Experiment 4).

T1 T2 T3
Experiment 1 – Events Between-subject 2.85 (0.67) 1.60 (0.55)
Experiment 2 – Objects Between-subject 2.64 (0.45) 1.80 (0.46)
Experiment 3 – Events Within-subject 2.76 (0.52) 1.79 (0.47)
Experiment 3 – Objects Within-subject 2.61 (0.48) 2.02 (0.45)
Experiment 4 – Objects 2.94 (0.41) 2.46 (0.48) 1.97 (0.54)
Experiment 5 – Objects Short Encoding 2.77 (0.52) 2.09 (0.61)
Experiment 5 – Objects Long Encoding 3.01 (0.48) 2.56 (0.55)

Fig. 2. Retrieval accuracy and dependency across experiments 1–3. 
Retrieval accuracy (top row) and retrieval dependency (bottom row) at T1 (immediate test) and T2 (delayed test) across Experiments 1–2, with each plot showing 
individual participant means (grey dots), mean and 95 % confidence intervals (black circle and error bars), and distribution of sample (orange and blue ‘rainclouds’ 

showing kernel density estimates). Retrieval accuracy for (A) Experiment 1 (Events), (B) Experiment 2 (Objects), (C) Experiment 3 (Events), and (D) Experiment 3 
(Objects). Retrieval dependency for (E) Experiment 1 (Events), (F) Experiment 2 (Objects), (G) Experiment 3 (Events), and (H) Experiment 3 (Objects). Bars with 
asterisks show comparisons between T1 and T2 that are significant; ** p < .01, *** p < .001. Raincloud plots created using customised MATLAB scripts using core 
code elements from Allen et al. (2021).
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3.1.1. Participants
Seventy-nine participants were recruited for this two-part online 

experiment via Prolific (www.prolific.co). To be eligible for recruitment, 
participants had to be native English speakers (aged 18 to 40) who have 
lived in the UK for 5 or more years, with normal or corrected-to-normal 
vision and no colourblindness. Of the eligible participants who started 
the experiment, 37 participants (Mean age = 29.73, SD = 7.17; 10 male, 
27 female) completed both sessions, met the pre-registered inclusion 
criteria and were retained in the analyses. The other 42 participants (53 
%) were excluded due to one of the following reasons: not returning for 
the final session (13 participants), having an immediate retrieval accu-
racy below 30 % or with more than 9 successive timeouts (6), or having 
a delay retrieval accuracy at or below 30 % (23). As in Experiment 1, we 
excluded based on retrieval accuracy however our theoretical conclu-
sions are primarily drawn from the independent measure of retrieval 
dependency.

The sample size calculation was the same as reported for Experiment 
1. The pre-registered inclusion criteria were that retrieval accuracy 
should be above 30 % and below 95 % at T1 and T2. Additionally, 
participants needed to have completed at least one of four attention 
checks during the study phase at T1, and not have more than 9 succes-
sive timeout responses at retrieval. The attention checks involved 
randomly intermixed trials requesting participants to press the spacebar 
within 3 s during the presentation of the to-be-learned events. The 
exclusion criteria were different from Experiment 1; in this experiment 
we excluded participants above ceiling and below chance performance 
at both T1 and T2 (rather than just T1 as in Experiment 1) to correctly 
estimate retrieval dependency at both timepoints given the increased 
difficulty of retrieving object features relative to events. For the full pre- 
registration of this experiment, see: https://osf.io/gxdtr.

3.1.2. Procedure
On each encoding trial, participants saw a fixation point on the 

screen for 500 ms, followed by three images for 5 s, followed by a blank 
screen with the instruction “Imagine…” for 4 s. The encoding trials in 
the present study were longer (5 s + 4 s = 9 s) than in Experiment 1 (2.5 
s + 4 s = 6.5 s) because after piloting the experiment we found that 
many participants were at chance performance (25 %) with the original 
timings, owing to the fact that object features are harder to recall than 
event elements. We increased the study timings accordingly in the 
preregistration of Experiment 2, to avoid floor performance and to be 
able to estimate retrieval dependency at both time points. There was a 
blank inter-trial interval of 500 ms before the onset of the next trial.

In the test phase, participants’ memory for the object features was 
tested by presenting either the location or person from an event as a cue 
(e.g., hair salon) and asking them to select the associated target object in 
the correct state and colour (e.g., a blue cup with tea). The target was 
presented among three foils from the same category with combinations 
of correct and incorrect features (i.e., a blue empty cup, a yellow cup 
with tea, a yellow empty cup). Participants were tested with each of the 
two possible cues from the same event (i.e., cue location and retrieve 
object, cue person and retrieve object) in two separate blocks and their 
performance was averaged across the blocks. The test phase started with 
on-screen instructions and one practice trial. Half of the objects were 
tested at T1 (60 trials) and half were tested at T2 (60 trials). Within each 
test session, trials were completed in two blocks of 30 trials, with an 
opportunity to take a break in between the blocks. On each trial, par-
ticipants saw a fixation point on the screen for 500 ms, then the cue 
element image appeared alone for 2 s, followed by the four response 
option images appearing below the cue. The order of the response op-
tions on the screen from left to right was random. The options remained 
on the screen for 5 s or until participants made a response by pressing 
one of the four keys (1–4). The response time was increased from 4 s to 5 
s in the present experiment, relative to Experiment 1, as piloting indi-
cated people took longer to recall object features. After a 500 ms blank 
interval participants saw a prompt “How confident are you in your 

choice?” on the screen and were asked to press the keys 1–4 to rate their 
confidence. The confidence rating prompt remained on the screen for 4 s 
or until response. There was a blank inter-trial interval of 500 ms before 
the onset of the next trial.

After completing the test phase of the delay session, participants 
completed the VVIQ and were asked to report whether they had prior 
knowledge of the famous people in the same celebrity check task used in 
Experiment 1. Participants reported knowing 89 % (mean across par-
ticipants; SD = 11 %) of the famous people that were presented.

3.1.3. Analyses

3.1.3.1. Retrieval accuracy and confidence. Mean retrieval accuracy and 
mean retrieval confidence were calculated for T1 and T2. As detailed in 
the preregistration, timeouts on memory trials were converted to 
incorrect responses for the purposes of calculating retrieval accuracy 
and dependency. Overall, 2.57 % (SD = 2.24 %) of the responses were 
timeouts at T1 and 1.67 % (SD = 1.80) were timeouts at T2.

3.1.3.2. Retrieval dependency. We created two contingency tables per 
participant for T1 and T2 separately. One table was the count of (un) 
successful retrievals of the object state and colour when cued by the 
location, and the other was when cued by the person. We created 
equivalent contingency tables for the independent model as in Experi-
ment 1. We then calculated the proportion of joint retrievals for each 
table and took the mean of this measure across the two separate cues 
(location and person). We then calculated retrieval dependency as the 
difference between joint retrievals in the observed data and independent 
model, resulting in a single measure of retrieval dependency at both T1 
and T2.

3.1.3.3. Preregistered analyses. The preregistered statistical contrasts 
were identical to those of Experiment 1.

3.2. Results

3.2.1. Preregistered analyses
Performance was relatively high for remembering both the state and 

colour (combined) at T1 (Mean = 0.59, SD = 0.15) and was lower at T2 
(Mean = 0.37, SD = 0.05; see Fig. 2). Retrieval accuracy was signifi-
cantly above chance level (i.e., 25 %) at T1 (t36 = 13.62, p < .001, d =
2.24, BF10 = 6.85 × 1012) and T2 (t36 = 14.89, p < .001, d = 2.45, BF10 
= 9.72 × 1013). There was a significant reduction in retrieval accuracy 
from T1 to T2 (t36 = 9.16, p < .001, d = 1.51, BF10 = 1.60 × 108), 
providing clear evidence of forgetting.

As in Experiment 1, there was significant retrieval dependency at T1 
(t36 = 8.36, p < .001, d = 1.38, BF10 = 1.88 × 107) and T2 (t36 = 3.48, p 
= .001, d = 0.57, BF10 = 24). However, in contrast to Experiment 1, 
there was also a significant decrease in retrieval dependency with delay 
(t36 = 3.05, p = .004, d = 0.50, BF10 = 8.64), with strong evidence in 
favour of the alternative hypothesis.

3.2.2. Non-preregistered analyses
Given evidence for fragmentation in Experiment 2, we asked 

whether this was associated with initial performance across partici-
pants. It could be that fragmentation for object features is simply driven 
by poor encoding. If this was the case, we would expect to see a corre-
lation between initial performance at T1 and the difference in de-
pendency between T1 and T2, presuming initial T1 performance is 
related to the strength of initial encoding. We saw no evidence for a 
significant correlation between these measures (r35 = 0.03, p = .839, 95 
% CI [−0.29, 0.35]), suggesting fragmentation was not associated with 
initial retrieval accuracy across participants.

We next asked whether participants were better at remembering 
either the state or colour of studied objects. For this, we assessed 
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accuracy with a 2 (Object Feature: State/Colour) x 2 (Delay: T1/T2) 
Repeated Measures ANOVA. Results showed a significant main effect of 
Delay only, F(1,36) = 73.27, p < .001, ηp2 = 0.671, whereas the main 
effect of Object Feature and the interaction were not significant, F(1,36) 
= 2.98, p = .093, ηp2 = 0.076, F(1,36) = 0.90, p = .349, ηp2 = 0.024, 
respectively, showing similar forgetting of both state and colour 
features.

Finally, we directly compared the difference in retrieval dependency 
between the testing sessions T1 and T2 in Experiment 1 (event memory) 
with Experiment 2 (object memory). An independent samples t-test 
revealed that the difference in retrieval dependency over the two testing 
sessions (T1-T2) was not statistically different between Experiment 1 (M 
= 0.015) and Experiment 2 (M = 0.041) (t74 = 1.67, p = .100, d = 0.38, 
BF01 = 1.28), showing weak evidence in favour of the null hypothesis.

3.3. Discussion

Experiment 2 provided evidence for a decrease in retrieval de-
pendency over delay, consistent with the proposal that object features 
are forgotten relatively independently. This contrasts with Experiment 1 
where retrieval dependency was consistent over delay. Across the two 
experiments, we therefore provide evidence for more holistic forgetting 
of event elements and more fragmented forgetting of object features. 
However, in a non-preregistered across-experiment comparison there 
was not a significant difference between experiments in relation to the 
decrease in retrieval dependency as a function of delay. We next sought 
to replicate this possible dissociation in a within-subjects manner, 
testing memory for both event elements and object features in the same 
participants.

4. Experiment 3

Experiment 3 tested both event and object memory. To ensure 
retrieval accuracy for both events and objects at T1 and T2 was above 
floor and not at ceiling, we adjusted both the encoding time (12 s in 
total) and the time of T1 (1 h after encoding) and T2 (2 days after 
encoding). We also changed our sampling and analysis approach from a 
Null Hypothesis Significance Testing (NHST) to a Bayesian approach, 
where we set a Bayesian stopping rule of BF > 6 (either for the alter-
native or null hypothesis).

4.1. Method

4.1.1. Participants
One hundred and forty participants were recruited for this two-part 

online experiment via Prolific (www.prolific.co). To be eligible for 
recruitment, participants had to be native English speakers (aged 18 to 
40) who have lived in the UK for 5 or more years, with normal or 
corrected-to-normal vision and no colour-blindness. Of the eligible 
participants who started the experiment, only 38 participants (Mean 
age = 28.39, SD = 5.84; 10 male, 28 female) completed T1 and T2, met 
the pre-registered inclusion criteria and were retained in the analyses. 
The other 102 participants (73 %) were excluded due to one of the 
following reasons: not returning for the testing sessions (T1 or T2) (17 
participants), having retrieval accuracy at or below 30 % for either 
objects or events at any of the testing sessions (T1 or T2) (47, of those 
mainly objects at T2), having retrieval accuracy at or above 95 % for 
either objects or events at any of the testing sessions (31, of those mainly 
events at T1), or having more timeouts than allowed or missing attention 
checks (7). The 140 upper limit of the sample size was determined by 
resource constraints. We return to the high exclusion rate in the dis-
cussion of Experiment 3. We return to the high exclusion rate in the 
discussion, however, again note we are excluding based on retrieval 
accuracy but our primary independent variable is retrieval dependency.

The data collection plan was to recruit participants for this study 
until we reached Bayes factors in favour of the alternative hypothesis 

(BF10 > 6) or in favour of the null hypothesis (BF01 > 6) for the pre-
registered comparisons, or until we reach a maximum sample of 128 
participants (useable data-sets, set by budget constraints). The prereg-
istered inclusion criteria for performance were that the retrieval accu-
racy in the episodic memory task should be above 30 % and below 95 % 
at T1 and T2. Additionally, participants needed to have passed at least 
one of four attention checks during the study phase at T1, and not to 
have 6 or more successive timeout responses at retrieval. These exclu-
sion criteria were largely the same as in Experiment 2, except fewer 
timeouts (i.e., maximum of 5 rather than 8) were permissible, given 
fewer trials. For the full preregistration of this experiment, see: 
https://osf.io/kjq4u.

4.1.2. Design
Experiment 3 had a within-subjects design with a factor of Delay 

(two levels: Test phase T1 and T2) and Test-type (two levels: event el-
ements and object features). T1 was conducted 1 h after encoding and T2 
was conducted 2 days after encoding. The dependent measures of in-
terest for the preregistered analyses were retrieval accuracy (propor-
tion) and retrieval dependency of event elements.

4.1.3. Procedure
This three-part experiment consisted of a single study session, a 

delayed test session after 1 h (T1), and second delayed test session after 
2 days (T2). Each test phase consisted of two blocks testing memory for 
the event associations and for object features respectively. Participants 
were recruited online via Prolific and signed informed consent. A de-
mographic questionnaire, detailed on-screen instructions, and one study 
phase practice trial were presented before participants could proceed to 
the study phase.

In the study phase, participants learnt 60 novel events. On each trial, 
participants first saw a fixation point on the screen for 500 ms, followed 
by three images for 6 s, followed by a blank screen with the instruction 
“Imagine…” for 6 s. The study phase trials in the present study were 
longer (6 s + 6 s = 12 s) than those of Experiment 1 (2.5 s + 4 s = 6.5 s) 
and Experiment 2 (5 s + 4 s = 9 s) to ensure that there would not be too 
many exclusions from the last testing session due to low performance on 
the object memory trials. There was a blank inter-trial interval of 500 ms 
before the onset of the next trial. The study phase consisted of 60 trials, 
separated into four blocks. Participants were given an opportunity to 
take a break in between the blocks.

In each test phase, participants’ memory for the object features and 
event associations was tested in separate blocks. The structure of the 
event and object memory trials was similar to Experiments 1 and 2 
respectively. The 60 encoded events were randomly assigned to the four 
conditions: events T1, objects T1, events T2, and objects T2, resulting in 
15 events per condition. In the object blocks at T1 and T2, the 15 objects 
were presented twice, once with a location cue and once with a person 
cue. On each object and event test trial, participants saw a fixation point 
on the screen for 500 ms, then the cue element image appeared alone for 
2 s, followed by the four response option images appearing below the 
cue. The options remained on the screen for 6 s or until the participant 
made a response by pressing one of the four keys (1–4). For object trials 
the response options were the correct object with lures in different 
combinations of incorrect state and colour. For event trials the response 
options were the correct event element with lures of the same element 
category (i.e., object, location, or person) from different events. The 
order of the event and object trial blocks was counterbalanced between 
participants. The response time was increased from 5 s to 6 s in the 
present experiment, relative to Experiment 2, to minimise floor perfor-
mance and timeouts. After a 500 ms blank interval participants saw a 
prompt “How confident are you in your choice?” on the screen, and were 
asked to press the keys 1–4 to rate their confidence. The confidence 
rating prompt remained on the screen for 6 s or until response. There 
was a blank inter-trial interval of 500 ms before the onset of the next 
trial.
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After completing T2, participants were asked to complete the VVIQ 
questionnaire (Marks, 1973) to leave any feedback about the experiment 
in a comments box after completing each of the sessions and were 
reimbursed for their time at a rate of £8–9 per hour via Prolific. If par-
ticipants did not meet the inclusion criteria at T1, they were still reim-
bursed for their time but were not invited back for T2.

4.1.4. Analyses

4.1.4.1. Retrieval accuracy and confidence. Mean retrieval accuracy and 
mean retrieval confidence were calculated for events and objects at T1 
and T2. As detailed in our preregistration, timeouts on memory trials 
were converted to incorrect responses for the purposes of calculating 
retrieval accuracy and dependency. For events, 2.11 % (SD = 3.16 %) of 
responses were timeouts at T1 and 2.40 % (SD = 5.56 %) were timeouts 
at T2. For objects, 2.28 % (SD = 4.66 %) of responses were timeouts at 
T1 and 1.75 % (SD = 3.07 %) were timeouts at T2.

4.1.4.2. Retrieval dependency. Retrieval dependency was calculated in 
the same manner as Experiment 1 for events and Experiment 2 for ob-
jects, but with fewer trials per contingency table (i.e., 15 in Experiment 
3, 30 in Experiments 1–2).

4.1.4.3. Preregistered analyses. We preregistered 13 statistical contrasts, 
six relating to retrieval accuracy and seven to retrieval dependency. In 
relation to retrieval accuracy, we first used four Bayesian one-sample t- 
tests comparing retrieval accuracy at T1 and T2 for objects and events 
separately to 0.25 (i.e., chance level). We next directly compared 
retrieval accuracy between T1 and T2 in a Bayesian paired-sample t-test 
to assess for forgetting of objects and events separately.

Similar Bayesian one-sample t-tests were conducted for retrieval 
dependency (compared to 0) to assess dependency at T1 and T2 for 
objects and events. We next compared retrieval dependency between T1 
and T2, to assess for potential decreases in dependency over delay, for 
objects and events separately in Bayesian paired-sample t-tests. Finally, 
to assess for differences in dependency over time for objects and events, 
we directly compared the difference in T1 vs T2 dependency for objects 
and events in a Bayesian paired-sample t-test. All Bayesian t-tests used a 
prior Cauchy distribution (r = 0.707) centred at 0. When evidence fa-
vours the alternative hypothesis we present BF10 and when evidence 
favours the null hypothesis we present BF01. We also report more 
standard NHST statistics for completeness.

4.2. Results

4.2.1. Preregistered analyses
Participants’ memory for the event associations (e.g., person- 

location) was high at T1 (Mean accuracy = 0.73, SD = 0.16); howev-
er, they experienced forgetting over the 2-day delay (Mean accuracy =
0.49, SD = 0.13; see Fig. 2). Retrieval accuracy was above chance (i.e., 
0.25) at both T1 (BF10 = 6.66 × 1016, t37 = 18.01, p < .001, d = 2.92) 
and T2 (BF10 = 1.01 × 1011, t37 = 11.58, p < .001, d = 1.88). There was a 
reduction in retrieval accuracy from T1 to T2 (BF10 = 7.16 × 108, t37 =
9.63, p < .001, d = 1.56), providing clear evidence of forgetting.

Participants remembered the object features (i.e., state and colour 
combined) at T1 (Mean accuracy for both features combined = 0.55, SD 
= 0.13) and T2 (Mean accuracy = 0.47, SD = 0.10). Retrieval accuracy 
was above chance (i.e., 0.25) at both T1 (BF10 = 1.99 × 1013, t37 =
13.88, p < .001, d = 2.25) and T2 (BF10 = 1.01 × 1013, t37 = 13.58, p <
.001, d = 2.20). There was a reduction in retrieval accuracy from T1 to 
T2 (BF10 = 22, t37 = 3.44, p = .001, d = 0.56), providing clear evidence 
of forgetting.

Evidence for retrieval dependency was seen for events at both T1 
(BF10 = 7586, t37 = 5.57, p < .001, d = 0.90) and T2 (BF10 = 81, t37 =
3.95, p < .001, d = 0.64). As in Experiment 1, no evidence for a decrease 

in dependency between T1 and T2 was seen (BF01 = 5.52, t37 = 0.28, p =
.779, d = 0.05), with more evidence in favour of the null hypothesis (no 
change in dependency across delay). A similar pattern was seen for 
object features. We saw evidence for retrieval dependency at T1 (BF10 =
3329, t37 = 5.28, p < .001, d = 0.86) and T2 (BF10 = 372, t37 = 4.51, p <
.001, d = 0.73). Contrary to our hypothesis and the results of Experiment 
2, we saw no evidence for a decrease in dependency for objects features 
over delay (BF01 = 5.52, t37 = −0.28, p = .781, d = 0.05), with more 
evidence in favour of the null hypothesis. Finally, a direct comparison 
between the difference in retrieval dependency between T1 and T2 for 
objects and events provided support for the null hypothesis (i.e., no 
difference in the change in dependency over delay between objects and 
events) (BF01 = 5.22, t37 = 0.44, p = .660, d = 0.07).

4.2.2. Non-preregistered analyses
Although unlikely to bias our results in relation to changes in de-

pendency across delay, we were concerned with the high exclusion rate 
in Experiment 3. This is a result of having identical encoding conditions 
while ensuring event performance was off ceiling at T1 and object per-
formance was off floor at T2. We therefore reanalysed the event and 
object data separately, excluding participants solely on the basis of event 
and object performance respectively. This decreased the exclusion rate 
to 59 % for events and 51 % for objects. Despite the increased number of 
participants in both tests, our results were consistent with the prereg-
istered analyses. There was not a significance decrease in dependency 
between T1 and T2 for either events (t57 = 0.58, p = .563, d = 0.08, BF01 
= 5.93) or objects (t68 = −0.28, p = .782, d = 0.03, BF01 = 7.29).

As in Experiment 2, in Experiment 3 we checked that participants’ 

object memory did not differ according to the feature dimension that 
participants were set to remember, i.e., the objects’ state or colour. The 
2 × 2 Repeated Measures ANOVA with factors of Object Feature (State/ 
Colour) and Delay (T1/T2) on participants’ accuracy showed a signifi-
cant main effect of Delay only, F(1,37) = 11.33, p = .002, ηp2 = 0.234, 
and no significant main effect of Object Feature, F(1,37) = 0.85, p =
.363, ηp2 = 0.022, nor an interaction, F(1,37) = 1.84, p = .183, ηp2 =
0.047. Once again, significant forgetting was found irrespective of 
feature dimension.

For completeness, we also report a set of analyses that assessed 
participants’ accuracy and retrieval dependency for event and object 
information in the two test delays with omnibus Repeated Measures 
ANOVAs. These had factors of Test Type (Event/Object) and Delay (T1/ 
T2). The ANOVA on accuracy showed significant main effects of Test 
Type, F(1, 37) = 22.14, p < .001, ηp2 = 0.374, and Delay, F(1, 37) =
63.11, p < .001, ηp2 = 0.630, qualified by a significant interaction, F(1, 
37) = 30.63, p < .001, ηp2 = 0.453. Follow-up pairwise t-tests showed 
that while accuracy for both events and object features decreased be-
tween T1 and T2, accuracy for event information decreased faster, such 
that participants remembered more event information than object in-
formation at T1 (t37 = 6.13, p > .001, d = 0.99, BF10 = 38,275) but not in 
the delayed test, where accuracy did not significantly differ (t37 = 1.04, 
p = .306, d = 0.17, BF01 = 3.48). The ANOVA run on retrieval de-
pendency instead only revealed a significant main effect of Test Type, F 
(1, 37) = 8.86, p = .005, ηp2 = 0.193, and a non-significant main effect of 
Delay, F(1, 37) = 0.01, p = .919, ηp2 

< 0.001, and interaction, F(1, 37) =
0.21, p = .653, ηp2 = 0.006. This shows that participants exhibited greater 
retrieval dependency for object than event information, overall.

Finally, we assessed the degree of fragmentation for object features 
across participants as a function of retrieval accuracy at T1. As in 
Experiment 2, this showed no evidence for an association (r36 = −0.14, 
p = .418, 95 % CI [−0.44, 0.19]). Nor was any evidence for an associ-
ation seen when collapsing participants across Experiments 2 and 3 for 
object features (r73 = −0.04, p = .760, 95 % CI [−0.26, 0.19]). Thus, 
initial encoding strength is unlikely to be a driver of fragmentation for 
object features.
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4.3. Discussion

Experiment 3 assessed memory for both objects and events after a 1-h 
and 2-day delay. We predicted retrieval dependency would remain 
consistent across delay for events (as in Experiment 1) but decrease for 
object features (as in Experiment 2). We replicated the lack of decrease 
in dependency for events seen in Experiment 1, providing evidence for 
the null that no change in dependency occurs. However, we failed to 
replicate the decrease in dependency seen in Experiment 2 for object 
features. Indeed, we provide support for the null hypothesis that no 
change in dependency is seen across delay.

The exclusion rate in Experiment 3 (and to a lesser extent Experi-
ments 1–2) was very high. This was a function of needing to ensure we 
could accurately assess retrieval dependency for event elements and 
object features at both T1 and T2 in each participant. Most participants 
were excluded due to either ceiling effects for events at T1 or floor ef-
fects for objects at T2. Although our measure of retrieval dependency 
controls for overall retrieval accuracy, it is still possible (though highly 
unlikely) that our exclusions have somehow biased our ability to reveal 
potential decreases in retrieval dependency across delay. As such, we 
analysed events and objects independently, including as many partici-
pants as possible within each separate analysis. These analyses 
decreased the exclusion rate from 73 % to 59 % for Events and 51 % for 
Objects. These exploratory analyses revealed the same pattern of results, 
with no evidence for a decrease in dependency between T1 and T2 for 
both event elements and object features. Thus, our high exclusion rate 
based on retrieval accuracy is unlikely to have affected our primary 
results in relation to retrieval dependency.

Before discussing differences between Experiment 2 and 3, one 
consistent finding was that forgetting for object state and colour did not 
differ. Thus, the presence or absence of object fragmentation does not 
appear to be dependent on differential forgetting rates for object state 
and colour. There were several differences between Experiment 2 
(where we saw a decrease in dependency for object features across 
delay) and Experiment 3 (where we saw no evidence for a decrease): (1) 
encoding time per trial was shorter in Experiment 2 (5 s + 4 s) than 
Experiment 3 (6 s + 6 s), (2) the delay between encoding and T1 was 
shorter in Experiment 2 (immediate) than Experiment 3 (1 h), and (3) 
the delay between encoding and T2 was longer in Experiment 2 (3 days) 
relative to Experiment 3 (2 days). Interestingly, although forgetting was 
seen between T1 and T2 in Experiment 3 (decreasing from 0.55 to 0.47), 
this is numerically less forgetting than seen in Experiment 2 (decreasing 
from 0.59 to 0.37). It is possible that the short 1-h delay between 
encoding and T1 allowed for both forgetting and fragmentation during 
this period, which we may have missed. The shorter delay between 
encoding and T2 may have further decreased the likelihood of seeing 
fragmentation of object features. Given this possibility, in Experiment 4 
we tested memory for object features at three time points: immediately 
after encoding, 5 h after encoding, and 2 days after encoding. We pre-
dicted that, if fragmentation for object features occurs, it should be seen 
particularly when comparing the immediate and 2-day delay conditions.

A further possibility is that the testing of both objects and events 
(albeit across separate blocks) resulted in participants using differing 
retrieval strategies and/or retrieval modes, and this could have led to the 
lack of a decrease in dependency for objects in Experiment 3 relative to 
Experiment 2. In Experiment 4 we only tested memory for object fea-
tures, making any ‘retrieval mode’ more similar to Experiment 2 than 3. 
We also did not test event memory further due to the consistent evidence 
for a lack of decrease in dependency for events. Finally, by only testing 
object features in Experiment 4 we were also able to reduce the exclu-
sion rate relative to Experiment 3.

5. Experiment 4

Experiment 4 tested memory for object features at three time points: 
immediately after encoding (T1), 5 h after encoding (T2) and 2 days 

after encoding (T3). We used the same Bayesian analysis approach as in 
Experiment 3.

5.1. Method

5.1.1. Participants
One hundred and fourteen participants were recruited for this three- 

part online experiment via Prolific (www.prolific.co). Of the eligible 
participants who started the experiment, 52 participants (Mean age =
28.15, SD = 6.83; 41 female, 9 male, 2 non-binary) completed all three 
sessions, met the pre-registered inclusion criteria and were retained in 
the analyses. Participants were excluded based on the eligibility criteria 
outlined in our preregistration (see https://osf.io/32zwm). If partici-
pants had a retrieval accuracy at or below 30 %, or at or above 95 %, in 
any of the three testing sessions (T1, T2, T3), they were excluded from 
further analyses. Participants were also excluded if there were 6 or more 
successive timeouts in their memory responses. Of the 62 participants 
(54 %) who were excluded from analyses, 24 did not return for either of 
the follow-up testing sessions, 20 had retrieval accuracy <30 % at T3, 
eight had retrieval accuracy <30 % at T2, seven had retrieval accuracy 
<30 % at T1, and 3 had too many timeout responses. Of the 52 
remaining participants, there was a balanced number of participants 
(11, 13 or 14 in version 1, version 2 and 4, and version 3, respectively) in 
each of the counterbalanced study lists.

5.1.2. Design
Experiment 3 had a within-subjects design with a factor of Delay 

(three levels: Test phase T1, T2 and T3). The dependent measures of 
interest for the preregistered analyses were retrieval accuracy and 
retrieval dependency of object features.

5.1.3. Procedure
This three-part experiment consisted of an encoding session and 

immediate test session (T1), a test session after 5 h (T2) and a final test 
session after 2 days (T3). The study phase in this experiment was the 
same as in Experiment 3, with the same trial timings. The study phase 
consisted of 60 trials, separated into four blocks. Participants were given 
an opportunity to take a break in between the blocks.

In the test phases, the target was presented among three foils from 
the same category with combinations of correct and incorrect features. 
Participants were tested with each of the two possible cues from the 
same event (i.e., cue location and retrieve object, cue person and 
retrieve object) in two separate blocks and their performance was 
averaged across the blocks. The test phase started with on-screen in-
structions and one practice trial. One third of the objects were at T1 (20 
events, 40 trials) another third at T2, and another third at T3. Within 
each session, the test trials were completed in two blocks of 20 trials (i. 
e., the same objects tested once with location and once with person 
cues), with an opportunity to take a break in between the blocks. On 
each trial, participants saw a fixation point on the screen for 500 ms, 
then the cue element image appeared alone for 2 s, followed by the four 
response option images appearing below the cue. The options remained 
on the screen for 6 s or until participants made a response by pressing 
one of the four keys (1–4). There was a blank inter-trial interval of 500 
ms, a confidence rating for 4 s, and a further blank screen for 500 ms 
before the onset of the next trial. Following the final Test phase partic-
ipants filled out the VVIQ and the Object-Spatial Imagery Questionnaire 
(OSIQ; Blajenkova, Kozhevnikov, & Motes, 2006). If participants did not 
meet the inclusion criteria after the immediate session, they were still 
reimbursed for their time but were not invited back for the delay 
sessions.

5.1.4. Analyses

5.1.4.1. Retrieval accuracy and confidence. Mean retrieval accuracy and 
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mean retrieval confidence were calculated for test phases T1-T3. As 
detailed in the preregistration, timeouts on memory trials were con-
verted to incorrect responses for the purposes of calculating retrieval 
accuracy and dependency. Overall, 2.60 % (SD = 1.98 %) of the re-
sponses were timeouts at T1, 1.78 % (SD = 2.54 %) were timeouts at T2, 
and 2.36 % (SD = 2.59 %) were timeouts at T3.

5.1.4.2. Retrieval dependency. Retrieval dependency was calculated in 
the same manner as Experiment 2 for objects for T1-T3 separately.

5.1.4.3. Preregistered analyses. We preregistered 11 statistical contrasts, 
five relating to retrieval accuracy and six to retrieval dependency. In 
relation to retrieval accuracy, we first used three Bayesian one-sample t- 
tests comparing retrieval accuracy at T1, T2, and T3 to 0.25 (i.e., chance 
level). We next directly compared retrieval accuracy between T1 and T2 
and T1 and T3 in Bayesian paired-sample t-tests to assess for forgetting 
for object features. Note, our preregistration stated we would “compare 
accuracy at T1 and T3” however we listed T1 and T2 as the independent 
variables of interest in the preregistration. We therefore report both 
comparisons (T1 vs T2 and T1 vs T3) for completeness.

Similar Bayesian one-sample t-tests were conducted for retrieval 
dependency (comparing to 0) to assess for evidence of dependency at T1, 
T2, and T3. We next compared retrieval dependency between T1 and T3, 
T1 and T2, and T2 and T3, to assess for potential decreases in de-
pendency over delay, using Bayesian paired-sample t-tests. Note, we 
only applied the Bayesian stopping rule to the T1 vs T3 contrast (and 
listed the other two contrasts as “exploratory” in our preregistration).

5.2. Results

5.2.1. Preregistered analyses
Participants remembered the object features (i.e., state and colour 

combined) at T1 (Mean accuracy = 0.66, SD = 0.13), T2, (Mean accu-
racy = 0.55, SD = 0.13), and T3 (Mean accuracy = 0.44, SD = 0.10; see 
Fig. 3). Retrieval accuracy was above chance at T1 (BF10 = 8.53 × 1024, 
t51 = 22.54, p < .001, d = 3.13),

T2 (BF10 = 5.40 × 1018, t51 = 16.26, p < .001, d = 2.26), and T3 
(BF10 = 3.55 × 1015, t51 = 13.57, p < .001, d = 1.88). There was a 
significant reduction in retrieval accuracy from T1 to T2 (BF10 =
434,932, t51 = 6.53, p < .001, d = 0.91), and from T1 to T3 (BF10 = 1.02 
× 1013, t51 = 11.61, p < .001, d = 1.61), providing clear evidence of 
forgetting. A further exploratory comparison between retrieval accuracy 
at T2 and T3 also revealed evidence of forgetting (BF10 = 39,010, t51 =
5.82, p < .001, d = 0.81).

Evidence for retrieval dependency was seen at T1 (BF10 = 3.34 ×
106, t51 = 7.12, p < .001, d = 0.99), T2 (BF10 = 4230, t51 = 5.15, p <
.001, d = 0.71), and T3 (BF10 = 200,855, t51 = 6.30, p < .001, d = 0.87). 
Comparing dependency between the three test sessions, we saw evi-
dence in favour of no decrease between T1 and T3 (BF01 = 6.58, t51 =
0.11, p = .916, d = 0.02), T1 and T2 (BF01 = 2.47, t51 = 1.45, p = .153, d 
= 0.20), and T2 and T3 (BF01 = 3.38, t51 = −1.20, p = .237, d = −0.17).

5.2.2. Non-preregistered analyses
As in Experiment 3, the exclusion rate was high at 54 %. We re-ran 

the T1 vs T2 contrast excluding only participants who were at floor or 

Fig. 3. Retrieval accuracy and dependency across experiments 4–5. 
Retrieval accuracy (top row) and retrieval dependency (bottom row) at T1 (immediate test), T2 (delayed test), and T3 (delayed test in Experiment 4 only) across 
Experiments 4–5, with each plot showing individual participant means (grey dots), mean and 95 % confidence intervals (block circle and error bars), and distribution 
of sample (orange, blue, and green ‘rainclouds’ showing kernel density estimates). Retrieval accuracy for (A) Experiment 4 (Objects), (B) Experiment 5 (Objects – 

Short encoding condition), and (C) Experiment 5 (Objects – Long encoding condition). Retrieval dependency for (D) Experiment 4 (Objects), (E) Experiment 5 
(Objects – Short encoding condition), and (F) Experiment 5 (Objects – Long encoding condition). Bars with asterisks show comparisons between T1 and T2, and T2 
and T3 that are significant; ** p < .01, *** p < .001.
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ceiling at T1/T2 (no additional participants were available to re-run the 
T2 vs T3 contrast). This decreased the exclusion rate to 39 % for the T1 
vs T2 contrast. The same pattern of results was seen, with no significant 
difference in dependency between T1 and T2 (BF01 = 5.95, t69 = 0.72, p 
= .475, d = 0.09).

5.3. Discussion

Experiment 4 replicated the results of Experiment 3 – retrieval de-
pendency for object features did not decrease across delay. However, 
both Experiments 3 and 4 are at odds with the results of Experiment 2, 
where a decrease in dependency was seen across delay. Thus, the timing 
of the initial test phase (i.e., the change from immediate test to a 1 h 
delay for T1 between Experiments 2 and 3) is unlikely to have driven the 
differences between Experiment 2 and 3. Two further possibilities 
remain: (1) the encoding time of the events (shorter in Experiment 2 
relative to 3 and 4) and (2) the delay of the final test session (3 days in 
Experiment 2 and 2 days in Experiments 3–4).

Due to time and resource constraints, we were unable to systemati-
cally test these potential discrepancies using the same event encoding 
paradigm as in Experiments 1–4. However, we were able to collect data 
using a similar paradigm, presenting only objects during encoding (no 
locations or people were presented). This approach is more similar to the 
original Brady et al. (2013) study, making the results of Experiment 5 
potentially more comparable to their results. In this non-preregistered 
experiment, we varied object encoding time (1 s vs 3 s) and tested ob-
ject memory at two delays (T1: immediate, T2: 5 h). Thus, we were able 
to assess the possibility that fragmentation of object features is more 
common for shorter than longer encoding times (one of the key differ-
ences between Experiments 2 and 3–4). We predicted that retrieval 
dependency should decrease across delay, however this decrease in 
dependency may be modulated by encoding time (i.e., a greater decrease 
should be seen in the 1 s vs 3 s encoding condition).

6. Experiment 5

Experiment 5 tested memory for object features immediately after 
encoding and after 5 h. Half of the objects were presented for 1 s at 
encoding and half for 3 s. We assessed retrieval accuracy and retrieval 
dependency as a function of both delay and encoding time. Note, in 
Experiment 2 participants had 5 s with the three elements presented, 
resulting in approximately 1.6 s per stimulus (presuming attention was 
evenly distributed across the three elements). They had a further 4 s of 
blank screen where they were instructed to imagine all three elements 
interacting in a meaningful manner. In Experiments 3–4, the stimuli 
were presented for 6 s, resulting in approximately 2 s per stimuli (with 
an additional 6 s of imagery). The 1 s encoding time in Experiment 5 is 
therefore shorter than any of the previous experiments, and the 3 s 
encoding time is longer than previous experiments. We adopted a 
Bayesian approach, collecting data until our contrasts of interest showed 
evidence (BF > 6) for or against the null hypothesis. Specifically, we 
were interested in whether retrieval dependency decreased across delay 
in both the short and long encoding condition, and whether this po-
tential decrease in dependency was modulated by encoding time.

6.1. Method

6.1.1. Participants
Sixty-three participants were recruited for this two-part online 

experiment. Initially, the participants were recruited via a convenience 
sample for an undergraduate project but additional participants were 
subsequently recruited via Prolific (www.prolific.co). To be eligible for 
recruitment, there were no criteria initially apart from being young 
adults (18–40 years old). The Prolific participants additionally had to be 
native English speakers who have lived in the UK for 5 or more years, 
with normal or corrected-to-normal vision and no colourblindness. Of 

the participants who started the experiment, 45 participants (Mean age 
= 24.7, SD = 5.45; 30 female, 14 male) completed both sessions, met the 
inclusion criteria and were retained in the analyses. We lost de-
mographic data for one participant, therefore the demographic infor-
mation reported previously refer to 44 participants. Although this study 
was not preregistered, participants were excluded based on the eligi-
bility criteria that we have used before in Experiments 2–4 on visual 
objects, outlined in the preregistration for Experiment 4 (https://osf. 
io/32zwm). If participants retrieved the correct object with an accu-
racy at or below 30 % or at or above 95 % in either of the two testing 
sessions (T1, T2) they were excluded from further analyses. Participants 
were also excluded if there were 6 or more successive timeouts in their 
memory responses. Of the 18 participants (28 %) who were excluded 
from analyses, 4 did not return for the follow-up testing session, nine 
had retrieval accuracy <30 % at T2, 4 had retrieval accuracy <30 % at 
T1, and 1 had too many timeout responses. Of the 45 remaining par-
ticipants, there was a balanced number of participants in each of the 
counterbalanced study lists. We continued to recruit participants until 
we reached BFs > 6 for or against the null in relation to the difference in 
dependency between T1 and T2 in both the 1 s and 3 s encoding con-
ditions (i.e., two separate Bayesian t-tests).

6.1.2. Design
Experiment 5 had a within-subjects design with the factor Delay (two 

levels: Test phase T1 and T2) and Encoding time (1 s and 3 s). The 
dependent measures of interest were retrieval accuracy and retrieval 
dependency for object features.

6.1.3. Procedure
This experiment used the same object stimuli as Experiments 1–4. 

The experiment consisted of a study session comprising an object 
encoding task with two different encoding blocks (i.e., a long block with 
trials lasting 3 s, and a short block with trials lasting 1 s; order coun-
terbalanced across participants), a test session immediately after 
encoding (T1), and another test session after 5 h (T2).

In the study phase, participants saw 60 objects (30 per encoding 
block) presented one-by-one on a blank screen. On each trial, partici-
pants first saw a fixation point on the screen for 500 ms, followed by one 
image of an object for 1 s or 3 s, depending on the block. Participants 
were instructed to “study each object carefully” while it remained on the 
screen. There was a blank inter-trial interval of 500 ms before the onset 
of the next trial. Participants were given an opportunity to take a break 
in between the blocks. Note, Experiment 5 did not include the “imagine” 

period that was included in Experiments 1–4 so no imagery was 
explicitly required at encoding.

In the test phase, participants’ memory for the object features was 
tested on separate blocks. In contrast to Experiments 1–4, object mem-
ory was tested without person/location cues (as no people/locations 
were presented at encoding) and participants were asked to select the 
encoded object in the correct state and colour. The target was presented 
among three foils from the same category with combinations of correct 
and incorrect features. Half of the short and long encoding time objects 
were tested at T1 (15 objects per condition, 30 trials in total, inter-
mixed), and the other half at T2 (30 trials). On each trial, participants 
saw a fixation point on the screen for 500 ms, followed by the four 
response option images appearing on the screen. One of the response 
options was the target object, and three were foils of the same object in 
different combinations of state and colour. The order of the response 
options on the screen from left to right was random. The options 
remained on the screen for 6 s or until participants made a response by 
pressing one of the four keys (1–4). After a 500 ms blank interval par-
ticipants saw a prompt “How confident are you in your choice?” on the 
screen, and again were asked to press the keys 1–4 to rate their confi-
dence. The confidence rating prompt remained on the screen for 6 s or 
until response. There was a blank inter-trial interval of 500 ms before the 
onset of the next trial. There were several versions of the experiment 
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based on the objects randomly selected for presentation either in the 
short or the long blocks of encoding trials, based on whether the short or 
long blocks appeared first during the study session, and based on which 
half of the objects appearing in short or long encoding blocks were tested 
immediately after encoding or after 5 h. All the different versions of the 
experiment were counterbalanced.

6.1.4. Analyses

6.1.4.1. Retrieval accuracy and confidence. Mean retrieval accuracy and 
mean retrieval confidence were calculated for the test phase at T1 and 
T2 for the short and long encoding time objects. Timeouts on memory 
trials were converted to incorrect responses for the purposes of calcu-
lating retrieval accuracy and dependency. 5.26 % (SD = 6.72 %) of the 
responses were timeouts at T1 and 2.96 % (SD = 4.94 %) were timeouts 
at T2.

6.1.4.2. Retrieval dependency. Retrieval dependency was calculated in 
the same manner as Experiment 4 for T1 and T2 and short and long 
encoding times separately, with the exception being that we only con-
structed one contingency table per condition (as each object was only 
tested on a single trial without person/location cues).

6.2. Results

6.2.1. Non-preregistered analyses
Participants remembered the object features at T1 for short (Mean 

accuracy = 0.58, SD = 0.19) and long (Mean accuracy = 0.67, SD =
0.16) encoding times and at T2 for short (Mean accuracy = 0.45, SD =
0.20) and long (Mean accuracy = 0.58, SD = 0.15) encoding times. 
Retrieval accuracy was above chance at T1 for short (BF10 = 2.36 ×
1012, t44 = 11.84, p < .001, d = 1.77) and long (BF10 = 4.53 × 1018, t44 
= 17.84, p < .001, d = 2.66) encoding times and at T2 for short (BF10 =
499,953, t44 = 6.75, p < .001, d = 1.01) and long (BF10 = 5.76 × 1015, 
t44 = 14.88, p < .001, d = 2.22) encoding times. There was evidence for a 
reduction in retrieval accuracy from T1 to T2 in both the short (BF10 =
89.93, t44 = 3.94, p < .001, d = 0.59) and long (BF10 = 183.84, t44 =
4.19, p < .001, d = 0.63) encoding conditions.

Evidence for retrieval dependency was seen at T1 for short (BF10 =
7,332, t44 = 5.42, p < .001, d = 0.81) and long (BF10 = 5,976, t44 = 5.35, 
p < .001, d = 0.80) encoding times and at T2 for long (BF10 = 635, t44 =
4.62, p < .001, d = 0.69) but not short (BF10 = 0.28, t44 = 1.10, p = .279, 
d = 0.16) encoding times. Comparing dependency between T1 and T2 
we saw evidence for a significant decrease in dependency in the short 
encoding time condition (BF10 = 10.75, t44 = 3.13, p = .003, d = 0.47) 
but evidence for no decrease in the long encoding time condition (BF10 
= 0.16, t44 = 0.10, p = .925, d = 0.01). Further, there was support in 
favour of a greater decrease in dependency over delay in the short 
relative to long encoding time condition (BF10 = 2.71, t44 = 2.52, p =
.015, d = 0.38).

6.3. Discussion

Experiment 5 provided evidence for a decrease in retrieval de-
pendency across delay when objects were encoded in isolation (i.e., 
without a simultaneously presented location and person), but only when 
the object was presented for 1 s. No decrease in dependency was seen 
across delay when objects were presented for 3 s. Thus, Experiment 5 
provides evidence that encoding time might be a critical factor in 
determining whether object features are forgotten in a more fragmented 
rather than holistic manner.

7. General discussion

Across five experiments, we assessed whether memory for events and 

objects are holistically forgotten or fragment over time. Participants 
encoded ‘events’ by viewing images of three elements (i.e., a location, a 
famous person, and an object) and vividly imagining the three elements 
interacting. We measured retrieval accuracy and dependency for events 
and their constituent elements (locations, people, and objects) and ob-
jects and their features (state and colour) immediately and across 
different delays (from 1 h to 3 days). Despite clear evidence for forget-
ting of event elements over time, as measured by retrieval accuracy, we 
saw no evidence for a decrease in retrieval dependency (Experiments 1 
and 3). This supports the proposal that events are forgotten in a holistic 
‘all-or-none’ manner. The forgetting of object features was more vari-
able. We saw evidence for a decrease in retrieval dependency in Ex-
periments 2 and 5, however no decrease was seen in Experiments 3 and 4 
(despite clear evidence of forgetting). Thus, we provide partial support 
for our prediction that object features fragment as a function of forget-
ting. We first discuss the holistic forgetting of events before focussing on 
the possible boundary conditions for the fragmentation of objects and 
their features.

7.1. The holistic forgetting of events

In Experiments 1 and 3, we saw clear evidence of forgetting but no 
evidence for a decrease in retrieval dependency when retrieving the 
elements of an event. Retrieval dependency is present when the retrieval 
of one element (e.g., person) is related to the retrieval of another 
element from the same event (e.g., object) when cued by the third event 
element (e.g., location). The presence of a statistical relationship be-
tween the retrieval of within-event elements has been taken as evidence 
for relatively coherent event representations that are retrieved in an ‘all- 
or-none’ manner (Horner & Burgess, 2013, 2014; Meiser & Bröder, 
2002; Meiser, Sattler, & Weisser, 2008), though see (Starns & Hicks, 
2005, 2008). Joensen et al. (2020) reasoned that if retrieval dependency 
didn’t decrease over time, despite a clear decrease in retrieval accuracy, 
this could be taken as evidence that events were forgotten in a relatively 
holistic manner. At the extreme, those events that were forgotten were 
forgotten in their entirety and those that were remembered were 
remembered in their entirety. Thus, the statistical relationship between 
within-event elements remained even in the presence of forgetting. Here 
we switched from using verbal (written words) to visual images (i.e., of 
locations, famous people, and objects). Despite this switch in stimulus 
format, we replicated the results of Joensen et al., providing further 
support for the proposal that events are forgotten in a holistic manner 
(also see, Parra et al., 2024).

Across experiments, our ‘events’ consisted of three images of a 
location, famous person, and object. While most real-world events are 
likely built from these prototypical elements, real-world events are 
clearly more complex in nature. They are more multimodal, have actions 
and causal links, and can extend for longer periods of time. It is not 
currently clear whether our consistent findings of holistic forgetting 
apply to more complex events where the elements might be less well 
integrated. One possibility is that our ‘events’ represent what might be 
considered as the ‘core’ of an event representation – the key constituent 
elements – with other non-critical elements being more loosely associ-
ated. If true, it might be possible that fragmented forgetting can be seen 
for more non-critical elements that are none-the-less part of the event 
representation. Future research carefully constructing event represen-
tations with both critical and non-critical elements and measuring ac-
curacy and dependency across these elements could assess this 
possibility.

The present experiments do not provide further insight into the 
mechanism that drives this holistic forgetting. We have proposed that 
the presence of coherent ‘event engrams’ in the hippocampus, retrieved 
via pattern completion, drives the retrieval dependency seen both 
immediately after encoding and after a delay (Horner & Burgess, 2014; 
Joensen et al., 2020). Forgetting, potentially due to decay (Hardt et al., 
2013; Sadeh et al., 2014), may cause individual event engrams to 
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become inaccessible, resulting in a failure to retrieve the entire event. 
This retrieval failure for the whole event would manifest as a decrease in 
retrieval accuracy but no decrease in retrieval dependency, the behav-
ioural pattern we see in the present experiments. Further research is 
needed to test the prediction that decay, rather than interference, is 
driving the forgetting of events. The subsequent encoding of events with 
overlapping elements (e.g., the same location and person, but not object; 
similar to (Zotow, Bisby, & Burgess, 2020)) could test for possible 
interference processes, whereas decay would be expected to occur 
regardless of the subsequent encoding of overlapping events (Sadeh 
et al., 2016).

Given systems consolidation theories that predict decreased hippo-
campal involvement with increased delay (Alvarez & Squire, 1994; Born 
& Wilhelm, 2012; Dudai, Karni, & Born, 2015; McClelland, McNaugh-
ton, & O’Reilly, 1995), though see (Barry & Maguire, 2019; Nadel & 
Moscovitch, 1997; Winocur & Moscovitch, 2011; Yonelinas, Ranganath, 
Ekstrom, & Wiltgen, 2019), a further question is whether the retrieval 
dependency we see following a delay is driven by hippocampal pattern 
completion. We have recently shown that the hippocampus continues to 
contribute to the holistic reinstatement of event elements in the 
neocortex, alongside an emergent non-hippocampal contribution, at 
least after a 24-h period (Joensen, Ashton, Berens, Gaskell, & Horner, 
2024). Thus, holistic retrieval is maintained despite the emergence of a 
non-hippocampal retrieval mechanism. Regardless of the underlying 
mechanism, the presence of holistic forgetting of events appears robust 
to the type of stimulus used at encoding and retrieval, the encoding time, 
and the delay. This lack of decrease in dependency for events across 
experimental factors is a critical finding when compared with the de-
creases in dependency for object features seen under some experimental 
conditions.

7.2. The (sometimes) fragmentary forgetting of objects

In Experiments 2–4 we embedded the encoding of objects in a wider 
‘event’ that included a famous person and object. We then assessed 
retrieval accuracy and dependency for the features of the object (state 
and colour) immediately and following a delay. Whereas retrieval ac-
curacy decreased across delay in all three experiments, retrieval de-
pendency decreased in Experiment 2 but remained constant in 
Experiments 3–4. In Experiment 5, we presented objects in isolation 
during encoding and varied encoding time. We saw decreases in 
retrieval dependency across delay in the short encoding condition, but 
not the long encoding condition. Thus, we found evidence for both ho-
listic and fragmented forgetting across Experiments 2–5.

Although the present studies are not able to reveal the precise 
boundary conditions for object fragmentation (see possible explanations 
below), the finding that objects do fragment under certain conditions is 
critical. First, it contrasts with the event memory findings, where evi-
dence for fragmentation is not seen under a variety of experimental 
conditions (Experiments 1 & 3 in the current manuscript; Joensen et al., 
2020; Parra et al., 2024). The finding that objects can fragment, but 
events cannot, points to a dissociation where object representations are 
more susceptible to fragmentation than event representations. Second, 
the object memory literature currently has seemingly contradictory 
findings with evidence for both fragmented (Brady et al., 2013) and 
holistic forgetting (Balaban et al., 2020; Parra et al., 2024) of object 
features. Our results help to reconcile these findings, suggesting that 
they are both correct – objects can be forgotten in a more holistic or 
fragmented manner depending on the experimental conditions. Further, 
Experiment 5 points to one specific boundary condition for fragmenta-
tion – encoding time. There are likely to be multiple interacting factors 
that cause fragmentation. Providing a full understanding of these 
boundary conditions would require a wider programmatic series of 
studies.

One possible explanation for the differences between objects and 
events is that evidence for object fragmentation are false positives, with 

more studies showing holistic than fragmentary forgetting. This seems 
unlikely, given evidence for fragmentary forgetting in two out of the 
four experiments that tested memory for object features in the present 
studies, and the evidence for fragmentation in Brady et al. (2013). 
Further, in Experiment 2 the Bayes Factor was 8.64 in favour of a 
decrease in retrieval dependency across delay and in Experiment 5 for 
the short encoding time it was 11.58. Thus, it seems more likely that 
fragmented forgetting of object features does occur, but only under 
specific experimental conditions. A key question for future research 
therefore is what are the boundary conditions that allow for fragmented 
(or holistic) forgetting of object features?

The first possible boundary condition is the delay between encoding 
and retrieval. The delay in Experiment 2 was three days, relative to two 
days in Experiments 3–4. However, both Brady et al. (2013) and Balaban 
et al. (2020) used a three-day delay and found conflicting evidence for 
fragmentation. Further, in Experiment 5 we found evidence for frag-
mentation with a 5 h delay. Although we cannot rule out a role for delay 
in relation to fragmentation, it seems unlikely that this factor contrib-
uted to the differences between experiments (at least in a simple direct 
way that doesn’t interact with other factors).

The second possible boundary condition is encoding time. Experi-
ment 2 presented all three images for 5 s, followed by 4 s blank screen 
where participants were required to “imagine the elements interacting”. 
This contrasts with Experiments 3 and 4 that presented images for 6 s 
followed by a 6 s imagination period. Thus, participants had less time to 
encode and imagine the object (and person/location) in Experiment 2, 
where fragmentation was seen, relative to Experiments 3–4, where 
fragmentation did not occur. Similarly, in Experiment 5, objects (in 
isolation) were presented for either 1 s or 3 s, with fragmentation only 
occurring in the short encoding condition. If attention was split evenly 
between the three elements over time in Experiments 2–4, participants 
had approximately 1.7 s to encode the object in Experiment 2 relative to 
2 s in Experiments 3–4. It is possible that the 1 s (Experiment 5) and 1.7 s 
(Experiment 2) encoding time led to object features being forgotten in a 
more fragmented manner relative to 2 s (Experiments 3–4) and 3 s 
(Experiment 5) encoding. However, the difference in encoding time 
between Experiments 2 and 3–4 is relatively short (~300 msec per 
element, 1 s total encoding time for all three elements). Further research 
would need to systematically vary the encoding time of events (similar 
to Experiment 5, but over a wider range of times) to directly test this 
proposal.

If encoding time is a critical factor, we do not believe it is simply that 
less encoding time results in poorer encoding, leading to fragmentation. 
Instead, less encoding time is likely to lead to a qualitatively different, 
perhaps less coherent or integrated, object representation that is more 
susceptible to fragmentation. First, retrieval accuracy for objects at T1 in 
Experiment 2 (0.59) was higher than for objects in Experiment 3 (0.55), 
and evidence for fragmentation was seen in the former but not the latter 
(though note that T1 in Experiment 3 included a short 1 h delay). Thus, 
lower initial retrieval accuracy, which presumably would suggest poorer 
encoding, does not appear to increase the likelihood of fragmentation. 
Second, we performed an analysis where we correlated retrieval accu-
racy at T1 with the difference in dependency between T1 and T2 for 
object features across participants. We found no evidence for a rela-
tionship. Thus, it seems unlikely that fragmentation is driven by some-
thing as simple as poorer encoding.

The third possibility is that encoding objects embedded within more 
complex ‘events’ increased the extent to which object features were 
bound together, decreasing the likelihood of fragmentation over time. 
This possibility might have been further increased by the presence of an 
“imagination” period during each encoding trial following stimulus 
presentation. The presence of multiple event elements, and the active 
imagination of these elements interacting, may have increased the 
likelihood of the object features being included in a higher-order event 
representation. Given evidence that event representations are forgotten 
in a more holistic manner, if object features were bound within this 
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higher-order representation this could explain the presence of holistic 
forgetting of object features (in Experiments 3–4). This proposal fits with 
recent evidence that attending to the thematic ‘story’ between sequen-
tially presented visual images (relative to attending to stylistic details) 
boosts retention for both semantic and perceptual details of the images 
(Vijayarajah, McAlister, & Schlichting, 2022). It also fits with the lack of 
decrease in dependency for object features seen in Parra et al. (2024), 
given the objects tested were embedded in real-world novels that 
included higher-order event and narrative content. The presence of 
fragmentation in Experiment 2 does not fit with this account, although it 
is possible that the shorter encoding and imagination time in Experiment 
2 meant this binding was less likely to occur. Further, this proposal does 
not account for the presence of holistic forgetting in Experiment 5 (in the 
long encoding time condition) and in Balaban et al. (2020), where ob-
jects were encoded in isolation.

It has been proposed that object representations, supported by the 
neocortex, are more susceptible to interference than event representa-
tions (Sadeh et al., 2014), and that feature specific interference might be 
a mechanism that induces object fragmentation (Andermane et al., 
2021). Further studies that systematically induce interference for spe-
cific object features, for example by encoding new objects with similar 
colours to previously encoded objects, are needed to directly test this 
prediction. Coupled with the experiments proposed above where par-
ticipants encode events with overlapping elements, these studies would 
directly test the degree to which interference induces both forgetting 
and fragmentation across objects and events.

Interestingly, our exploratory analyses in Experiment 3 showed 
higher levels of retrieval dependency for objects relative to events. How 
initial levels of dependency relate to decreases in dependency over time 
is another unexplored question. Regardless of the precise experimental 
conditions for object fragmentation in Experiments 2 and 5 and holistic 
forgetting in Experiments 3–5, a further question relates to how objects 
and their features are represented. There is evidence in the literature for 
the independent representation of object features (Oberauer & Eichen-
berger, 2013; Olson & Jiang, 2002; Reinitz et al., 1992) as well as object 
features being more holistically bound (Ceraso et al., 1998; Duncan, 
1984; Vogel et al., 2001; Wilton, 1989). More recently, it has been 
proposed that objects can be represented in either manner, dependent 
on the encoding conditions (Kuhbandner, 2020). Further, it has been 
proposed that objects are represented hierarchically, where object fea-
tures might be represented independently lower in the hierarchy but 
bound together higher in the hierarchy (Brady et al., 2011; Li et al., 
2022). This hierarchical proposal for objects fits with the broader 
literature, including our own proposal related to forgetting of episodic 
memories (Andermane et al., 2021), that episodic events (which include 
objects and object features) are represented in a hierarchical manner 
(Robin & Moscovitch, 2017; Sekeres, Winocur, & Moscovitch, 2018). 
The precise conditions at encoding, including (but not limited to) 
encoding time and whether objects are encoded during a mental imag-
ery period along with other event elements, will drive the likely frag-
mentation of object features. The presence of any form of higher-order 
binding, whether it is the binding of features in a single object repre-
sentation in the perirhinal cortex (Barense et al., 2007; Bussey & Sak-
sida, 2007; Li et al., 2022) or the binding of the object and its features 
within a higher-order event representation in the hippocampus 
(Andermane et al., 2021; Horner & Doeller, 2017), will likely drive a 
more holistic form of forgetting. When objects are encoded in isolation, 
with little imagery, for shorter periods of time, then such higher-order 
representations are perhaps less likely to form, resulting in more frag-
mentary forgetting.

One final factor across experiments was a high exclusion rate. 
Although we cannot rule out that excluding a high proportion of par-
ticipants biased our results in some manner, this possibility seems un-
likely. First, irrespective of exclusions, we saw consistent levels of 
dependency across delay for events and these results replicate those 
from Joensen et al. (2020). For objects, we saw evidence for both 

fragmented and holistic forgetting and critically this variability is not 
readily explained by differences in exclusions. Although Experiments 3 
and 4 had the highest exclusions rates and showed holistic forgetting for 
objects, our exploratory analyses where we included more participants 
showed the same pattern of results. Finally, it is important to note that 
we exclude on the basis of retrieval accuracy but our main theoretical 
conclusions relate to differences in retrieval dependency. If participants 
are not at ceiling or floor in relation to accuracy (our exclusion criteria 
assured this was the case) then the dependency measure is not related to 
accuracy (as it explicitly controls for differences in accuracy at the in-
dividual participant level).

7.3. Conclusion

Across five experiments, we have assessed the forgetting of events 
and objects using a single experimental approach. We have shown that 
events and their elements are forgotten holistically, whereas objects and 
their features can sometimes be forgotten in a fragmentary manner. Our 
results point to a dissociation between objects and events where object 
representations are more susceptible to fragmentation than event rep-
resentations. Further, evidence for both more holistic and fragmentary 
forgetting of object features helps to reconcile contradictory findings in 
the object memory literature. The precise boundary conditions that 
result in object fragmentation are still unclear and will require a pro-
grammatic body of research to fully understand, however we have 
proposed that certain encoding conditions (in particular, encoding time 
and mental imagery) may encourage the binding of object features into 
more coherent object and/or event representations that drive more 
holistic forgetting. Our theoretical account and current experiments 
bring together the fields of object memory and episodic memory, 
providing evidence for a hierarchical framework of episodic memory 
and forgetting that includes object representations and allows for both 
fragmentation and holistic forgetting of object features. Critically, our 
results point to a dissociation between the forgetting of events and ob-
jects – forgetting of events is consistently holistic whereas forgetting of 
objects is sometimes fragmentary.
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