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Abstract
This study presents results from the simulation of idealised, rain-laden down-
draughts using a large-eddy model. Each downdraught is initialised as a “cold,
wet bubble”, that is, a spherical/spheroidal region of the lower atmosphere with
a negative potential-temperature perturbation and non-zero rain mixing ratio.
The bubbles are statically unstable and evolve into downdraughts. Results are
compared for two- and three-moment microphysics parametrisations. A ten-
dency for larger raindrops to descend ahead of the cold air is observed, which
is significant in some two-moment runs. The effects of this are interpreted in
the context of fluid-dynamical studies of related phenomena. It is found that a
drier environment has the effect of increasing cooling in the downdraught, but
reduces the peak in downdraught speed. Both these effects stem from increased
rain evaporation. A relatively heavy rain load leads to a narrower downdraught,
through the suppression of internal (thermal-like) circulations. Downdraughts
intensify, in both cooling and vertical velocity, in correlation with the initial
bubble height-to-width ratio, being greatest for vertically stretched bubbles.
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1 INTRODUCTION AND AIM

The aim of this study is to take the first steps towards
characterising the structure and appearance of convective
downdraughts, and observable virga, in relation to the
underlying fluid dynamics.

Figure 1 is a photograph of a typical precipitation
region beneath a convective cloud. It is characterised by
some observable features: the virga are apparently laminar,
near-vertical, and characterised by variations in density
on a scale finer than the vertical scale. In terms of the
fluid dynamics of this region, we can infer some con-
clusions immediately, in particular that this precipitation

region has relatively little turbulence, in contrast to the
convectively ascending part of the cumulonimbus cloud.

Arising from this observation, this work examines
the relationship between the precipitation region and the
descending downdraught. Specifically, we consider how
the characteristics of the falling precipitation, as observed
in virga, relate to the likely intensity of the downdraught.

We consider the related fluid-dynamical literature
along with some conclusions drawn from very simple
idealised numerical simulations. These are intended as
a limited but systematic study of idealised downdraught
initiation, to help isolate and describe the different
influences.
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F I G U R E 1 Precipitating cumulus.

We conclude by considering some other aspects of the
flow, in particular the vertical striations of the precipita-
tion, which will need further study.

2 BACKGROUND

2.1 Convective downdraughts

Localised downdraughts from convective precipita-
tion are the source of convective cold pools, that is,
masses of relatively cold, near-surface air which spread
out due to their negative buoyancy. Knupp and Cot-
ton (1985) distinguished these from downdraughts within
non-precipitating cumulus clouds, which they categorised
as usually less intense.

Cold pools are hazards due to their extreme
near-surface wind gusts and ability to transport dust
(Linden & Simpson, 1985; Rooney, 2017). An interesting
summary of early cold-pool and downdraught research by
Fujita is given by Wilson and Wakimoto (2001, and see ref-
erences therein). Cold pools also prolong the diurnal peak
of convection and precipitation and produce large pertur-
bations in surface fluxes (Grant & van den Heever, 2018;
Joseph et al., 2021; Sakaeda & Torri, 2023). Thus it is
important to represent cold-pool effects in numerical
weather models (Hirt et al., 2020; Rio et al., 2013; Rooney
et al., 2022), and hence downdraughts have long been
phenomena of interest (Knupp & Cotton, 1985).

Dynamical modelling of downdraughts in numerical
weather models is challenging, due to their relatively small
horizontal scale of the order of a kilometre, extreme ver-
tical velocities, and formation within convective clouds
(Bolgiani et al., 2020). Wakimoto (2001) and Giangrande
et al. (2013) suggested that precipitation evaporation and
mass-loading can each be dynamically significant from
case to case, perhaps in equal significance (see also

Knupp, 1988; Mallinson & Lasher-Trapp, 2019). The mod-
elling of Torri and Kuang (2016, 2017) found a greater ener-
getic input from evaporation, although this will depend on
the state of the environment.

Observation of downdraught properties can also
present a challenge; however, their effects may be inferred
to some extent from the properties of the cold pools
they engender. A recent observational study by Liu
et al. (2022) found that convective rainfall was effective at
cooling near-surface air and that surface relative humid-
ity of approximately 70% was a threshold value, inas-
much as there was greater cooling for humidity lower
than this. Chandra et al. (2018) observed that cold-pool
“strength”—whereby they meant surface (1-m altitude)
temperature reduction from the background—correlated
with dryness of the mid-troposphere. Kirsch et al. (2021)
defined cold-pool strength as the temperature pertur-
bation at an observation height of 2 m, and found
this correlated with dryness of the near-surface layer.
Kruse et al. (2022) analysed 10-m temperatures in a
long-term study and found a similar correlation, with
rainfall intensity as an additional factor. (Note that the
studies above span a variety of environmental condi-
tions.)

Takemi (2006) defined squall-line strength in terms of
precipitation intensity, and linked an increase in this mea-
sure with moister boundary layers and drier mid-layers.
Takemi (2006) suggested that the mechanism for this cor-
relation depended on the associated convective available
potential energy and wind shear for convective organi-
sation. James and Markowski (2010) defined cold-pool
strength as the integrated negative buoyancy perturba-
tion through the depth of the cold pool, but charac-
terised the downdraught intensity in terms of its mass flux.
They found that the enhanced evaporation with a drier
mid-layer was, by itself, insufficient to strengthen down-
draughts, and suggested that the available observational
evidence was equivocal in this regard.

One-dimensional (vertical) models of multiphase
downdraughts, such as might be used in subgrid
parametrisation, were presented by Kamburova and Lud-
lam (1966) and Srivastava (1985). These focused on liquid
(rain) as the particulate phase; however, ice was also con-
sidered later by Srivastava (1987). They concluded that
downdraught penetration was weaker in a stable envi-
ronment and more effective when the environment was
closer to neutral (dry adiabatic lapse rate), as would be
expected. [Srivastava (1985) suggested that vertical oscil-
lations may occur if stability is sufficiently high, which
would be the downward equivalent of cloud-top “over-
shooting” in an updraught.] They found downdraught
intensity to be correlated with high drop concentration
and small drop size.
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ROONEY et al. 3

Proctor (1989) used an axisymmetric numerical model
to examine downdraught sensitivity to various factors,
including environmental properties and downdraught size
(width) and hydrometeor load. Results were assessed in
terms of mainly cold-pool properties, but also down-
draught velocity. One interesting finding was that wider
downdraughts (which in that study contained proportion-
ally more loading/forcing) had weaker vertical velocities,
although the resulting cold-pool properties were generally
magnified. The width dependence contrasts somewhat
with an early modelling study by Takeda (1966). Aircraft
observations of downdraught widths and speeds in a vari-
ety of environments have been tabulated by Knupp and
Cotton (1985).

Similarly to the one-dimensional studies, considering
downdraughts over the tropical ocean in a storm-resolving
model, Windmiller et al. (2023) found that the rain amoun-
t/rate was determined largely by updraught properties and
the environmental lapse rate. The downdraught speed was
much less predictable by the same methodology, however.

Schiro and Neelin (2018) found the likely spatial ori-
gin of tropical continental downdraughts to lie within
the lowest few kilometres of the atmosphere. The tempo-
ral origin is dictated by the preceding convective activity,
although with a possible delay depending on atmospheric
composition (Ross & Lasher-Trapp, 2024).

There have been numerous numerical weather-
modelling studies investigating the dependence of the
simulated downdraughts, cold pools, and further related
weather features on microphysics schemes. Snook and
Xue (2008, see also references therein to other studies)
related variations in tornadogenesis to cold-pool strength
(i.e., cooling), and hence to downdraught properties and
ultimately microphysics. They found that smaller drop
sizes lead to greater cooling in the downdraught. Morri-
son (2012) extended this line of study to aerosol interac-
tions, highlighting that uncertainties in parametrisations
can lead to first-order differences in results.

The microphysics of downdraughts is complicated
when combined with multiphase dynamics. It is important
to consider these flows dynamically as well as microphysi-
cally. The following subsection summarises some relevant
factors when considering buoyancy effects in multiphase
flows.

2.2 Multiphase flows and buoyancy
effects

Precipitation is composed of a spectrum of different-sized
particles: solid ice and water drops. Fall speeds vary with
particle size and composition. Evaporation/sublimation
varies with the fall speed and the ambient conditions

(Rogers & Yau, 1989, Ch.7). Any precipitation event is
likely to be polydisperse, that is, composed of a vari-
ety of particle sizes. This means that there is a range of
behaviour—from small particles, which can remain in sus-
pension relative to the descent speed of a downdraught, to
large particles falling rapidly and evaporating/subliming
relatively little.

For fluid-only flows, a continuous stream of turbulent
buoyant fluid moving vertically under gravity is usu-
ally termed a plume, and an isolated region of turbulent
buoyant fluid moving likewise is termed a thermal; see
Figure 2a,b. (Buoyancy here is taken to include either
positive or negative buoyancy. Despite its suggestion of
heat, the “thermal” name is applied to masses of cold air
moving downward, as well as warm air moving upward.)

Precipitation in the atmosphere is one example of
a multiphase buoyant flow containing particles or bub-
bles. Others include volcanic plumes (e.g. Woods &
Bursik, 1991) or underwater dispersion of air bubbles
or oil droplets (Boufadel et al., 2020). These have often
been studied or described as multiphase extensions of the
single-phase case consisting of buoyant fluid only.

Particle terminal velocity depends on particle size.
Depending on the speed of the fluid flow containing
them, it is more likely that small particles will be passively
advected and larger ones tend to fall out. For instance,
Bush et al. (2003) show that, for a group of dense particles,
fallout occurs when the speed of the turbulent “thermal”
they produce reduces to below the particle terminal veloc-
ity; see Figure 2c–e. Yang et al. (2016, figure 8) show that
the overshoot height of an aqueous bubble-plume in a
stratified background is similar to that of single-phase
plumes when the bubble size is small, but lower when it
is larger. This is consistent with larger particles (bubbles)
having a larger terminal velocity, hence being able to leave
the plume body behind sooner, reducing plume-fluid
penetration length.

Yang et al. (2016) classify particle (bubble) size using a
non-dimensional ratio of terminal velocity to buoyant-flow
velocity scale developed by Socolofsky and Adams (2005).
This is very similar to the approach of Bush et al. (2003),
and in line with the concept of the Stokes number, which
compares particle inertia with flow inertia (Devenish
et al., 2012; Vaillancourt & Yau, 2000). The conclusion that
may be drawn is that flow parameters, as well as particle
size, are important when determining fallout. The corol-
lary is that the degree of passive advection may vary in
time for a particular flow situation, and is not necessarily
possible to describe a priori using particle size alone.

There is evidence from Lai et al. (2016, e.g. figure 8)
that polydisperse particle clusters experience vertical sort-
ing under gravity. Hence larger particles fall faster/further.
Particles that fall outside a turbulent fluid mass tend to
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4 ROONEY et al.

(a)

(c)

(b)

(d)

(e)

F I G U R E 2 Sketch cross-sections
of some gravity-driven flows,
containing (a,b) fluid only, (c,d)
particles only, or (e) both. (a) A plume
from a small, steady source of negative
buoyancy. The dashed line indicates
the mean boundary, often thought of as
conical. The shaded region is a sketch
of the instantaneous flow, which can
contain significant fluctuations. (b) A
descending thermal composed of a
localised region of dense fluid. As
before, the dashed line indicates a
notional mean boundary, which grows
with time/distance due to entrainment.
(c) A descending thermal composed of
a suspension of particles. While the
particles are in suspension, this is very
similar to (b). (d) A fallout particle
swarm, which may have previously
been in thermal-like suspension in the
region enclosed by the dotted line. (e)
Fallout of particles from a negatively
buoyant thermal. The buoyancy of the
fluid may have been generated, for
example, by evaporation while the
particles were within the thermal,
as in (c).

fall in straighter paths. A dense cluster of such particles
is sometimes referred to as a “swarm” (Bush et al., 2003;
Slack, 1963). For a more continuous particle stream, there
may be horizontal/radial sorting, with particles concen-
trated in less obviously turbulent flow near the centre of
the descending region, but surrounded by turbulent fluid.
Such structure was inferred from experimental observa-
tions by McDougall (1978), who developed a concentric
integral model for bubble plumes. This was later adapted to
model overshooting turbulent fountains and hence atmo-
spheric phenomena (Bloomfield & Kerr, 2000; Devenish &
Cerminara, 2018; McDougall, 1981). There is also evidence
of this type of structure in the data of Bordoloi et al. (2020,
fig. 9), and possibly also in the idealised simulations of
Dawson et al. (2014).

Multiphase flows can be complicated further by the
break-up or aggregation of elements in the particulate
phase, for instance aggregation of raindrops or volcanic
ash (Brown et al., 2012).

3 IDEALISED SIMULATIONS

3.1 MONC and CASIM

Numerical experiments were performed using version
vn1.0.0 of the Met Office–Natural Environment Research
Council Cloud model (MONC: (Brown et al., 2020)).
MONC is a large-eddy model (LEM) designed for simula-
tion of atmospheric processes. The experiments examined

 1477870x, 0, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/qj.4923 by T
est, W

iley O
nline L

ibrary on [27/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



ROONEY et al. 5

an idealised “cold, rain-laden bubble”, with the aim of
identifying possible effects due to drop size on cold convec-
tive downdraughts. The “bubble” is a spherical/spheroidal
region of the model domain, which is initialised differently
from the background.

Microphysics in MONC was parametrised using
version vn1.3 of CASIM (Cloud AeroSol Interacting Micro-
physics; Shipway & Hill, 2012; Field et al., 2023). This
version has three-moment microphysics disabled, so
a modification was applied to re-enable this option as
an alternative to the default two-moment configura-
tion. Experiments were performed in both two- and
three-moment modes.

Rain aggregation and sedimentation were always
enabled (Field et al., 2023). Rain evaporation and conden-
sation were disabled for some experiments and enabled
for others. The MONC solver was using the anelastic
equations, and subgrid diffusion and turbulence were rep-
resented using a Smagorinsky subgrid scheme.

The numerical domain was 12.8 km in each horizon-
tal direction and 5 km vertically. The grid resolution was
50 m in all directions. Top and bottom boundaries are
free-slip and no-slip respectively, and lateral boundaries
are periodic. The bottom boundary has a roughness-length
representation of surface friction, with a roughness length
of 0.2 mm.

MONC was run (as recommended) with a variable time
step, chosen internally to ensure that advective and viscous
processes satisfy a Courant–Friedrichs–Lewy (CFL) condi-
tion. The time-step upper and lower bounds were set to 1
and 0.01 s, respectively.

The bubble centre was at a height of 3 km, and hor-
izontally at the domain centre. The majority of bubbles
were spherical, with a radius of 500 m. Oblate and prolate
spheroids with a vertical symmetry axis were also tested.

Outside the bubble, the domain was initialised with a
potential temperature 𝜃0 of 300 K, uniform environmental

relative humidity (RHe) as given below, and no liquid (or
solid) water content. Within the bubble, the properties
to be initialised are the bubble relative humidity (RHb),
𝜃 perturbation relative to the environment (Δ𝜃), and the
rain content, in terms of rain mass mixing ratio qr and
number density of drops Nr.

To show the combined effects of the fields, an approxi-
mate buoyancy is calculated as

B = g
(
Δ𝜃
𝜃0

+ 𝜖(qv − qv0) − qr

)
, (1)

in which g is the gravitational acceleration, 𝜖 = Rv∕Rd −
1 ≈ 0.61 where Rv and Rd are the gas constants for water
vapour and dry air respectively, qv is the water vapour mix-
ing ratio, and qv0 is the environment value at the same
height (taken from a profile in one corner of the domain).
This is based on the definition of virtual potential tempera-
ture (e.g. Tsonis, 2007), extended to account for water load-
ing in the liquid phase (also known as density potential
temperature e.g. Emanuel, 1994; Andrejczuk et al., 2004).

3.2 Bubble configurations

To explore the parameter space and demonstrate the dif-
ferent effects, several bubble configurations were used.
Table 1 summarises these in terms of bubble properties
and model switches. Several configurations were repeated
at different values of RHe, as specified hereafter in the text
and figures.

The drop sizes may be characterised by the mean and
mode diameters, D and DZ respectively, as described in
Appendix A. (In Table 1 qr is given in g⋅kg −1 rather than
kg⋅kg −1 as used in calculations.)

The configurations span two different values each of
Δ𝜃, qr, and raindrop size (∝ (qr∕Nr)1∕3). Rain evaporation

T A B L E 1 Initial parameters and settings of the MONC experiments on idealised downdraughts. All bubbles are spherical with radius
500 m, except for O and P. Multiple values of RHe are used, as specified in the text and figures.

Bubble 𝚫𝜽 qr Nr 𝝀 D DZ RHb Evap.
type (K) (g⋅ kg−1) (m−3) (m−1) (mm) (mm) % and cond.

X −2.0 5 3 × 105 1.4× 104 0.25 0.18 95 off

Y −0.5 5 3 × 105 1.4× 104 0.25 0.18 95 off

Z −2.0 1 6 × 104 1.4× 104 0.25 0.18 95 off

A −2.0 1 6 × 104 1.4× 104 0.25 0.18 95 on

B −2.0 1 1 × 103 3.6× 103 1.0 0.7 95 on

C −2.0 1 6 × 104 1.4× 104 0.25 0.18 80 on

O As A, but an oblate spheroid of the same volume.
P As A, but a prolate spheroid of the same volume.

 1477870x, 0, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/qj.4923 by T
est, W

iley O
nline L

ibrary on [27/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6 ROONEY et al.

F I G U R E 3 Simulation fields at 10 s, for experiments X–Z at RHe = 70%, indicated by the column headers. These experiments have
evaporation and condensation disabled and different initial combinations of Δ𝜃 and qr. From the top, the rows show vertical velocity,
potential temperature perturbation, rain mass, rain number density, and buoyancy. Contours are drawn on all panels at a value of half the
minimum Δ𝜃 in the domain at that time, for each experiment.

and condensation may be turned off or on. Different values
of initial environmental relative humidity (RHe) are tested,
and bubble shape is also varied.

For configurations X, Y and Z, evaporation and
condensation are disabled and the drop sizes are small.

RHe is set to 70%. Δ𝜃 and qr are given either of two initial
values.

Configuration A is the same as Z, except that evapora-
tion and condensation are turned on. B is as A, except that
initial Nr is reduced, leading to larger drop sizes. C is as A,
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ROONEY et al. 7

F I G U R E 4 Simulation fields at 300 s for experiments X–Z at RHe = 70%. Panels as in Figure 3.

except that RHb is reduced. These configurations are run
at various values of RHe.

O and P are as A, but instead of being spherical, the
initial vertical axis of the bubble is respectively decreased
or increased by a factor of two. In these configurations the
initial bubble volume is kept unchanged by respectively

increasing or decreasing each of the horizontal axes by a
factor of

√
2; see Appendix B. Again, these configurations

are run at various values of RHe.
Most of the bubble configurations have an initial (neg-

ative) buoyancy within ±20% of A. The exception is X,
which has an initial buoyancy approximately 50% larger
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8 ROONEY et al.

than A in magnitude, as it has the larger perturbation in
both temperature and rain mass.

The model had zero initial velocity components. The
initial configuration is unstable and the bubble ini-
tiates/becomes a downdraught. The simulations were
allowed to run for 1000 s model time, at which point the
downdraught has reached the domain floor and begun to
spread out. Significant spreading would be affected by the
domain boundaries, hence the simulations are terminated
when the spread is still of small extent.

The majority of results presented here were gener-
ated using two-moment CASIM, which may be assumed
hereafter unless stated otherwise. This bulk microphysics
capability is widely used, as discussed for example by
Field et al. (2023). However, as two-moment schemes may
display excessive size sorting of hydrometeors (Milbrandt
& McTaggart-Cowan, 2010), comparison with three-
moment CASIM will also be presented, to demonstrate the
differences arising from the use of a more sophisticated
scheme.

4 EXPERIMENTS

4.1 Temperature perturbation and rain
mass

Experiments X, Y, Z compare the results of varying the
initial temperature perturbation and rain mass. In these
experiments, evaporation and condensation are disabled
and RHe is set at 70%. Figure 3 shows data from these
experiments at 10 s after the start of each. The columns
of Figure 3 correspond to the different experiments and
the rows show cross-sections of different model fields: ver-
tical velocity w, Δ𝜃, qr, and Nr. In this figure and in the
later cross-section figures, all panels also have a Δ𝜃 con-
tour added, at a value equal to half the minimum Δ𝜃 in
the domain at that time, for each experiment. This facili-
tates spatial comparison of the different fields within one
experiment.

As prescribed in the initial conditions, the 𝜃 pertur-
bation is smaller in Y than in X and Z, and qr is smaller
in Z than in X and Y (Nr is also proportionally lower in
Z, to obtain equal initial drop-size distributions). At this
point the bubbles are at the very early stage of transition-
ing into downdraughts and the vertical velocities are still
relatively weak.

Figure 4 shows a later comparison, 300 s into the exper-
iments. It may be seen that, in X and Y, the greater qr has
led to some drop aggregation and sedimentation, evident
as precipitation fallout ahead of the descending front of the
Δ𝜃 field. Since these experiments have rain evaporation
turned off, there is no significant Δ𝜃 in this “fallout”

F I G U R E 5 Vertical velocity profiles for configurations X–Z
(without evaporation or condensation). These profiles are at a
height of 1 km, horizontally through the centre of the domain, at
the end of the experiment (t = 1000 s). For these experiments RHe =
70%, as indicated by the subscripts in the legend.

region, but there is some indication of an associated
perturbation in w there, compared with Z which does not
exhibit significant fallout.

Figure 5 shows horizontal profiles of w through the
centre of the domain at a height of 1 km, at the end of
the experiments (1000 s), with subscripts in the legend
indicating the value of RHe. At this point, the central neg-
ative (vertically downward) “trough” in w is at its largest
amplitude in each experiment. That is approximately in
the range of 21 ± 3 m⋅ s−1, which is of a similar order to
previous assessments for these types of flows (e.g. Bolgiani
et al., 2020).

One interesting feature of this plot is that experi-
ments X and Y with a larger initial qr have a bigger
trough, whereas X and Z with a larger (negative) ini-
tial Δ𝜃 have a wider region of upward flow on either
side of the central trough. This shows that the increased
rain mass increases the central acceleration of the down-
draught, whereas the greater negative temperature per-
turbation reinforces the thermal-type vortex circulation
around the edge.

Diagnostics that may be extracted from the data
include the most negative 𝜃 perturbation within the
domain at any time, Δ𝜃min; its vertical position, z𝜃; and
a measure of the downdraught radius. The radius b is
defined here as the maximum radius of any point with Δ𝜃
less than a fixed fraction of Δ𝜃min (which is negative). This
fraction has been taken as 20%, which is the same as the
threshold used similarly by Rooney (2015).

These diagnostics are plotted against time in Figure 6.
The breaks in the trajectories of z𝜃 correspond to the
gradient changes in the time evolution of Δ𝜃min. The
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ROONEY et al. 9

F I G U R E 6 Time evolution of some quantities derived from
experiments X–Z at RHe = 70%. (a) Most negative 𝜃 perturbation in
the domain, Δ𝜃min. (b) Vertical position of the most negative 𝜃

perturbation, z𝜃 . (c) Downdraught radius b, defined as the
maximum radius of any point with Δ𝜃 < 0.2Δ𝜃min.

sudden shifts in position indicate that Δ𝜃min is initially in
the central downdraught, but, as this rapidly diffuses away,
the location of Δ𝜃min will then be found in the annular
region, which is at a higher altitude. This happens later in
Y, during its impingement phase, as its annular region is
less pronounced in the downdraught.

The radial measure b of experiment Y indicates a nar-
rower flow than that of X or Z. This agrees with the
trend in Figure 5. It appears that the rain fallout dom-
inates in Y, possibly inhibiting formation of a thermal
vortex.

4.2 Evaporation and drop size

Further microphysical effects on downdraught behaviour
are explored here, by comparing configuration Z with A
and B, in experiments in which RHe is again initialised at
70%. A is the same as Z, but with rain evaporation and con-
densation enabled. B also has these processes enabled, and
in addition a lower value of Nr, which leads to an increase
in drop sizes.

Figures 7 and 8 show cross-sections of these experi-
ments at times of 300 and 1000 s, respectively. (The first

column of Figure 7 is the same as the last column of
Figure 4.)

The larger drop sizes in B produce a faster fallout,
which at 300 s has removed most of the rain mass from the
thermal part of the downdraught. Also in B, drop aggrega-
tion has further reduced Nr to values no longer within the
plotting range.

At 1000 s, fallout and evaporation have removed the
rain mass in A and B, although not entirely in Z (which
does not evaporate). The cross-sections show evidence of
a spreading vortex-ring structure, similar to the front of an
axisymmetric gravity current. This has a height of order
1 km, and hence is of a similar size to the initial bubble
diameter. It appears slightly wider in A than in Z or B. The
sustained downdraught has produced relatively dry air in
the centre of the region, and a compensating weakly moist
region uplifted around this, which shows up in the buoy-
ancy field. Condensation in the uplifted regions of A and
B produces some liquid water content there, as well as a
positive potential temperature anomaly.

The vertical velocities show that the maximum vertical
speeds close to the ground are much lower than those at
altitude, as would be expected.

Figure 9 shows the corresponding vertical velocity pro-
files at the end of the experiments (1000 s). Unlike the
experiments compared in Figure 5, these all have the
same initial minimum buoyancy and seem more similar in
shape, although A is slightly wider, as above.

Figure 10 shows the same derived quantities as in
Figure 6. Experiment A with evaporation and smaller
drops displays a significant boost to Δ𝜃min in the
downdraught-descent phase. The others do not, due to
disabled evaporation or rapid fallout of larger drops
in Z and B respectively. It may be that this boost to
the Δ𝜃 perturbation is the cause of the slightly wider
profile of A.

4.3 Humidity

Further experiments were carried out to explore the effect
of variations in RHe and/or RHb. These were mainly exper-
iments with configuration A and a varying RHe, although
configuration C was also tested, which is like A except with
a lower RHb value (80% instead of 95%). As above, particu-
lar experiments are denoted using the configuration letter
with a subscript indicating the value of RHe: for example,
A50 denotes configuration A at RHe = 50%.

A change in RHe would be expected to produce var-
ious effects with different implications for the buoyancy.
For instance, for a drier environment, entrainment into
the bubble would be expected to enhance raindrop evap-
oration, increasing the negative buoyancy contribution
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10 ROONEY et al.

F I G U R E 7 Simulation fields at 300 s, for experiments Z, A, and B at RHe = 70%. A and B have evaporation and condensation enabled.
B has an initial drop-size distribution with a mean value greater than Z and A.

due to cooling. However the initial bubble would be
relatively moister in the vapour phase, with a consequently
greater initial positive buoyancy contribution. Increased
evaporation will also accelerate the mass loss from the
liquid phase, consequently reducing the gravity-driven

particle–atmosphere momentum exchange which con-
tributes to downdraught velocity. In a moister environ-
ment, vertical displacement of the environment may pro-
duce an updraught driven by latent heating. Hence the
overall effect of these changes is difficult to predict.
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ROONEY et al. 11

F I G U R E 8 Simulation fields at 1000 s for experiments Z, A, and B at RHe = 70%. Panels as in Figure 7.

Cross-sections of the domain are not shown for these
experiments. The end-of-experiment velocity profiles for
A50, A70, and A90 are shown in Figure 11. These show
significant differences, with the lowest-humidity environ-
ment producing the smallest downdraught velocity. The
figure also shows the significant annular updraught in A90.

This had little positive buoyancy contribution from the
water-vapour content of the initial bubble and also a more
persistent rain mass, hence greater fallout, on account of
reduced evaporation. These all tend to increase the down-
draught velocity, but acceleration of the updraught has
the effect of retarding the downdraught. In a test with
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12 ROONEY et al.

F I G U R E 9 Vertical velocity profiles for experiments Z, A,
and B at RHe = 70%. These profiles are at a height of 1 km,
horizontally through the centre of the domain, at the end of the
experiment (t = 1000 s).

condensation disabled (not shown), the downdraught
velocity difference between A70 and A90 was then compa-
rable with that between A50 and A70.

Given that there is a significant initial difference
between RHb and RHe for experiments A70 and A50, fur-
ther experiments were carried out with reduced differ-
ences, for example A85 or C70, to see if the same trends
are observed. These will be presented later, as additional
points on the summary plots in Section 5.

4.4 Initial bubble shape

Spheroidal bubbles were also tested. These were like A
in terms of internal properties and volume, but having a
shape either flattened (oblate, O) or stretched (prolate, P)
by a factor of two in the vertical.

The prolate bubble is concentrated into a smaller hor-
izontal region than the spherical. Thus there may be a
concentration of evaporative cooling effects as the bubble
descends. This implies larger horizontal gradients during
the descent/evolution, leading to increased mixing, and
vice versa for the oblate bubble.

The initial prolate bubble has an vertical extent of 2 km
and a width of approximately 700 m, so to some extent may
resemble the flow from a smaller source of rain of several
minutes duration.

The evolution of the various derived quantities is
shown in Figure 12. The maximum cooling increases
monotonically from O to P through the descent phase
as the initial bubble lengthens and narrows. The descent
velocity (to be shown in Section 5) intensifies in the same

F I G U R E 10 Time evolution of some quantities derived from
experiments Z, A, and B at RHe = 70%. (a) Most negative 𝜃

perturbation in the domain, Δ𝜃min. (b) Vertical position of the most
negative 𝜃 perturbation, z𝜃 . (c) Downdraught radius b, defined as
the maximum radius of any point with Δ𝜃 < 0.2Δ𝜃min.

F I G U R E 11 Vertical velocity profiles for A at various values
of RHe as indicated. These profiles are at a height of 1 km,
horizontally through the centre of the domain, at the end of the
experiment (t = 1000 s).
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ROONEY et al. 13

F I G U R E 12 Time evolution of some quantities derived from
A, O, and P at RHe = 70%. (a) Most negative 𝜃 perturbation in the
domain, Δ𝜃min. (b) Vertical position of the most negative 𝜃

perturbation, z𝜃 . (c) Downdraught radius b, defined as the
maximum radius of any point with Δ𝜃 < 0.2Δ𝜃min.

trend. The geometric measures tend to converge on the
whole, as the 𝜃 perturbation does at later times.

4.5 Three-moment microphysics

As mentioned above, two-moment microphysics is
commonly used in numerical weather modelling, and
the results in previous subsections have been gener-
ated with MONC using two-moment CASIM. Three-
moment microphysics is more computationally expensive,
but reduces sedimentation rates compared with two-
moment, which may be overly dispersive (Milbrandt &
McTaggart-Cowan, 2010). To examine this aspect, the
experiments were repeated with three-moment CASIM,
and a comparison of the two modes is presented here and
in the next section.

Figure 13 shows the three-moment equivalent of
Figure 7, that is, experiments Z, A, and B at RHe = 70%
at time 300 s. The differences are most evident in the
mass mixing ratio qr, which has a more elongated ver-
tical spread downwards in two-moment mode. This is
greater for the run without evaporation (Z) and that with

larger initial drop sizes (B). Despite the increased verti-
cal dispersion of rain, the buoyancy fields are not very
different, being dominated by the temperature/humidity
perturbations. As the experiments evolve, the buoyancy
fields remain quite close, so that the emerging cold-pool
phase is very similar to that in two-moment mode shown
in Figure 8.

To illustrate the differences further, the approximate
drop diameter scale D∗ (see Equation A12 in Appendix A)
was calculated for experiments A70 and B70, that is, bub-
bles with different initial drop-size distributions, for two-
and three-moment CASIM. The results at 300 s are shown
in Figure 14. It may be seen that the vertical dispersion is
correlated with drop size and hence terminal velocity. Dis-
persion is greater in two-moment mode, particularly when
the initial mean drop size is larger (with consequently
greater fall speeds).

A broad comparison of the different CASIM modes will
be presented in plots summarising all the experiments in
the following section.

5 SYNTHESIS OF RESULTS

In this section, results from more experiments with differ-
ent values of RHe are included, in addition to those already
presented. These populate the parameter space further to
help identify any trends in the data.

5.1 Vertical velocity

A plot of the final centreline vertical velocities against RHe
for all experiments is shown in Figure 15. Figure 15a shows
the two-moment results and Figure 15b the three-moment
ones. In either mode there is a marked linear trend for
configurations A and C, albeit with saturation at the
extreme of high RHe. In general, the three-moment results
are similar to but slightly weaker than the two-moment
results.

These experiments span two values of RHb as well as
the RHe variation The differences in RHb between A and
C do not affect the correlation significantly, and probably
bubble dilution by entrainment is the reason for this. The
linearity is doubtless due in part to the idealised nature
of these experiments, but indicates a trend that may be
reflected in more realistic situations.

It is evident that the more humid environments pro-
duce more intense downdraughts. This agrees with the
earlier finding that particle effects dominate the central
core of the downdraught, while the 𝜃 perturbation con-
tributes to the lateral growth of the thermal. Thus the
reduced evaporation of drops in more moist environments
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14 ROONEY et al.

F I G U R E 13 Simulation fields at 300 s for experiments Z, A, and B at RHe = 70%, using three-moment CASIM. Panels as in the
two-moment equivalent, Figure 7.

may allow for an increase in gravity-driven momentum
transfer from the drops to the atmosphere.

Downdraught intensity also increases as the bubble
initial shape changes from oblate (O) through spheri-
cal (A) to prolate (P). The vertical passage of the same
amount of rain and cold air through a smaller horizontal

cross-section appears to reinforce the downdraught. This
may indicate that longer-duration sources of rain will pro-
duce stronger downdraughts. The two-moment drop dis-
persion also tends to elongate the downdraught slightly,
with the intensities being marginally greater than those for
three-moment.
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ROONEY et al. 15

F I G U R E 14 Approximate drop
diameter scaling D∗ (mm) at 300 s in
the experiments A70 (top row) and B70

(bottom row). Panels (a,b) show
two-moment CASIM and (c,d) show
three-moment CASIM. As previously,
contours indicate half the minimum Δ𝜃
in the domain at that time, for each
experiment.

For the non-evaporating experiments X–Z, increased
rain mass seems to be more of a controlling factor for
downdraught velocity than the initial 𝜃 perturbation.

5.2 Temperature

Figure 16 shows a plot of the final Δ𝜃min values against
RHe. Again, Figure 16a shows the two-moment results and
Figure 16b the three-moment ones. This figure shows that,
all other things being equal, drier environments lead to
increased cooling. The trend in these experiments is not as
pronounced as that for downdraught velocity, but in gen-
eral that may depend on the details of the microphysics. As
vertical velocity was reduced in the three-moment results,
so cooling is increased, although the differences are gener-
ally small.

As would be expected, final Δ𝜃min depends on the
initial bubble 𝜃 perturbation and the experiment details,
with entrainment of the environment reducing the abso-
lute temperature difference and evaporation tending to
increase it. The values for A and B also show that drop size
has an effect. This is presumably because smaller drops
have a lower terminal velocity and hence increased resi-
dence time in the atmosphere, and also an increased sur-
face area compared with the same mass of large drops, pos-
sibly allowing for more evaporation. This is consistent with
previous findings: for example, Snook and Xue (2008).
Reduced sedimentation rates in three-moment CASIM
would also increase drop residence time, allowing for more
evaporation. This may contribute to the opposite sense of
the two- versus three-moment differences in w and Δ𝜃.

By contrast, the varying bubble shape seems to increase
or decrease both effects simultaneously, with prolate bub-
bles having increased cooling as well as velocity, and vice

versa for oblate. Development of increased horizontal gra-
dients in the prolate bubbles may possibly promote more
mixing and hence evaporative cooling, but apparently the
width reduction and/or elongation avoids an associated
penalty of reducing the downdraught velocity.

6 CONCLUSIONS AND
RECOMMENDATIONS FOR FUTURE
WORK

In general, these idealised experiments show that an
evaporating particulate phase increases the complexity of
downdraught flow. The particulates intensify the down-
ward momentum of the downdraught through accelera-
tion of the flow due to their mass loading, up to the point
where they may effectively suppress any downdraught vor-
tex ring if the temperature perturbation is relatively weak.
The depletion of the particulates by evaporation in drier
environments is thus associated with a weakening of the
downward momentum in the downdraught, at the same
time as the overall cooling is increased.

A striking result is the effect of initial bubble shape.
A narrower bubble of the same volume produces greater
cooling and downward velocity. Horizontal scales of ver-
tical motion in high-resolution numerical weather mod-
elling have shown a tendency to correlate with the hor-
izontal resolution of the model grid (Stein et al., 2015).
If the precipitation load of downdraughts is spread out
more widely as a result of such aliasing, the downdraught
evolution may be too weak as a consequence.

It is shown that a change in environmental conditions
may intensify some aspects of the downdraught/cold-pool
system while simultaneously weakening others, but this
is also dependent on bubble shape. This finding may help
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16 ROONEY et al.

F I G U R E 15 Scatter plot of final centreline velocity at 1 km
altitude against RHe for all experiments, indicated by letter. (a)
Two-moment microphysics, (b) three-moment microphysics.

with the interpretation of previous studies, which have
shown a divergence of sensitivities of downdraught inten-
sity to the ambient conditions. It also emphasises the need
to identify which system measures—such as downward
momentum versus negative buoyancy—are most signifi-
cant in any situation.

The cold-pool front may inherit differing “head”
circulations and temperature perturbations from the
impinging downdraught, depending on the conditions.
The resulting vorticity/buoyancy balance of the front
may have implications for its propagation (charac-
terised by the Froude number), as discussed recently by
Rooney (2023).

The spectrum of real, precipitating downdraughts
probably contains elements similar to evaporating
particle-laden thermals or plumes and particle swarms.
Observed downdraught virga may be similar to the swarm
of large drops ahead of the downdraught, and this may
be the cause of their lacking a turbulent appearance. It is

F I G U R E 16 Scatter plot of final domain Δ𝜃min against RHe

for all experiments, indicated by letter. (a) Two-moment
microphysics, (b) three-moment microphysics.

also possible that a more continuous stream of particles
could induce a turbulent flow in the surrounding clear air
(invisible to the observer of virga), after the manner of the
bubble plume of McDougall (1978). The velocity of the air
in the swarm is not necessarily large, but its wake, cooled
by evaporation, may accelerate any following descend-
ing air. The laminar appearance of virga may be due to a
combination of these factors.

In the presentation and interpretation of these results,
it must be acknowledged that they are dependent on the
parametrisations of the models, as demonstrated by the
comparison of two- and three-moment CASIM modes.
Nonetheless, this study could usefully be extended. Future
work would explore the parameter space more fully, and
bridge the gap between these simulations and more realis-
tic downdraughts.

For a more complete exploration of parameter space,
future work should define the initial regimes under which
the thermal may be suppressed. As seen above, this has
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ROONEY et al. 17

implications for the radial spread of the downdraught
and will also affect the structure of the resulting cold
pool.

To bridge from these idealised simulations to more
realistic conditions, there is a range of possibilities.
Finite-duration sources of cooling and/or hydrometeors
could be compared, for example, with vertically stretched
bubbles. Simulations could be made less idealised through
initial inhomogeneities in the bubble and/or environment:
for example, particle-density variation or environmental
temperature/density stratification.

Alternatively, downdraughts in high-resolution
numerical weather simulations could be identified and
analysed in the framework of this study, to see if similar
features and/or regimes are observed. Deep downdraughts
would also provide an opportunity to consider effects of
ice microphysics further, which has not been investigated
here (Engerer et al., 2008; Gilmore et al., 2004; Van Den
Heever & Cotton, 2004). An extension of this would be to
examine regime dependence on the conditions generating
the downdraught. Overall, it would be useful to attempt to
span the range of downdraught conditions, to assist with
interpretation of apparently contradictory results in the
literature.
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APPENDIX A. INITIAL DROP CONDITIONS

CASIM uses the gamma distribution to describe the num-
ber of drops N as a function of drop diameter D, per cubic
metre:

N(D) = Nr
𝜆1+𝜇

Γ(1 + 𝜇)
D𝜇e−𝜆D. (A1)

Shipway and Hill (2012) define 𝜇 as the shape parameter
and 𝜆 as the slope parameter. Nr is the number of raindrops
per cubic metre, or number density.

Since

DpN(D) = Nr
𝜆1+𝜇

Γ(1 + 𝜇)
D𝜇+pe−𝜆D

=
Γ(1 + 𝜇 + p)
𝜆p Γ(1 + 𝜇)

Nr
𝜆1+𝜇+p

Γ(1 + 𝜇 + p)
D𝜇+pe−𝜆D, (A2)

then the pth moment of the distribution is given by

M(p) ≡ ∫
∞

0
DpN(D) dD = Nr

𝜆p
Γ(1 + 𝜇 + p)
Γ(1 + 𝜇)

. (A3)

By definition, Γ(z + 1) = z Γ(z), and so M(p) may be sim-
plified for integer values of p,

M(p) = Nr

𝜆p

p∏
i=1

(𝜇 + i) for p ∈ N. (A4)

The mode diameter of the gamma distribution is

DZ = 𝜇

𝜆
. (A5)

The mean diameter is obtained from the first moment,

D = M(1)
Nr

= 𝜇 + 1
𝜆

. (A6)

As Shipway and Hill (2012) state, given a mass–diameter
relationship of the form

m(D) = c Dd, (A7)

then the bulk mass mixing ratio of the rain distribution is
related to the dth moment by

qr =
cM(d)
𝜌a

, (A8)

where 𝜌a is the air density. Making the assumption that
(small) raindrops are spherical, then d = 3, that is, the
mass mixing ratio is proportional to the third moment,

M(3) = Nr

𝜆3 (𝜇 + 1)(𝜇 + 2)(𝜇 + 3), (A9)

and c = (𝜋∕6)𝜌w, where 𝜌w is the density of rainwater.
Given Nr, qr, 𝜇, c, and 𝜌a, the value of 𝜆 may be readily

obtained:

𝜆 =
(
𝜋

6
𝜌w

𝜌a

Nr

qr
(𝜇 + 1)(𝜇 + 2)(𝜇 + 3)

)1∕3

. (A10)

(It may be remarked that substituting 𝜈 = 𝜇 + 2 yields the
“depressed” cubic equation

𝜈3 − 𝜈 −
(

6
𝜋

𝜌a

𝜌w

qr

Nr

)
𝜆3 = 0, (A11)

which is potentially useful for finding 𝜇 if required.)
An approximate drop diameter scaling may be calcu-

lated from the mass and number of drops as

D∗ =
(
𝜌a qr

𝜌wNr

)1∕3

. (A12)
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From above, it can be seen that this is equivalent
to D∗ = 𝜆−1(𝜋∕6)1∕3(𝜈3 − 𝜈)1∕3, compared with D = 𝜆−1

(𝜈 − 1). These two measures are consequently quite
similar.

For all the experiments, 𝜇 is initialised to the default
value of 2.5 (Swann, 1998). From Table 1 and (A10), the
initial values of 𝜆 are then approximately 1.4×104 and
3.6×103 m−1 for small and large drops, respectively. The
mode and mean diameters for the small drops are then 0.18
and 0.25 mm, and 0.7 and 1 mm for the large drops. The
terminal velocities for these are expected to be within the
range 0.1–10 m⋅ s−1 (Abel & Shipway, 2007).

For three-moment rain, the initial value of the sixth
moment (which is moment #3 in the three-moment
scheme) may be obtained from (A4), noting that

∏6
i=1(𝜇 + i) ≈ 3.59 × 104. The sixth power of 𝜆 in the

denominator produces a very small initial numerical
value.

APPENDIX B. SPHEROIDAL BUBBLES

For a spheroid with rotational symmetry about a verti-
cal axis, the vertical semi-axis may be denoted rv and the
horizontal semi-axes will be equal and may be denoted rh.

Compared with a sphere of radius rs, the volumes will
be equal if r3

s = r2
hrv.

Thus, for an equal-volume spheroid in which rh = 𝜙rs,
then rv = rs∕𝜙2. For example, halving the horizontal extent
requires quadrupling the vertical extent to keep the vol-
ume the same.
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