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Preface and Guide to the Book

This book argues for a rationalist account of the origins of human concepts— that 

is, for a version of concept nativism. While this type of account comes in many 

varieties, they all take the mind to possess a rich innate structure that plays a 

central role in explaining the origins of concepts. Our own version of concept 

nativism holds that many concepts across many conceptual domains are either 

innate or acquired via learning mechanisms that involve innate representations or 

other innate special- purpose elements. Drawing on a broad range of evidence from 

many different disciplines, we argue that there is a powerful case to be made in 

favour of this view. However, we are also keenly aware of the fact that the 

rationalism- empiricism debate is widely seen as being irrelevant to contemporary 

theorizing about the mind— or worse, as being fundamentally confused— and 

that this has led many philosophers and cognitive scientists to dismiss it 

al together. If this scepticism regarding the value and coherence of the rationalism- 

empiricism debate were warranted, our project would be doomed from the start. 

So in addition to making a case for our rationalist view over competing alterna-

tives (both rationalist and empiricist), it is essential that we also address the fun-

damental challenges that call the debate itself into question.

Part I of the book provides a comprehensive rethinking of the theoretical foun-

dations of the rationalism- empiricism debate which clarifies what exactly the 

debate is about— as well as what it is not about— and at the same time makes clear 

why it remains central to the study of the mind. In our view, the rationalism- 

empiricism debate should be understood to be about the differing views that 

rationalists and empiricists hold regarding the collection of innate psychological 

structures which constitutes the ultimate psychological basis for the acquisition 

of  all further psychological traits. Likewise, the more specific debate about the 

origins of concepts should be understood to be about the differing views that 

rationalists and empiricists hold regarding the collection of innate psychological 

structures which constitutes the ultimate psychological basis for concept learn-

ing. This way of understanding the rationalism- empiricism debate is not new. But 

it has never been fully articulated and is frequently conflated with (or rejected in 

favour of ) a number of prominent alternative ways of understanding the debate 

that turn out to be intellectual dead ends, especially the view that it is about nature 

versus nurture (or the relative contributions of genes versus the environment). 

Both critics of the rationalism- empiricism debate and its proponents and 

 participants frequently conceptualize it in these mistaken and unproductive 

ways, often conflating several incompatible interpretations of the debate without 
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realizing it. We see the widespread scepticism regarding the value and coherence 

of the debate as stemming directly from such misunderstandings. While critics 

have rightly regarded these ways of understanding the debate as unworkable, they 

have been wrong to conclude that the debate itself should be abandoned as a 

result. Instead, what’s needed is a better understanding of the debate. This under-

standing should be built around the idea that we started with— that rationalists 

and empiricists differ in terms of the ultimate psy cho logic al basis that they posit 

for acquiring all further psychological traits. By  systematically developing this 

interpretation of the debate— and sharply distinguishing it from unproductive 

alternatives— Part I establishes a sound the or et ic al foundation for the debate, 

providing a detailed framework for understanding the diverse range of possible 

rationalist and empiricist theories and how they relate to one another.

In Part II, we turn to our positive case for concept nativism. As we see it, there 

is an overwhelming case to be made in favour of our view that many concepts 

across many conceptual domains are either innate or acquired via learning mech-

anisms that involve innate representations or other innate special- purpose elem-

ents. In making this case, we distinguish and clarify seven distinct types of 

argument supporting concept nativism, many of which have been poorly under-

stood or insufficiently appreciated. Since our view is that a rationalist view about 

the origins of concepts is the right view to hold for many concepts across many 

conceptual domains, our discussion needs to cover a broad range of concepts 

from different conceptual domains. An exhaustive treatment of each of our seven 

arguments for concept nativism as it applies to every candidate concept and con-

ceptual domain is out of the question. Instead, to make the discussion man age-

able, we have chosen to illustrate the breadth of our account— the range of 

concepts and conceptual domains that it covers— by bringing in new examples as 

we introduce each new argument. To illustrate the depth of the case for concept 

nativism— the fact that often many of these arguments apply to a given type of 

concept or conceptual domain— we examine a selection of conceptual domains 

from the vantage point of a number of these different arguments. While each of these 

seven arguments individually supports a rationalist perspective, the full force of the 

case for concept nativism comes from their collective impact and the recognition 

that they comprise what amounts to a single multifaceted inference to the best 

ex plan ation argument for concept nativism. This argument not only demonstrates 

that a rationalist account of the origins of concepts should be adopted over 

 competing empiricist accounts, it also shows why our version of concept nativism 

should be adopted over competing rationalist accounts (e.g., what are known as 

core knowledge accounts) which take there to be considerably less rich innate 

structure underlying concept learning.

Part III critically examines the empiricist opposition to concept nativism. Our 

critique of this opposition is organized around a representative selection of some 

of the most important and influential empiricist accounts of concept acquisition. 
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One common theme of Part III is that these empiricist proposals fail to do justice 

to the theoretical and empirical considerations that drive the rationalist accounts 

they are meant to be alternatives to. At the same time, however, we argue that 

work in the empiricist tradition contains valuable insights about conceptual 

development. We argue that not only are these insights consistent with concept 

nativism but that they can make a more significant contribution to explaining 

conceptual development when incorporated into a rationalist framework. Our 

discussion in Part III extends both the breadth and depth of conceptual domains 

covered in relation to the arguments for concept nativism in Part II by illustrating 

ways in which many of these arguments apply to new conceptual domains. We 

conclude that an examination of empiricist alternatives to concept nativism only 

serves to strengthen our case for rationalist accounts of the origins of concepts in 

general, and for our own version of concept nativism in particular.

Finally, Part IV addresses what is perhaps the most famous contemporary 

position in the rationalism- empiricism debate regarding the origins of concepts, 

namely Jerry Fodor’s influential view that semantically primitive concepts (concepts 

that aren’t composed of more basic representations) can’t be learned and the 

corollary Fodor argued for that virtually all lexical concepts are innate (a view 

known as radical concept nativism). One of the reasons that Fodor’s arguments 

against concept learning have figured so prominently in this debate— despite the 

wildly counterintuitive conclusions they are associated with— is that it has proven 

to be remarkably difficult to say exactly where they go wrong. But perhaps even 

more importantly, many theorists see Fodor’s arguments as containing a deep 

insight about learning that imposes a fundamental constraint on any theory of 

concept learning; they just see Fodor as having drawn the wrong moral from this 

insight. While rejecting Fodor’s radical concept nativism, these theorists agree 

with Fodor’s claim that semantically primitive concepts cannot be learned and so 

must be innate. In fact, this view about conceptual structure and the limits on 

what can be learned lies behind a nearly universally accepted model of concept 

acquisition— endorsed in different ways by rationalists and empiricists alike— 

which we call the Acquisition by Composition model (or ABC model) of concep-

tual development. According to this model, concept learning requires that the 

learned concept be a complex concept which is formed from a compositional 

process that builds the new concept out of its semantic constituents. The heart of 

Part IV of the book is directed at showing why this model is mistaken. Our dis-

cussion encompasses an overview of the history of Fodor’s views on these issues, 

which changed substantially over a period of more than thirty years. By carefully 

analysing Fodor’s arguments, we show precisely how they go wrong, which in turn 

shows why the ABC model of conceptual development should also be rejected. 

The rejection of this model opens up a range of new possibilities for explaining 

how concepts can be learned which we explore in relation to a variety of different 

types of concepts and different theories of meaning for mental representations. This 
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discussion further underscores a major theme of the book— that rationalist 

accounts of the origins of concepts not only are consistent with concept learning 

but also offer the best overall account of how concept learning works. We end 

Part IV on this theme by highlighting the depth of the connection between our 

own rationalist account of the origins of concepts and cultural learning.

Since this is a long book, we have tried to arrange it in such a way that the four 

main parts of the book can be read on their own or out of order (though readers 

who do this may need to consult Chapter 2 and Chapter 6 for key terminology we 

use later on). Likewise, most chapters are sufficiently self- contained that readers 

who are interested in particular topics can jump ahead to the relevant chapter. 

However, it should be kept in mind that the theoretical framework in Part I and 

the many arguments, examples, and empirical findings that are discussed in dif-

ferent chapters in Parts II–IV are meant to interact with and support one another 

as part of a single integrated argument for concept nativism that runs through the 

entire book.
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It seems to me that Anglo- American theorizing about concept attain-

ment has, for several hundred years now, restricted itself to the con-

sideration of a very small range of theoretical options. It also seems to 

me that the results have not been extraordinarily encouraging. 

Perhaps it is time to throw open our windows, kick over our traces, 

upset our applecarts and otherwise wantonly mix our metaphors. If 

we are going to have a cognitive science, we are going to have to learn 

from our mistakes. When you keep putting questions to Nature and 

Nature keeps saying “no”, it is not unreasonable to suppose that 

somewhere among the things you believe there is something that 

isn’t true.

Jerry Fodor





1
Introduction

Whatever Happened to the Debate over Innate Ideas?

One of the most remarkable features of the human mind is the breadth and rich-

ness of what it can represent. We aren’t limited to thinking about current sensa-

tions or even to the objects in our immediate environment. Our thoughts can 

also turn to abstract matters (truth, beauty, justice), to things that are far away in 

space and time (the rings of Saturn, the Crimean War), to things that haven’t hap-

pened (a world in which the dollar remained on the gold standard), and even to 

things that don’t exist (Santa Claus, vampires, phlogiston).

This fact about the mind’s representational powers leads to a question that has 

been at the centre of an enduring and, we think, highly productive debate that 

traces back to antiquity— a question that is integral to nearly all philosophical 

theorizing about human nature and that has motivated an enormous amount of 

work in cognitive science. There are a number of ways of putting this question, 

but perhaps the most recognizable and eloquent formulation is owing to 

John Locke:

How comes it [the mind] to be furnished? Whence comes it by that vast store, 

which the busy and boundless Fancy of Man has painted on it, with an almost 

endless variety? Whence has it all the materials of Reason and Knowledge? 

(1690/1975, II.I.2, p. 104)

In short, where do our concepts or ideas come from?1

1 Although there are some differences between how ideas were understood in the history of phil
oso phy and how concepts are understood today, there is enough of an overlap that we will use the 
terms “concept” and “idea” interchangeably. What exactly concepts are has been a matter of significant 
controversy, both in philosophy and in cognitive science (Margolis and Laurence 1999, 2015). We will 
say more about some of these controversies, and about what concepts are and how they relate to the 
rationalism empiricism debate in Chapter 6. For the time being, what matters most is that we take the 
representational components that make up thoughts to be concepts, where thoughts are the represen
tations that are involved in such high level cognitive processes as categorization, decision making, 
recalling facts, analogical reasoning, interpreting discourse, forming explanations, planning a course 
of action, and problem solving. For example, when you think blue whales are the largest animals to 
have ever existed, your having this thought involves the activation of a mental representation that is 
composed of simpler representations— concepts— including ones for blue whales, animals, and exist
ence (among others). We will follow the convention in which mentioned concepts and ideas appear in 
small caps— for example, blue whale for the concept of blue whales and animal for the concept of 
animals.
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This book offers an answer to Locke’s question that is inspired by the specula
tions of Plato, Descartes, Leibniz, and other rationalist thinkers in the history of 
philosophy, and that owes a great deal to the rationalist theorizing in cognitive 
science that began with Noam Chomsky’s pioneering work in linguistics. In con
temporary philosophy and in much of cognitive science, scepticism about ration
alist views of the mind is common. Nonetheless, we think that a strong case can 
be made for a rationalist view of the origins of concepts— a view we refer to as 
concept nativism— and in the course of this book, we present this case in detail.

1.1 The Rationalism-Empiricism Debate about 
the Origins of Concepts

We will begin by providing an initial overview of what we take to be at stake in 
the debate between rationalist and empiricist accounts of the origins of concepts. 
Our aim in this initial overview is simply to sketch the basic outlines of the 
debate. In Chapter 2, we will revisit these issues and provide a more detailed 
official statement of our view of rationalism, empiricism, and the rationalism 
empiricism debate. This will cover both the full scope of the rationalism empiricism 
debate— which is about the origins of many different types of psychological 
traits— and the intricacies of how the debate should be understood when the 
focus is on the origins of concepts. But for now we will leave most of those details 
out and just sketch the general contours of how rationalist and empiricist views of 
concepts differ from one another.2

The debate is sometimes characterized so that rationalism is the view that 
there are innate ideas or concepts and that empiricism is the view that the mind is 
initially a blank slate in that it has no innate structure whatsoever. However, this 
way of distinguishing empiricism from rationalism is problematic. First, to 
characterize empiricism as the view that the mind begins with no innate structure 
would have the unfortunate consequence that there aren’t really any empiricists. 
It has long been recognized by all parties to the rationalism empiricism debate 
that a mind without any innate structure— a truly blank slate— wouldn’t be 

2 Rationalists and empiricists in the history of philosophy took contrasting stands on a range of 
issues in epistemology and the philosophy of mind that are independent of the questions about the 
origins of concepts that are our concern in this book. Unless otherwise indicated, when we refer to 
rationalism and empiricism (and to the rationalism- empiricism debate), we are referring only to these 
views insofar as they bear on questions regarding the innate structure of the mind and the psychological 
basis of cognitive and conceptual development. There are other terms that have been used for 
rationalism, including innatism, innativism, and nativism. Moreover, it is not uncommon to refer to 
the psychological debate between rationalists and empiricists as the nativism- empiricism debate, in 
which competing rationalist and empiricist views of the origins of concepts are known as concept 
nativism and concept empiricism. We will sometimes use this terminology too. In particular, we will 
often refer to our own view as a form of concept nativism, since this term is commonly used to refer to 
rationalist accounts of the origins of concepts in both philosophy and cognitive science.
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capable of learning. There has to be something that accounts for why human 
beings come to know anything at all about the world around them while things 
like rocks and chairs don’t.3 Second, although it is true that rationalists are more 
likely than empiricists to embrace innate concepts in addition to other types of 
innate psychological structures, focusing exclusively on whether concepts are 
innate or not doesn’t do justice to mainstream views of the origins of the concep
tual system. Empiricists may accept some innate concepts, and rationalists may 
hold that what matters is not innate concepts per se but rather the existence of a 
rich innate basis for acquiring concepts.

For these reasons, we think it best to characterize the debate in other terms, 
which more accurately reflect the nature of the actual disagreement between 
empiricists and rationalists. For contemporary theorists in philosophy and cogni
tive science, this revolves around the character of the innate psychological struc
tures that underlie concept acquisition. While both empiricists and rationalists 
posit innate psychological structures in order to explain how concepts are 
acquired, they diverge in terms of the number and kinds of innate psychological 
structures they accept.

According to empiricist approaches, there are few if any innate concepts and 
concept acquisition is, by and large, governed by a small number of innate 

general purpose cognitive mechanisms being repeatedly engaged. Sometimes 
this point is put by saying that empiricists claim that concepts are largely acquired 
on the basis of experience and hence that the conceptual system is predominantly 
a product of learning. But the crucial fact here isn’t that empiricists place a lot of 
weight on learning or experience. (As we’ll see in a moment, rationalists do too.) 
Rather, what is unique to empiricism in the rationalism empiricism debate is its 
characteristically empiricist approach to concept learning. The empiricist view is 
that concept learning ultimately traces back almost exclusively to general purpose 
(domain general) cognitive mechanisms and that these provide the psychological 
underpinning for the many varied concepts that humans come to possess. For 
example, on a typical empiricist view, concepts related to things that are agents 
(as opposed to inanimate objects) and concepts related to number are both the 
product of the same kind of psychological processes embedded in the same 
general purpose concept learning mechanisms. The mechanisms produce agency 

3 Some contemporary theorists who undoubtedly fall on the empiricist side of the rationalism 
empiricism divide have rejected the label “empiricism” because of its association with the view that 
the mind lacks innate structure. For example, in a discussion relating work in neuroscience to the or
ies of conceptual development, Steven Quartz remarks, “I have avoided using the term empiricism, 
instead stating the strategy in terms of not being strongly innate. My reason for this lies in the com
mon identification of empiricism with Tabula Rasa learning” (2003, p. 34). Similarly, Elman et al. 
(1996) reject the label “empiricism”, identifying empiricism with the view that genes play no role in 
determining behaviour: “There can be no question about the major role played by our biological 
inheritance in determining our physical form and our behaviors. We are not empiricists” (p. 357). 
Since we take there to be a substantial issue at stake between theorists like Quartz or Elman et al. and 
concept nativists, a better characterization of empiricism is clearly needed.
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representations in one case and number representations in another not because 
they have specialpurpose elements that dispose them to do this, but simply as a 
product of processing input in these domains.

Rationalist approaches, in contrast, typically embrace some innate concepts, 
but more importantly, they suppose that concept acquisition isn’t governed solely 
by a few innate general purpose cognitive mechanisms. Rather, rationalists main
tain that, in addition to innate general purpose cognitive mechanisms and some 
innate concepts, there are a number of special purpose learning mechanisms 
(with varying kinds and degrees of specialization) that play a vital role in concep
tual development. Each of these rationalist special purpose learning mechanisms 
governs the acquisition of a restricted range of concepts and is either itself an 
innate mechanism or constructed in part from innate special purpose resources. 
So, what is unique to rationalism in the rationalism empiricism debate is, first, 
that it typically posits a stock of innate concepts and, second, that it has a charac-

teristically rationalist approach to concept learning. A rationalist view is perfectly 
at home with the claim that representations of agency might depend on psycho
logical processes that reflect the operation of innate agency specific concept 
learning mechanisms, while representations of number depend on separate, 
innate number specific concept learning mechanisms. The reason why agency 
representations form in the one case and numerical representations in the other 
would then be due as much to the fact that they are governed by different innate 
special purpose learning mechanisms as it is to the differing input to these 
mechanisms.

Rationalism and empiricism are not specific theories. Rather, they are each 
theoretical frameworks within which there are many different theoretical options. 
For example, within the empiricist framework, some empiricists claim that there 
are no innate concepts whatsoever and that concept acquisition depends exclu
sively on a small number of general purpose cognitive mechanisms. Jesse Prinz 
defends a view along these lines, holding that concepts “are all learned, not 
innate” (Prinz 2005, p. 679). After arguing against what he takes to be the main 
proposals for special purpose innate concept learning mechanisms, he sum mar
izes his discussion by noting, “I do not believe that any of these domains is innate. 
That is to say, I do not think we have innate domain specific knowledge that con
tributes to structuring our concepts” (Prinz 2005, p. 688). A different type of 
empiricist account accepts a limited number of innate special purpose mech an
isms that constrain how the conceptual system develops in certain isolated cases.4 
However, such cases are often seen as constituting minor exceptions to the gen
eral rule that concept acquisition is governed solely by general purpose learning 

4 The innate special purpose mechanisms that empiricists posit are typically relatively simple and 
geared towards low level perceptual features, such as a bias to attend to movement or to high or low 
frequency visual stimuli.



mechanisms. For example, Rogers and McClelland (2004) defend a view of this 
sort. After arguing that a general purpose learning model can explain the way 
that adult semantic memory is organized, they suggest that there may be a hand
ful of instances where special purpose cognitive mechanisms constrain concep
tual development, including a tendency to withdraw from strong stimuli and to 
respond favourably to the taste of fat and sugar. Yet Rogers and McClelland state 
that they are “reluctant . . . to accept that, in general, human semantic cognition is 
prepared in this way”, arguing instead that “domain general mechanisms can dis
cover the sorts of domain specific principles that are evident in the behavior of 
young children” (Rogers and McClelland 2004, p. 369). In later chapters, we will 
be discussing these and other empiricist views.

Within the rationalist framework, there is also a broad range of different pos
sibilities. What these different rationalist accounts have in common is that, in 
addition to positing the types of innate structures found in empiricist accounts 
(innate general purpose learning mechanisms), they also posit further innate 
structures that are involved in cognitive and conceptual development. In particu
lar, these include innate concepts, innate special purpose learning mechanisms 
for acquiring concepts in a particular domain, and innate special purpose 
resources that contribute to other learning mechanisms for acquiring concepts in 
a particular domain (i.e., for learning mechanisms that aren’t wholly innate but 
that have critical special purpose parts that are innate). But rationalists will differ 
over such things as how many and what kinds of concepts are either innate or 
acquired via such rationalist learning mechanisms, as well as how rich the innate 
endowment is in any given conceptual domain.5

One influential rationalist view, known as core knowledge and core cognition, 
has been championed by Susan Carey, Elizabeth Spelke, and others. This view 
holds that:

Just as humans are [innately] endowed with multiple, specialized perceptual 

systems, so we are [innately] endowed with multiple systems for representing 

and reasoning about entities of different kinds . . . studies suggest that there are at 

least four core conceptual systems encompassing [innate] knowledge of objects, 

agents, numbers, and space. (Carey and Spelke 1996, p. 517)

This view is sometimes understood to posit innate concepts in these core 
domains— for example, the concept of an object, the concept of an agent, the 
concept of belief, and so on— alongside special purpose learning mechanisms 
involved in the acquisition of further concepts in these domains. But it is also 

5 We will use the term rationalist learning mechanism to refer to psychological mechanisms that 
are either innate special purpose learning mechanisms or learning mechanisms involving innate 
special purpose resources. See Chapter 2 for further discussion and qualifications.

the debate about the origins of concepts 5
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possible to understand core cognition as not positing any specific innate con
cepts, and instead taking concepts like these to be the product of rationalist learn
ing mechanisms. On this understanding, although the concept agent wouldn’t 
be innate, a special purpose learning mechanism that is responsible for its acqui
sition might be— one that underlies the acquisition of perhaps a range of concepts 
related to agency but not other types of concepts. On either understanding, core 
cognition is committed to innate resources that are particular to concepts in at 
least four domains. Other rationalist views might differ regarding the innate basis 
for acquiring concepts in these and other domains. Some would posit fewer 
innate concepts or fewer rationalist learning mechanisms, or would posit a less 
rich innate endowment in the domains singled out by core knowledge. Others 
would posit more innate concepts or rationalist learning mechanisms than core 
knowledge views, or posit a richer innate endowment in domains singled out by 
core knowledge. To give just one example, Lance Rips argues that the mech an
isms posited by the core knowledge view “don’t provide mental components that 
are sufficient to explain adult concepts” and concludes that they need to be sup
plemented by further innate concepts (Rips 2017, p. 159). Just as there are many 
different types of empiricist views, there are many types of rationalist views, and 
we will encounter a number of them later on too.

The central thesis of this book is that the right framework for understanding 
the origins of concepts is a rationalist framework. In defending this thesis, we will 
develop an extensive series of arguments in favour of rationalist accounts and will 
respond to empiricist criticisms. These arguments can be seen, in the first 
instance, as arguments in favour of rationalist accounts in general (the rationalist 
framework). When considered in isolation, each is consistent with a range of dif
ferent rationalist views— that is, with many different forms of concept nativism. 
At the same time, however, we will argue that, taken together, they show not 
only  that empiricist views substantially underestimate the innate endowment 
underpinning human conceptual development but that many rationalist views do 
as well. Ultimately the view that we favour is a form of concept nativism that 
holds that many concepts across many different conceptual domains are either 
innate or acquired via rationalist learning mechanisms.

At this stage of inquiry, it is not possible to say precisely how many (or pre
cisely which) concepts are innate or acquired via rationalist learning mechanisms. 
There remains considerable room for reasonable disagreement. Accordingly, our 
aim is not to offer a complete or final catalogue of such concepts. Any attempt to 
do so would be premature if only because many conceptual domains remain 
largely unexplored. That said, we will argue that there is overwhelming support 
for the claim that the ultimate catalogue of these concepts will be extensive. As 
part of our case for concept nativism, we will argue for a rationalist treatment of a 
wide range of concepts across diverse conceptual domains. Likely candidates, in 
our view, include concepts associated with the representation of objects, space, 



time, geometry, number, agency, individuals, mental states (e.g., perception, 
belief, emotions), communication, causation, animals, plants, food, danger, dis
ease, goals, paths, movement, events, feature/property, stuffs/substances, logic, 
modality (e.g., possibility, necessity), sameness/difference, sex, life stages, kin
ship, social groups, social status, tools, function/purpose, norms, cooperation, 
and morality (e.g., fairness, harm, obligation).

While this amounts to a considerable number of concepts across a wide range 
of conceptual domains, we want to make it absolutely clear that we nonetheless 
think that most concepts are not innate and that relatively general purpose learn
ing mechanisms play an important role in the acquisition of many concepts. In 
fact, we don’t see how any tenable form of rationalism could deny these things. 
We emphasize these points because one of the most famous— many would say 
infamous— rationalist accounts of the origins of concepts, Jerry Fodor’s radical 

concept nativism (Fodor 1975, 1981), denies them. And Fodor’s extreme view is 
often mistakenly taken to be representative of rationalist accounts of the origins 
of concepts in general.

According to Fodor’s radical concept nativism nearly all lexical concepts are 
innate, including the likes of linguini, carburettor, beatnik, and quark.6 
Indeed, Fodor argues that it is impossible for such concepts to be learned. Notice 
that it isn’t just the sheer volume of innate concepts that makes this view so 
outrageous— the thousands and thousands of concepts corresponding to actual 
and potential natural language words— but also the fact that most of these con
cepts are clearly newcomers in human history, dependent upon specific his tor
ic al, cultural, and technological conditions for their appearance. As implausible 
as Fodor’s view is, we think that there is nonetheless much to be gained from a 
proper analysis of the ingenious arguments he has put forward for this view (see 
Part IV).

Setting aside Fodor’s extreme and highly unrepresentative radical concept 
nativism, it is clear that rationalism isn’t confined to postulating innate concepts.7 
Rather, a big part of concept nativism is the use it makes of rationalist learning 
mechanisms in explaining the origins of concepts, and, as their name suggests, 
these mechanisms are often best understood as learning mechanisms. For 
instance, a special purpose mechanism for food might support the learning of 
which items in the environment can be eaten and which are potentially toxic and 

6 Lexical concepts are ones that are expressed by individual words in natural language.
7 Fodor’s extreme account stands in an analogous relation to rationalism as the view that the mind 

is a blank slate stands in relation to empiricism. Just as there are few if any real advocates of the view 
that the mind is a blank slate, one is hard pressed to find any real advocates of Fodor’s radical concept 
nativism. And while Fodor’s view may not quite be incoherent, it is very nearly as implausible as the 
blank slate view. Finally, despite being widely rejected by rationalists, Fodor’s extreme account has 
often been mistakenly taken to represent the rationalist view, just as the blank slate view has been 
mistakenly taken to be representative of the empiricist view of cognitive and conceptual development 
despite being widely rejected by empiricists.

the debate about the origins of concepts 7
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to be avoided, guiding food preferences and food seeking behaviour. Or a special 
purpose mechanism for faces might support the learning of concepts of in di vid
uals. These hypothesized mechanisms are very much in the business of learning 
about the world, according to the rationalist. They are just specialized for learn
ing particular information in a way that is highly constrained by the nature of the 
learning mechanism.

To a large extent, then, the difference between rationalism and empiricism 
isn’t whether learning is central to human concept acquisition but rather their 
differing views of how learning works. While empiricists take learning to be 
almost exclusively mediated by innate general purpose learning mechanisms, 
rationalists maintain that general purpose learning mechanisms, though real 
and im port ant, are not sufficient, and so rationalists also take there to be innate 
concepts and numerous innate specialpurpose psychological structures 
involved in learning.

1.2 Philosophy, Psychology, and the Naturalistic 
Study of the Mind

As we mentioned in the previous section, concept nativism has deep roots in the 
history of philosophy. But over the years, the intellectual landscape has changed 
in a number of important ways, making for a complicated relationship between 
the historical debate over innate ideas and the debate between contemporary 
empiricists and rationalists. Perhaps the most important difference has to do with 
the broader set of philosophical issues that were wrapped up with the status of 
innate ideas in historical discussions (Cowie 1999; Samet 2008). In the historical 
debate, the issue of innate ideas was taken to have far reaching metaphysical and 
epistemological consequences, including implications for the existence of God, 
the relation between soul and body, and the nature of morality.

Plato, for example, argued in the Phaedo that the idea of equality is innate on 
the grounds that sensory experience cannot give us this idea, since things that 
appear to be equal in length are never really exactly equal. From this he con
cluded that the idea must be one that we have prior to perceiving the world— that 
coming to understand equality is, in effect, a matter of recollecting something we 
knew but have since forgotten. It was then a short step to the view that people 
have a soul that was once situated in a non physical realm, the only realm in 
which true equality itself exists. Or consider Descartes’ musings about God in the 
Meditations. Part of his rationale for believing in God turned on an argument 
that the idea of God couldn’t be acquired by ordinary experience. For Descartes, 
the cause of this idea wouldn’t have enough “formal reality” if it weren’t a perfect 
being— God himself— that was its cause.
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However, by far the most prevalent extra psychological issue in the historical 
debate involved questions about the justification of human knowledge. Rationalists 
in the history of philosophy gave a priori knowledge (roughly,  knowledge not 
 justified through experience) a central role in epistemology, which generated the 
vexed problem of explaining how such know ledge is possible. The  answer for 
many rationalists was to postulate innate ideas, principles, and faculties of the 
mind. The thinking was that the knowledge these innate structures lead  to is 
 justified by virtue of its psychological origins, often backed by God’s goodness for 
giving us the innate endowment in the first place. However, it can’t be taken for 
granted that a higher being ensures the truth or validity of any innate beliefs we 
might happen to have. And in hindsight it isn’t hard to see that, in principle, a 
belief that requires empirical justification could be innate (e.g., the belief that 
humans have hands), while a belief that requires a priori justification might 
not be (e.g., the belief that arithmetic is incomplete). Justification is one thing, 
 psychology another.

Does this mean that the earlier debate about innate ideas is merely a historical 
curiosity? Not at all. Although its participants held some questionable subsidiary 
views and injudiciously mixed up their epistemology and their psychology, they 
were nonetheless interested in the workings of the mind.

What’s more, while their approach to psychological matters wasn’t scientific by 
today’s standards, it wasn’t entirely devoid of empirically grounded argumenta
tion either. For example, Descartes’ views about innate ideas were informed by 
the observation that people arrive at ideas that are not exemplified by the percep
tible objects that cause them. Seeing a triangular shape on a piece of paper may 
lead to the idea of a perfect Euclidean triangle even though the form on the paper 
invariably falls short of being perfectly triangular in various ways (e.g., its lines 
can’t help but have a certain amount of breadth) (see Descartes 1641/1984, p. 262). 
Descartes’ rejection of the theory that ideas come from the senses was also based 
on considerations deriving from his study of the physiology of vision: “for the 
sense organs do not bring us anything which is like the idea which arises in us on 
the occasion of their stimulus, and so this idea must have been in us before” 
(Descartes 1641/1991, p. 187).

Similar sorts of forays into empirical argumentation can be found in Locke, 
the most famous critic of innate ideas. Among other things, Locke pointed to 
what he took to be unassailable facts about the minds of children and people 
from remote parts of the globe. For him, these were of the utmost importance 
because of the presumed link between a principle being innate and its being uni
versal. “I agree with these Defenders of innate Principles, That if they are innate, 
they must needs have universal assent” (1690/1975, I.ii.24, p. 61). Locke’s tactic 
was to argue against his rationalist opponents by providing examples of people 
who don’t endorse or appreciate philosophical principles that had been upheld as 
being innate:
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But he that from a Child untaught, or a wild Inhabitant of the Woods, will 

expect these abstract Maxims, and reputed Principles of Sciences, will I fear, 

find himself mistaken. Such kind of general Propositions, are seldom mentioned 

in the Huts of Indians: much less are they to be found in the thoughts of 

Children . . . (Locke 1690/1975, I.ii.27, p. 64)

Still, the true potential of empirical argumentation to address the debate over 
innate ideas didn’t really come out until the work of Chomsky and others at the 
forefront of the cognitive revolution in the 1960s. Chomsky particularly drew 
attention to a wealth of new empirical data concerning the innate basis of lan
guage, while explicitly linking his theories of language acquisition to neglected 
rationalist views of language and thought in the seventeenth, eighteenth, and 
early nineteenth centuries— a body of work he referred to as Cartesian linguistics. 
All of this new empirical data, Chomsky argued, served to vindicate the general 
view of the mind associated with philosophers in the rationalist tradition:

It seems to me that the conclusions regarding the nature of language acquisition, 

discussed above, are fully in accord with the doctrine of innate ideas, so under

stood, and can be regarded as providing a kind of substantiation and further 

development of this doctrine. (Chomsky 1967, p. 131)

Chomsky’s focus was on language, not concepts. But language was clearly meant 
as just one well developed case study, and others were expected to follow.8

There are two important features to Chomsky’s claim that ought to be empha
sized and that are central to our own defence of concept nativism. The first is his 
insistence that empiricist and rationalist theories constitute empirical proposals 
regarding the mind and consequently ought to be evaluated in the same way as 
other empirical proposals. For Chomsky, there is no a priori method for discover
ing the structure of the mind any more than there is an a priori method for dis
covering the structure of the circulatory system:

Particular empiricist and rationalist views can be made quite precise and can 

then be presented as explicit hypotheses about acquisition of knowledge, in par

ticular, about the innate structure of a language acquisition device . . . When such 

contrasting views are clearly formulated, we may ask, as an empirical question, 

which (if either) is correct. (Chomsky 1965, pp. 52–53)

8 The relation between contemporary work in linguistics and the historical debate over innate 
ideas is a major theme in Chomsky’s writings in the 1960s and 1970s. See also Chomsky (1965, 1966, 
1971, 1972/2006, 1975).
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Given that empirical methods of inquiry are more strongly associated with 
empiricism in the history of philosophy, the link that Chomsky draws between 
his own work and the rationalist philosophical tradition may seem surprising at 
first. But for Chomsky, these issues about methods of inquiry are entirely distinct 
from the sorts of psychological views that rationalists and empiricists considered 
to be viable. To the extent that empirical methods are thought to be inherently 
tied to empiricism, we might say that Chomsky’s epistemology is empiricist even 
if his psychology— and, in particular, his view on the innate structure of the 
mind— is rationalist. In any case, Chomsky’s view illustrates how there is no 
incompatibility between using empirical evidence to support rationalist accounts 
of the mind (or to argue against empiricist accounts); empiricism shouldn’t be 
seen as having a monopoly on the use of empirical evidence and argument.

The second important feature of Chomsky’s revival of rationalism was his 
rejection of the widely held view that empiricism is superior to rationalism for 
being more parsimonious:

Where empiricist and rationalist views have been presented with sufficient care 

so that the question of correctness can be seriously raised, it cannot . . . be main

tained that in any clear sense one is “simpler” than the other in terms of its 

potential physical realization, and even if this could be shown, one way or the 

other, it would have no bearing on what is completely a factual issue. (Chomsky 

1965, p. 53)

Chomsky’s point is that the way to choose among competing proposals about the 
mind is by assessing the depth and cogency of the way they handle empirical 
data, not how simple they are according to some preconceived understanding of 
simplicity. To suppose otherwise is to adopt a dogmatic approach to the study 
of the mind. Thus the burden on all theorists (empiricists and rationalists) is to 
formulate sufficiently articulated theories that can be evaluated for their 
explanatory power.9

Chomsky’s own proposals were exciting precisely because they were so well 
developed and because they were able to accommodate an abundance of linguis
tic data that previous theorists hadn’t taken sufficiently seriously or had com
pletely overlooked. Chomsky stressed that natural language speakers regularly 

9 We should note that Chomsky isn’t claiming that explanatory power is the only measure of the or
et ic al goodness, or that all forms of simplicity are theoretically irrelevant; rather, he is arguing that 
simplicity considerations that aren’t tied to explanatory power should carry little weight in theorizing 
about the mind. Also, the reason we have added the qualification some preconceived understanding of 
simplicity, as opposed to speaking of simplicity in an absolute sense, is that there are different ways to 
measure the simplicity of a psychological theory. This fact makes it even harder to maintain that 
empiricist models are to be preferred for being simpler, since on a number of pertinent standards of 
simplicity, empiricist models turn out to be less simple than rationalist models. (See Chapters 4 and 17 
for further discussion of these issues.)
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use and understand novel sentences and consequently that a person’s knowledge 
of language can’t reside in a memorized list of sentences that are reinforced as a 
response to specific stimuli. He also noted that parents don’t generally correct 
children’s syntactic errors and that this places significant constraints on the way 
that children come to learn the language of their community. But most im port
ant ly, Chomsky called attention to a striking range of facts regarding people’s lin
guistic knowledge— patterns in their intuitions about acceptable and unacceptable 
sentences and their potential interpretations.10 This data played a pivotal role in 
the emergence of modern linguistics and in the development of sophisticated 
competing rationalist and empiricist models of language acquisition.

Following the cognitive revolution, an enormous amount of empirical work 
has been done that bears on the rationalism empiricism debate. As a result, con
temporary theorists interested in the origin of human concepts have a truly 
unprecedented body of empirical data at their disposal. Where Locke and 
Descartes were confined to rudimentary observations and conjectures, contem
porary theorists have access to a huge range of important discoveries about the 
mind that could hardly have been imagined even a few decades ago. The list 
of disciplines whose findings promise to shed light on Locke’s question is long 
and impressive. It includes anthropology, archaeology, behavioural ecology, 
behavioural economics, clinical psychology, cognitive psychology, comparative 

10 While it isn’t possible to do full justice to this data here, we can give a few illustrative examples. 
(Following the standard convention in linguistics, we mark unacceptable sentences with an asterisk, 
“*”.) To a native English speaker, (1) and (2) are perfectly acceptable sentences. But although (3) and 
(4) are closely modelled on (1) and (2), and although (3) is acceptable, (4) is not (Chomsky 1957):

(1) The book is interesting. (2) The book seems interesting.
(3) The child is sleeping. (4) * The child seems sleeping.

Likewise, even though (7) and (8) seem to follow the same pattern as (5) and (6), native English 
speakers reject (8) (Chomsky and Lasnik 1977).

(5) Who do you want to see? (6) Who do you wanna see?
(7) Who do you want to see Bill? (8) * Who do you wanna see Bill?

Speakers of English also have intuitions about possible interpretations of English sentences, including 
some interpretations that are not immediately obvious. Notice that (9) can mean the same as either 
(10) or (11)—or even (12) (Chomsky 1965):

(9) I had that book stolen.
(10) Someone stole the book in question from me.
(11) I hired someone to steal the book in question from someone else for me.
(12) I was about to succeed in stealing the book from someone, but was caught at the last minute.

(This last reading can take a good amount of work to hear, but compare: “I had the race in the bag. 
But then I tripped, and injured myself just before the finish line.”) English speakers also have subtle 
intuitions about such things as when “he” and “him” can be co referential with a proper name in the 
same sentence—e.g., “John” in (13)–(16)—despite the fact that the principles governing this are not at 
all intuitively obvious (Chomsky 1995):

(13) John criticized him. (co reference not possible)
(14) John said Mary criticized him. (co reference possible)
(15) He said Mary criticized John. (co reference not possible)
(16) After he left the room, Mary criticized John. (co reference possible)
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(animal) psychology, computational modelling, developmental psychology, 
endocrinology, ethology, evolutionary psychology, genetics, linguistics, neurosci
ence, robotics, and social psychology, among others. In each case, however, it 
must be recognized that the implications for the debate over innate ideas remain 
tremendously controversial. Even researchers from the same discipline, but with 
differing perspectives, have questioned each other’s methods and have found 
themselves drawing very different conclusions from the same data. Given the 
diversity of this research, the sheer scope of its output, and the many perplexing 
philosophical and theoretical issues that invariably come up, an empirically 

informed assessment of the rationalism empiricism debate about the origins 
of concepts is a challenging task, to say the least. We will end this initial chapter 
by briefly illustrating both the promise and some of the challenges of evaluating 
this broad range of empirical data by discussing a kind of concept— geometrical 
concepts— which were central to the historical debate over innate ideas.

1.3 An Example: Geometrical Concepts

In Plato’s dialogue the Meno, Socrates is depicted as demonstrating the exist
ence of innate geometrical knowledge by helping an uneducated boy complete 
a subtle geometrical proof with only minimal prompting. The dialogue involves 
a fictional interaction in a literary work. But suppose Plato’s dialogue was a 
faithful account of an actual historical event. Would the event it recounts be 
enough to show that geometrical knowledge is innate or that there are any 
innate geometrical concepts? One obvious difficulty is that we can’t take the 
boy’s purported ignorance at face value. Even though the boy wasn’t formally 
educated, he did live in a literate community filled with manufactured shapes, 
symbols, maps, and other technologies for conveying geometrical knowledge. 
Maybe this feature of the boy’s environment was doing more work than Plato 
realized.

How might we obtain stronger evidence for innate geometrical concepts? 
A good start would be to design experiments that can be performed with young 
children— children who have had limited experience with geometry. One type of 
experiment that has been especially fruitful uses a reorientation paradigm in 
which experimental participants witness an object being hidden in a given loca
tion in a room and are subsequently gently spun around until they become dis
orient ed. Then their task is to recover the object by exploiting what they 
remember of the layout of the room and any available potential cues that could 
help them to reorient themselves.

Using this procedure, Hermer and Spelke (1996) examined the ability of 18 to 
24 month old children (and adults) to locate an object hidden in one of four 
identical containers, one in each corner of a rectangular room with white walls 
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and no further cues (see Figure 1.1). In this situation, the best one can do is use 
the geometrical properties of the room, for example, by noting the fact that the 
object was hidden in a corner with a long wall on the left and a short wall on the 
right. But of course, if one does use this strategy, then there is no way to reliably 
pick the correct corner. All that can be hoped for is to search equally in the cor
rect corner and the geometrically equivalent opposite corner, since both of these 
corners will have a long wall on the left and a short wall on the right. This is 
exactly what Hermer and Spelke found that the participants did, not just the 
adults but also the children. Next, Hermer and Spelke continued their investiga
tion using essentially the same task but this time one of the short walls was 
 covered by a blue cloth. In this case, it is possible to narrow things down to the 
correct corner by using geometrical and landmark information, for example, by 
representing the hidden object as being in the corner with a long wall to the left 
and the short blue wall to the right. As you would expect, adults had no trouble 
with the task; the overwhelming majority chose the correct corner on the first try. 
But evidentially the blue wall didn’t help the children. They continued to look in 
the correct corner and the geometrically equivalent opposite corner equally, just 
as before. This suggests that not only can young children represent geometrical 
properties and use them to reorient themselves but that they may exclusively rely 
on geometrically properties, ignoring even highly salient landmarks.

What are the implications of this experiment for the debate about innate ideas? 
Obviously this is only one experiment, and no single experiment can be expected 
to settle the question of whether geometrical concepts are innate. But it does offer 
some hope that Plato was on to something. Notice that the children in question 

Figure 1.1 The basic reorientation experiment. Individual experimental participants 
watch an item being hidden in one of the four containers in the corners of a 
rectangular room. They are then disoriented and asked to recover the hidden item. 
See Hermer and Spelke (1996) for further details.
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are very young— on average, they are less than 2 years old— and yet apparently 
make use of geometrical properties. At the same time, however, the experiment 
illustrates some of the difficulties of moving from empirical data towards a 
de fens ible position regarding the innate structure of the mind. To the extent that 
children’s success in exploiting the geometrical layout of the room speaks to an 
innate mechanism for representing geometrical properties, this is because of cer
tain assumptions about the children being too young to have learned the relevant 
geometrical concepts via general purpose learning. But are they really too young 
in this instance? They did have eighteen to twenty four months of experience. 
Maybe for a powerful enough general purpose learning mechanism, that is 
enough time. How to determine what counts as enough or too little time is itself a 
complex question and one that is very much in dispute (see Chapters 8 and 9).

One solution might be to insist that we should focus on studies with newborns, 
children who have only had minutes of postnatal experience, not months. 
However, children who are this young can’t move around a room on their own, 
so we can say with 100% confidence that geometrical concepts aren’t going to 
show up in their behaviour in a reorientation task of this sort.

A popular rationalist move to make at this point has been to note that even if 
infants don’t manifest a concept in their behaviour, they might still be said to 
have the concept innately in virtue of having a disposition to use it. But this raises 
a further worry. How can we cash out the relevant dispositions in a way that is 
congenial to the rationalist position without trivializing this claim? After all, 
empiricists don’t deny that children can acquire geometrical concepts and that 
children are therefore in some sense disposed to have an understanding of geom
etry. The danger, in other words, is that a reliance on a dispositional account may 
render the debate about innate ideas vacuous (Stich 1975). We ourselves think 
that this impasse can be resolved (see Chapter 2), but as the example illustrates, 
there are theoretical difficulties ahead. The debate about innate ideas may be an 
empirical issue, but that doesn’t mean its solution can be read directly off of a 
given body of data.

Nevertheless, more empirical data can only help. Another potential source to 
consider is cross cultural evidence. We saw earlier that Locke developed argu
ments bearing on the rationalism empiricism debate based on what he took to be 
facts pertaining to the existence (or non existence) of cross cultural universals. 
Here too there is recent experimental evidence that is germane to the question of 
whether geometrical concepts are innate. Geometrical concepts and geometrical 
knowledge are common in large scale industrial societies around the world. But 
what about remote small scale societies in which there is no formal education, 
relatively little exposure to Western culture, and no experience with things like 
rulers, compasses, and maps? Izard et al. (2011) explored this question by study
ing the Mundurucú, an indigenous Amazonian people of just this type. Izard 
et al. queried Mundurucú children and adults to elicit intuitions associated with 
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Euclidean geometry, asking such questions as: Can a straight line be drawn 
through three non aligned points? Can more than one straight line be drawn through 
the same two points? Given a line and a point not on the line, can a second line 
be drawn that passes through the point but never intersects the first line? Both 
Mundurucú children and adults did well even for questions that required them to 
form judgements about matters that go well beyond sensorimotor  ex peri ence 
(e.g., conditions pertaining to infinite parallel lines). Izard et al. also asked 
Mundurucú children and adults to estimate the size of the third angle of a triangle 
(based on a depiction of the triangle’s other two angles) using their hands or a 
custom made device for indicating the sizes of angles. Their estimates were the 
same as Westerners, with averages for the sum of the resultant triangle’s three 
angles nearly identical to 180º.

In another study, Dehaene et al. (2006) presented Mundurucú children and 
adults with a series of tasks with six images in which they were required to choose 
the one image that differed from the others. The test materials were carefully 
designed so that the exceptional image differed from the others in terms of a geo
met ric al property (e.g., a diamond shaped parallelogram among five rectangles, 
or an open figure among five closed figures). Dehaene et al. also tested Mundurucú 
children and adults on a task that required using a map to locate a hidden item 
among three containers. Importantly, the maps that Dehaene et al. employed 
didn’t indicate the geocentric orientation of the layout (north, south, etc.) and 
didn’t include any features of the terrain. They only represented the containers 
and their geometrical relations to one another, with one container marked as the 
target location. In both of these experiments, Mundurucú participants performed 
significantly above chance, with both groups on a par with Western children.11

Undoubtedly, Locke would have found this work to be of much interest. It is 
also a major improvement on Plato’s thought experiment. But it raises a number 
of theoretical questions regarding the import of cross cultural data in the evalu
ation of concept nativism. The Mundurucú are an important test case given their 
lack of formal education and their unfamiliarity with compasses, maps, and so 
on. But this case doesn’t demonstrate that geometrical concepts are universal. 
Indeed, it could be objected that it is impossible to show that a concept or system 
of representation is a human universal because it is impossible to examine people 
from every actual human culture (many are long gone), much less every possible 
human culture.

One might also wonder what conclusions could be drawn if the Mundurucú 
hadn’t succeeded on any of these geometrical experiments. Would a single 

11 Interestingly, Western adults did significantly better on these tasks than the other groups (i.e., 
better than Western children, Mundurucú children, and Mundurucú adults). This suggests that for
mal education or greater experience with maps has an impact on the development or use of geo met
ric al concepts beyond a shared baseline.
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counterexample— a culture that apparently lacks geometrical concepts— disprove 
rationalism, as Locke seems to think? In our view, arguments from universality 
make an important contribution to the case for concept nativism, but these argu
ments have understandably been the focal point of much disagreement and it will 
take some time to sort out their import (see Chapter 11).

Another source of evidence that has been invoked in the debate between 
rationalists and empiricists stems from cases where a person has been deprived of 
normal experience because of a sensory deficit or because of lack of access to a 
normal environment. Molyneux famously called attention to this matter when he 
asked Locke whether a person who was blind from birth and who suddenly 
regained his sight as an adult would be able to distinguish a cube from a sphere 
just using vision, having previously only encountered cubes and spheres through 
tactile perception. Locke’s answer was that they wouldn’t be able to because the 
connections between tactile perception and vision need to be learned (Locke 
1690/1975, II.ix.8). Whether Locke is right about the need for these connections 
to be learned or not,12 research based on the reasoning embodied in Molyneux’s 
question is well worth exploring. Might a deprivation experiment help to resolve 
the question of whether or not geometrical concepts are innate? For ethical 
 reasons, there are of course limits to how much can be done with humans. 
However, there are natural experiments (cases of unplanned deprivation), and 
we can also turn to studies with animals.

As it happens, reorientation tasks like the ones performed by Hermer and 
Spelke have been successfully implemented with a diverse range of species, 
including instances in which the animals were subject to very strict controls 
regarding their experience of geometrical properties prior to testing. For ex ample, 
Brown et al. (2007) reared fish (Archocentrus nigrofasciatus) from birth in either 
rectangular or circular tanks which had curtains around them so that the fish 
couldn’t see beyond their tank and pick up on the geometry of the room or any 
landmarks it might contain. Once they had reached maturity at approximately 
4  months of age, the fish received a brief amount of training in a rectangular 
en clos ure analogous to the rectangular room used by Hermer and Spelke. The 
rect angu lar enclosure was inside a tank with other fish in the tank outside the 
enclosure. Each corner of the enclosure had a “door” but only one was open and 
this was the only one that permitted access to the area outside the enclosure. The 
purpose of the training was to get the fish to learn the location of this special 

12 It turns out that Locke was wrong about these connections needing to be learned. Although 
newly sighted adults do have difficulties relating visual perception to tactile perception, this isn’t 
because the connections between the senses need to be learned. Evidence from newborn infants 
shows that there is an innate link between vision and touch (Sann and Streri 2007). On the other 
hand, he was right that newly sighted adults would struggle with this task, just for a different reason. 
The difficulties facing newly sighted adults stem from the fact that the neural tissue that would nor
mally be devoted to visual perception doesn’t lie idle in the blind, but rather takes on new functionality 
(Pascual Leone and Hamilton 2001).
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door— something that the fish were well motivated to do, as it allowed them to 
join a group of fish outside the enclosure. The fish were then tested using the 
same enclosure but with all four doors closed. Interestingly, when this enclosure 
consisted of four white walls— so no visible landmarks at all— the fish chose the 
correct door and its geometrically equivalent opposite door equally. What’s more, 
this was true for both groups of fish— ones that had been reared in a rectangular 
tank and ones that had been reared in a circular tank. It would appear, then, that 
the fish were encoding the geometrical properties of the testing chamber regard
less of whether they had the need or opportunity to navigate on the basis of this 
type of information prior to the experiment.

Studies in this vein might naturally be taken to suggest that non human ani
mals have innate mechanisms for representing the geometry of their environ
ment.13 Nonetheless, concerns might be raised that leave room to wonder exactly 
how much may be concluded from this type of research. One important point is 
that the critical test usually doesn’t disclose a spontaneous response— it requires 
some training.14 Also, the data are from a different species, not from humans. 
Even if a mechanism for geometrical representation is innate in fish or other ani
mals, things might be different for humans. There is also a deeper meth odo logic al 
issue regarding the logic of deprivation experiments. Some have argued that it is 
impossible to impose perfect conditions of deprivation and thereby rule out 
the  potential influence of an animal’s environment, since there is always some 
kind of organism environment interaction (e.g., Griffiths and Machery 2008). If 
this is  right, then there may be a principled reason to think that deprivation 
experiments shouldn’t be given much weight. Our own view is that deprivation 
experiments and data from comparative psychology can and do support concept 
nativism, but once again, there is work to be done in making clear how these sorts 
of considerations discriminate between the empiricist and rationalist viewpoints 
(see Chapters 4 and 10).

Yet another promising potential source of evidence concerns cases in which 
there is an impairment involving geometrical representation that has a genetic 
component. An important line of investigation of this sort focuses on Williams 
syndrome, a condition affecting individuals lacking a small set of genes (Landau 
and Hoffman 2012). It turns out that many people with Williams syndrome have 
inordinate difficulty with versions of the reorientation task that require attending 
to the geometrical properties of the room, yet they are perfectly able to use land
mark information to locate a hidden object. While the exact nature of their spatial 

13 Similar results have been obtained for many species, including rhesus monkeys (Gouteux et al. 
2001), rats (Cheng 1986), newborn chickens (Chiandetti and Vallortigara 2010; Chiandetti et al. 
2015), and even bumblebees (Sovrano et al. 2012).

14 Although, see Chiandetti et al. (2015) (experiment 2) for a variation on the reorientation task in 
which newborn chicks have no training and their experience of relevant geometrical properties is 
confined to the test conditions.
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and navigational difficulties is a matter of ongoing investigation, there are indica
tions that it is fairly specific (Lakusta et al. 2010; Landau and Hoffman 2012). For 
instance, when children and adults with Williams syndrome remain oriented in 
space, they can locate objects in a fixed location after they themselves have 

moved, performing at the same level as 3 to 4 year olds who don’t have Williams 
syndrome. In contrast, when they are disoriented and have to regain their orien
tation using just geometrical information, their performance can be so impaired 
that their choices are effectively random. Moreover, they show an idiosyncratic 
cognitive profile of relatively spared representational abilities ac com pan ied by 
severe representational impairments. For example, Williams syndrome is associ
ated with intact biological motion representation alongside deficits for other 
types of motion representation (Jordan et al. 2002; Reiss et al. 2005).

This work may be taken to suggest that geometrical abilities are innate because 
they can be selectively impaired in individuals with genetic anomalies. But as we 
will see in Chapter 3, the relationship between genes and the rationalism 
empiricism debate is not at all simple or straightforward. Many researchers have 
argued that the fact that all traits depend on both genes and the environment 
shows that rationalist views about the origins of concepts are untenable. Some 
researchers have also argued that the developmental pattern associated with a 
genetic disorder like Williams syndrome can never provide good grounds for 
postulating innate concepts or special purpose learning mechanisms because the 
whole idea of drawing conclusions about cognitive development in general from 
atypical cases is itself unsound (Karmiloff Smith 2009a). Others may worry that 
while cognitive deficits associated with genetic anomalies might in principle be 
used to support these types of inferences, the details in this particular case can’t 
support any rationalist conclusions. We disagree with these views, but they raise 
important objections that can’t be ignored (see Chapter 20).

Finally, we will mention one further potential source of evidence bearing on 
the debate about innate ideas, involving research that is motivated by evolution
ary theorizing or that is informed by considerations having to do with the evolu
tionary pressures that are likely to have shaped the human mind. We have seen 
that geometrical representation is involved in aspects of navigation. Spelke and 
Lee (2012) have suggested that a well designed system of representation for navi
gation will focus on what they call an environment’s extended surface layout— the 
three dimensional contours of the environment’s surfaces. Imagine standing in a 
natural environment that is shaped a little like a baseball field with a long ridge 
making an arc around the “outfield” and small groups of flowers or dry patches in 
the grass roughly where first, second, and third base would be. The ridge estab
lishes part of the environment’s three dimensional contours, whereas the flowers 
and dry patches would be considered objects or surface markings that happen to 
occur inside the area, not features that define its contours. Spelke and Lee’s think
ing is that, in natural environments, such objects and surface markings may not 
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be reliable navigational cues. They can change relatively easily (an animal could 
eat the flowers) and can be difficult to distinguish from similar cues (different dry 
patches may all be pretty similar), and taking into account many of the details of 
such things could impose a high processing cost. By contrast, an environment’s 
extended surface layout is likely to be more stable and reliable and can be repre
sented more economically. It would therefore make good evolutionary sense for 
organisms to have a cognitive system capable of exploiting the geometrical struc
ture of an environment.

By placing our navigational abilities in this evolutionary context, Spelke and 
Lee were able to make, and subsequently confirm, a series of otherwise highly 
surprising and subtle behavioural predictions. For example, 4 year olds have 
been found to use certain geometrical properties of a rectangular arrangement of 
walls even when they are short enough to see over (30 centimetres high)—in fact, 
they will use the geometry of the walls even if the “walls” are short enough to be 
easily stepped over (2 centimetres high). However, they fail to exploit the same 
geometrical properties when they are instead properties of a coloured rectangular 
patch on the floor (a surface marking) or of four freestanding pillars that im pli
cit ly define a rectangle (landmark cues) (Lee and Spelke 2008, 2011) (see Figure 1.2). 

(a) (b)

(c) (d)

Figure 1.2 Reorientation experiment variations. In these variants on the basic 
reorientation experiment, (a) the walls of the rectangular enclosure are 30 cm high, 
(b) the walls of the rectangular enclosure are 2 cm high, (c) there are no walls but just 
a floor marking that covers same rectangular space, and (d) the rectangular space is 
framed by four freestanding columns. Children succeed in using geometrical cues in 
(a) and (b), but fail to use them in (c) and (d). Containers in the corners of the 
rectangular space varied across conditions; see Lee and Spelke (2008, 2011) for 
details. (Figure based on figure 1 in Lee and Spelke 2008 and figure 1 in Lee and 
Spelke 2011.)
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This pattern of results is utterly bizarre if one doesn’t take into account the 
navigational environments that our ancestors had to contend with. However, it 
starts to make sense if we suppose that selectional pressures stemming from navi
gational needs in our evolutionary history led to an adaptation for representing 

the large scale three dimensional arrangement of an area’s extended surfaces. 
And if there is an adaptation for representing geometrical properties for purposes 
of navigation, this might naturally be taken to suggest that humans have an innate 
mechanism that represents geometrical properties.

That said, evolutionary arguments regarding the mind are immensely contro
versial, as is the field of evolutionary psychology in general. Many theorists ques
tion the viability of this approach to the study of mind on methodological 
grounds. Fodor has bemoaned “the outpouring of just so stories by which the 
mainstream of evolutionary cognitive psychology is very largely constituted” 
(Fodor 2001, p. 627). And Stephen J. Gould (1997, p. 51) has charged that:

Much of evolutionary psychology . . . devolves into a search for the so called 

EEA, or “environment of evolutionary adaptation” that allegedly prevailed in 

prehistoric times. Evolutionary psychologists have gained some sophistication 

in recognizing that they need not postulate current utility to advance a 

Darwinian argument; but they have made their enterprise even more fatuous by 

placing their central postulate outside the primary definition of science— for 

claims about an EEA usually cannot be tested in principle but only subjected to 

speculation . . . the chief strategy proposed by evolutionary psychologists for 

identifying adaptation is untestable, and therefore unscientific.

We ourselves don’t think these objections hold up. Good evolutionary theorizing 
about the mind isn’t a matter of making up stories and its claims aren’t untestable. 
Seeing why will require some reflection on a number of general methodological 
issues (Chapter 4) but also, and perhaps more importantly, working through 
some examples in which evolutionary arguments inform rationalist theories of 
the human conceptual system (see Chapters 14 and 15).

As we hope the example of geometrical representation illustrates, we have 
come a long way since Plato first speculated about innate geometrical knowledge. 
What’s more, the experimental findings briefly mentioned in this section repre
sent only a tiny fraction of a huge enterprise in which researchers in cognitive 
science have, in effect, taken up Chomsky’s call to approach the dispute over 
innate ideas as an empirical question of the first importance. But as the example 
of geometrical representation also illustrates, the fact that we are now dealing 
with an empirical issue about the mind doesn’t mean that it is going to be a 
straightforward matter to settle. Over the course of the book, we will see that 
there is an enormous wealth of similarly exciting findings that can feed into a case 
for concept nativism beyond anything historical philosophers like Plato and 
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Descartes could ever have imagined. But we will also see that building this case 
involves working through a landscape full of theoretical and philosophical diffi
culties (like the ones we have briefly mentioned here) that are associated with all 
of this data and that bear on how best to interpret it and what it can truly tell us 
about the origins of concepts.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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PART I

THE R ATIONALISM-
EMPIRICISM DEB ATE





2
What the Rationalism-Empiricism 

Debate Is Really About

Our principal objective in this book is to defend concept nativism. Our positive 
case for concept nativism (in Part II) is built around a series of independent but 
complementary arguments that combine a wealth of empirical and theorical con
siderations. Taken together, they form a powerful inference to the best ex plan
ation argument for a rationalist account of the origins of many concepts across 
many different conceptual domains. But while this is our principal objective— to 
argue for our version of concept nativism— we have a second equally important 
aim that will be the main focus in Part I of the book. This second aim is to com
prehensively rethink the rationalism empiricism debate about the origins of psy
cho logic al traits and to clarify the key theoretical notions that are critical to the 
debate. This undertaking is of fundamental interest in its own right. But it is espe
cially pressing in light of the challenges and objections that have been raised to 
pursuing a project like ours. Many contemporary theorists see the rationalism 
empiricism debate as resting on an irreparably confused theoretical foundation, 
leading them to suppose that it is a completely worthless debate that should just 
be abandoned. Others take rationalism in particular (regarding any type of psy
cho logic al trait) to be so deeply flawed as to warrant dismissing the entire ration
alist framework as not being worthy of consideration. We completely disagree 
with these assessments, but they underscore the urgent need to get clear about 
and what the rationalism empiricism debate is really all about and what rational
ism is truly committed to. If these views regarding the value and coherence of the 
rationalism empiricism debate or the viability of rationalism in particular were 
warranted, our project would be doomed from the start. Moreover, among those 
who maintain that the rationalism empiricism debate remains valuable, or are 
active participants in the debate, there nonetheless is much confusion about pre
cisely what the debate is about; it is not uncommon for both rationalists and 
empiricists to conflate several incompatible understandings of the debate without 
realizing it. What all of this means, in our view, is that a thorough rethinking of 
the foundations of the debate is long overdue. So, while the book as a whole 
argues for a rationalist account of the origins of concepts, Part I is meant to estab
lish the integrity of the foundations of the rationalism empiricism debate and the 
viability of rationalist approaches to the origins of psychological traits, laying the 
theoretical groundwork for the rest of the book.
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We will begin, in this chapter, by spelling out in considerably more detail what 
we take the rationalism empiricism debate to be about. The account that we 
develop expands upon the sketch given in the previous chapter by introducing a 
number of important new distinctions, clarifying the key theoretical notions that 
are critical to the debate, and elucidating the dimensions of variation that help to 
differentiate one view from another within the large spectrum of possibilities. 
Once this account is in place, we will be in position to address the charge that our 
project is doomed from the outset. This charge stems from two types of 
criticisms— ones that are directed at the entire rationalism empiricism debate 
and ones that are directed at rationalism in particular. In Chapter 3, we address 
the first of these two sets of criticisms, a collection of interrelated challenges that 
call into question the value and coherence of the rationalism empiricism debate 
as a framework for theorizing about the origins of any type of psychological trait. 
Many of the critics who raise these challenges equate the rationalism empiricism 
debate with the so called nature- nurture debate, understood as a dispute about 
the relative contributions of genes and the environment. And so addressing these 
challenges requires evaluating the nature nurture debate and its relation to the 
rationalism empiricism debate. In Chapter 4, we turn to the second set of criti
cisms, in which it isn’t the rationalism empiricism debate that is called into ques
tion but rather the value and coherence of just one side of this debate— the 
rationalist side. The charge here is that rationalism is so fundamentally flawed 
that it can essentially be dismissed in advance of any detailed consideration of the 
arguments and evidence that might be given in its favour. In addition to address
ing a number of specific charges along these general lines, Chapter 4 briefly looks 
at two of the most important types of argument for adopting a rationalist 
approach to the origins of at least some psychological traits.

Our discussion in Chapters 2, 3, and 4 is largely focused on the rationalism 
empiricism debate with respect to psychological traits in general— that is, as 
it  might pertain to a psychological trait of any type (not just concepts). 
Collectively these chapters show how the rationalism empiricism debate is not 
only perfectly coherent but integral to understanding the human mind, and 
that far from being fatally flawed or riddled with confusions, rationalism can in 
principle provide a powerful theoretical framework for explaining the origins 
of a variety of psychological traits. In Chapters 5 and 6, we shift our attention 
from the rationalism empiricism debate in general, which concerns the origins of 
many different types of psychological traits, to the rationalism empiricism 
debate regarding the origins of concepts— the debate between concept nativism 
and concept empiricism. In Chapter 5, we draw attention to how superficial 
and illusory explanations of development can be difficult to see for what 
they are and how this can illicitly lead to the neglect of rationalist accounts of 
cognitive and conceptual development. We illustrate the detrimental appeal 
of  such illusory explanations with the enormously influential empiricist idea 
that  concepts are acquired via a process of abstraction. We also show that 
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abstraction can be rehabilitated and turned into a substantive account of concep
tual development, but that doing so involves abandoning much of what has made 
it attractive to its empiricist advocates. Finally, in Chapter 6, we discuss theories 
of the nature of concepts and their bearing on the debate between concept nativ
ism and concept empiricism. We also say more about how we understand innate
ness, and why concept nativism is about more than just innate concepts.

2.1 Philosophical Hostility to the Rationalism- 
Empiricism Debate

Following his groundbreaking work in linguistics in the late 1950s and early 1960s 
which essentially founded the contemporary paradigm for the scientific study of 
language, Chomsky began to explore the broader theoretical context for this 
work. As we noted in Chapter 1, this gave rise to the contemporary incarnation of 
the rationalism empiricism debate, reviving a debate that had been relatively dor
mant since its heyday in the sixteenth and seventeenth centuries. This revival of 
the rationalism empiricism debate was quickly greeted by a substantial amount 
of philosophical hostility. Writing in 1966, Nicholas Rescher noted that:

The mention of innate ideas evokes little responsive sympathy in modern philo

sophers. When, for example, I inquired of Nelson Goodman regarding publica

tion of a recent symposium on the topic on which he had participated, he wrote 

in reply that: “Personally, I am rather of two minds about seeing this published 

since I feel in some ways that the less attention given the matter of innate ideas 

the better” (Letter of 22 July I965). (Rescher 1966, p. 205)

Incredibly, Goodman’s remark to Rescher understates his animosity towards 
rationalist accounts of cognitive and conceptual development. In what we assume 
to be the paper from this symposium, Goodman presents his views on innate 
ideas in the form of a dialogue. He explains:

This recasting and expansion of the material in my symposium talk ‘On Some 

Inimical Ideas’ reflects no literary ambitions. The dialogue form offered advan

tages both in organization and in giving an appropriate tone to discussion of a 

theory that only my respect for its advocates [i.e., Chomsky] enables me to take 

at all seriously. (Goodman 1967, p. 23)

In the dialogue, Goodman presents the rationalist proponent as being forced into 
the position of maintaining that their position amounts to “the trivial truth that 
the mind has certain capacities, tendencies, limitations” (p. 28). Goodman then 
goes on to summarize his assessment of Chomsky’s proposal that innate ideas 
play a role in language acquisition by accusing Chomsky of making 
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“unsubstantiated conjectures that cry for explanation by implausible and untest
able hy poth eses that hypostatize ideas that are innate in the mind as non ideas” 
(p. 28).

While Goodman’s way of expressing his hostility to the rationalism empiricism 
debate is particularly colourful, his exasperation at the thought of revisiting the 
rationalism empiricism debate was by no means unique. Writing at much the 
same time, P. F. Strawson, another major figure in twentieth century philosophy, 
also saw little of value in the historical debate between rationalists and em piri
cists, claiming that:

whatever genuine questions were at issue in these debates, they tended to be 

hopelessly obscured by the terms in which the debates were conducted. Those 

terms are rich enough, over rich, in metaphorical suggestion: ideas as characters 

written on the tablets of the mind (copied from experienced originals or 

inscribed by the hand of God); or ideas as furnishings of the mind’s house 

(picked up at that general store, experience, or built in structural features). Even 

if a determined effort is made to escape from such pictures, the debate about 

origins is apt to remain a sterile exchange of points: on the one hand, that all 

capacities to think, recognize, classify, etc., have to be acquired (for an infant 

does not think at all), on the other, that the acquisition of such capacities pre

supposes the capacity to acquire them. (Strawson 1966, pp. 68–69)

In many areas of philosophy and cognitive science, this sort of hostility to the 
rationalism empiricism debate has never really abated. In fact, in many ways it has 
only intensified. For this reason, it is important to show that it is unfounded. Since 
Goodman’s and Strawson’s views are not at all unrepresentative and provide an 
instructive contrast with our own views, it pays to see how such views go wrong.1

On Goodman’s and Strawson’s reconstructions of the rationalism empiricism 
debate, there is no substantive issue at stake since they take both sides in the 
debate to endorse the truism that infants possess the capacity to acquire cognitive 
capacities. Why do they see it this way? The key factor, we’d suggest, is their 
assumption that rationalists cannot actually hold that infants are truly in a pos
ition to think and reason or that they possess genuine representations, much less 
abstract representations that, in Goodman’s words, are “implanted in the mind as 
original equipment” (Goodman 1967, p. 27). In that case, rationalists must have 
some other understanding of what it is for ideas and cognitive abilities to be 
innate, one that isn’t a complete non starter. The alternative, for Goodman and 
Strawson, is that infants are merely predisposed to acquire these things. This in 

1 Later, in Chapter 3, we will examine how this hostility to the rationalism empiricism debate has 
developed in more recent discussions of the debate, both in philosophy and cognitive science, and 
why such concerns continue to be misplaced.
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turn amounts to nothing more than the claim that infants, in some sense, have 

the capacity to acquire whatever capacities or ideas they eventually acquire— a 
claim that is unobjectionable yet so trifling that it extinguishes any interest there 
could be in the debate between rationalists and empiricists.2

Strawson gives no justification for his claim that “an infant does not think at 
all”. He just asserts it. Still, it is not hard to discern the rationale behind this asser
tion. The reason so many philosophers have held that there isn’t much happening 
in infants’ minds is the fact that it isn’t apparent from their behaviour that there 
is. The problem with this line of thinking, however, is that it ignores the 
competence- performance distinction— the distinction between the capacities of an 
organism or system (competence) and its actual behaviour under a given set of 
circumstances (performance).

Complex systems typically have many capacities that are not evident in their 
behaviour depending on the circumstances. Standard laptop computers, for 
example, can do word processing, arithmetical calculations, video editing, and so 
on, but of course they don’t typically do all of these things all of the time. A laptop 
that happens to be engaged in a word processing task, such as inserting a footnote 
into a document, may not, at the same time, be exercising its ability to crop photos. 
Yet it still has the ability (competence) to crop photos, and not merely in the 
sense that the laptop is the type of thing that can crop photos in principle (e.g., by 
acquiring this ability later on). Rather, the point is that it currently possesses a 
mechanism for cropping photos, a mechanism that is in place and ready to be 
exercised. The laptop’s photo cropping competence simply isn’t evident while the 
machine’s operations are directed elsewhere.

Various circumstances can also impede a system’s performance despite its 
competence remaining intact. If there is a power outage or if the laptop’s battery 
runs out of charge, it still has the ability to do word processing. Just recharge the 
battery or plug the computer into another power source, and once again it will 
take on a word processing task just as before. (By contrast, if its word processing 
program were deleted, then the laptop would no longer possess the competence, 
though it would of course still be the kind of system that could acquire— or 
reacquire— this competence.)

Likewise, the laptop may have abilities that it isn’t able to exhibit in its behav
iour owing to the interaction of the mechanisms that implement these abilities 
with other mechanisms. Its word processing function could be hampered by 
other programs monopolizing its random access memory. Or, to take another 
example, its ability to catalogue consumer products by their barcodes might 

2 Goodman’s and Strawson’s views of the rationalism empiricism debate trace back to Locke: 
“if the Capacity of knowing be the natural Impression contended for, all the Truths a Man ever comes 
to know, will, by this Account, be, every one of them, innate; and this great Point will amount to no 
more, but only to a very improper way of speaking; which whilst it pretends to assert the contrary, 
says nothing different from those, who deny innate Principles” (Locke 1690/1975, I.ii.5, p. 50).
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require higher resolution input than its camera is able to deliver. In this case, the 
laptop could nonetheless possess the ability for identifying different barcodes 
given appropriate input. It is just that in order to tap this competence, a higher 
resolution camera would be needed to provide the appropriate input. In short, 
there are many reasons why a system’s performance (its readily observable behav
iour) might fail to reflect the full range of competences it possesses (these being 
its possibly hidden or inactive abilities, which may require other conditions to be 
satisfied in order to be manifested).

Needless to say, infants are considerably more complex than laptops. (Infants’ 
brains contain billions of neurons with the same general organization as the adult 
brain, including its six horizontal layers of neocortex; see Marcus 2004; Larsen 
et al. 2006.) So we should expect there to be any number of factors that can inter
fere with their ability to display the cognitive and representational abilities they 
may possess. Here are a few examples. Infants may have insufficient muscle 
strength to control their bodies in appropriate and telling ways. They may have 
insufficient coordination for expressing their intentions in action. And, given 
their limited memory and attention capacity, they may have insufficient memory 
and attention for a given type of task and become distracted or to lose track of 
what they are doing. This is not to say that every instance in which infants appear 
to lack a given ability must be due to some performance factor obscuring a hid
den competence. However, in many specific instances, this possibility ought to be 
entertained— something that Strawson and Goodman clearly fail to do. So, per
haps it is not true that, as Strawson puts it, “an infant does not think at all”, but 
only that an infant’s thinking— its ability to recognize, classify, draw inferences, 
and so on— isn’t obviously manifested in its readily observable behaviour.

In considering Goodman’s anti rationalist sentiments, it is also important to 
bear in mind that it isn’t just rationalists who hold that there are abilities or ideas 
that are “implanted in the mind as original equipment”. This is something that is 
common to rationalists and empiricists. As W. V. O. Quine (who was himself an 
empiricist and a behaviourist) once noted, even “the behaviorist is knowingly 
and cheerfully up to his neck in innate mechanisms” (Quine 1969a, p. 57). 
Moreover, contrary to what Goodman suggests, the posited innate mechanisms 
are necessarily a matter of speculation for both empiricists and rationalists alike; 
the nature and workings of such mechanisms will only be discoverable through 
an enormous amount of painstaking theoretical and empirical work.

Finally, the most crucial point that both Goodman and Strawson seem to miss 
is that, while rationalists and empiricists do both posit innate psychological 
structures, they don’t posit the same psychological structures. This fact alone 
shows that the debate between rationalists and empiricists doesn’t boil down to 
the truism that all infants possess the capacity to acquire the various cognitive 
capacities that they will acquire. To be sure, both rationalists and empiricists do 
accept this truism— it is a truism after all. But there is still plenty of room for 
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them to disagree about the nature of the psychological underpinnings of cogni
tive development and, therefore, to disagree about what infants’ capacity for 
acquiring various cognitive capacities involves.3

We can see this point by returning to what the rationalism empiricism debate 
looks like on an account like the one that we sketched in Chapter 1. As was noted 
there, empiricists posit a highly limited set of distinct types of psychological 
structures or traits as the innate basis for acquiring other psychological traits, and 
they suppose that the very same learning mechanisms underlie disparate types of 
acquired psychological traits.4 Since the same learning mechanisms are re spon
sible for the acquisition of psychological traits of many different kinds and aren’t 
restricted to any particular domain, these are often said to be domain general. 
When empiricists do allow that there are domain- specific learning mechanisms— 
special purpose systems that are tied to a narrower range of psychological traits 
and that are restricted to particular domains— they typically claim that these are 
learned, and that the learning is achieved on the basis of more fundamental 
domain general learning mechanisms. Empiricists are also extremely frugal when 
it comes to innate concepts. Empiricists maintain that most concepts, maybe 
even all, are acquired almost exclusively on the basis of these domain general 
learning mechanisms.

Chapter 1 noted that rationalists, by contrast, posit many distinct types of psy
cho logic al structures as the innate basis for acquiring psychological traits. In 
addition to domain general learning mechanisms, rationalists posit a large num
ber of specialized components of the mind as part of the innate foundation for 
cognitive and conceptual development. These innate specialized components 
(which rationalists take to not be acquired on the basis of more fundamental 
domain general psychological mechanisms), figure in specialized learning mech
an isms for acquiring further psychological traits. Rationalists also often embrace 
a significant number of innate representations of different types, including a var
iety of innate concepts. Thus, rationalists will typically hold that many concepts 
stand alongside the innate domain general and domain specific components 
which they maintain are the psychological starting point for subsequent learning.

This brief characterization highlights what we take to be the general nature of 
the contrasting commitments of rationalism and empiricism. The key point to 
notice in relation to Goodman and Strawson is that, on this understanding of the 
rationalism empiricism debate, the debate doesn’t simply reduce to two 

3 This point applies as much to historical rationalist views as it does to contemporary ones. Locke 
was certainly right that the rationalists in his time explicated their rationalist views of the mind in 
terms of dispositional properties (see, e.g., Descartes 1648/1985, p. 304; Leibniz 1705/1996, p. 52). 
However, this doesn’t mean that there would be no substantive distinction between the types of dis
positional properties that figured in historical rationalist and empiricist theories.

4 We will use “psychological structure”, “psychological trait”, and “cognitive trait” interchangeably 
as generic terms for any type of psychological entity, including mental representations, knowledge 
structures, processing mechanisms, processing links, and so on.
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contrasting ways of asserting the same truism— that all infants possess the cap
acity to acquire the various cognitive capacities they will acquire— with no sub
stantive differences between the two sides in the debate. On our view, there are 
very clear differences between rationalism and empiricism. We take this to be a 
major selling point of our approach, since there really is a substantial theoretical 
disagreement between rationalists and empiricists. Eliminating the debate by 
interpreting it in such a way that nothing could be at stake in the debate doesn’t 
make these very real differences go away.

While this brief sketch of how we understand the rationalismempiricism 
debate succeeds in conveying much of its spirit, it leaves out many important 
details that will matter later on. To properly make sense of the debate—and to 
avoid the many confusions surrounding it—this basic account needs further elab
oration. That will be the job of the remainder of this chapter. The account that we 
will present is not entirely new; in broad outlines, it shares key features with 
accounts that others have endorsed.5 However, there is much that is new. We will 
need to clarify theoretical notions that have been disputed or considered prob
lematic and introduce a number of new terms to highlight important distinctions 
that have been neglected or overlooked before arriving at a comprehensive state
ment of how we understand rationalism, empiricism, and the rationalism 
empiricism debate. All of this will all take some time to spell out, and we will 
approach it in stages, with each stage adding further details to the account.

2.2 The Acquisition Base

The first idea that we need to introduce is that of the acquisition base. The acqui-

sition base posited by a theory is the collection of psychological structures that 
the theory takes to be psychologically primitive (in the sense that they are not 
acquired via any psychological process of acquisition) and to provide the basis for 
acquiring further psychological traits (Margolis and Laurence 2013).6 The struc
tures in the acquisition base provide the ultimate psychological basis for explain
ing the origins of all psychological traits. Learning has to start somewhere, and 
the acquisition base is where it starts.

5 As we will see in Chapter 3, both rationalists and empiricists often state their disagreement in 
broadly the same way that we have characterized the debate. On the other hand, we will also see that 
theorists on both sides of the debate can fall prey to errors and confusions in formulating the terms of 
the debate and that both participants in the debate and critics of it frequently conflate the core idea of 
our account with incompatible understandings of the debate that turn out to be intellectual dead 
ends— especially the view that it is about nature versus nurture (or the relative contributions of genes 
versus the environment).

6 The idea of a psychological primitive is introduced in Samuels (2002) in the context of develop
ing an account of what makes a psychological trait innate (see also Cowie 1999). We discuss Samuels’ 
view of innateness in relation to our own in Chapter 6.
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A fundamental point regarding the acquisition base is that all theorists who 
hold that there are any psychological traits at all are committed to the existence of 

an acquisition base of one kind or another— whether they are aware of it or not 
and regardless of where they stand in the rationalism empiricism debate. This is 
because, for any given psychological trait, either that trait will be acquired on the 
basis of other psychological traits (learning mechanisms, for example) or it won’t 
be. If the trait isn’t acquired on the basis of other psychological traits, then it is in 
the acquisition base simply in virtue of that fact. And if the trait is acquired on the 
basis of other psychological traits, the same point will apply to whichever psy cho
logic al traits mediate its acquisition— those psychological traits will either be 
acquired on the basis of still further psychological traits (other learning mech an
isms, for example) or not. Since this process can’t continue indefinitely, all the or
ists who posit psychological structures of any kind at all are committed to the 
existence of an acquisition base. None of this is to say that everyone is committed 
to the very same acquisition base or even to acquisition bases that are particularly 
similar to one another, just that everyone is committed to some acquisition base 
or other.

Now that we have the idea of an acquisition base to work with, we can use it to 
reformulate our initial account of the differences between rationalist and em piri
cist accounts, which was based on the psychological structures which each of 
these approaches takes to be innate.7 To a first approximation, on this reformula
tion of the debate, what rationalists and empiricists disagree about is the charac
ter of the acquisition base. In particular, rationalist and empiricist views differ 
regarding the number and types of psychological structures that they take to be 
in the acquisition base.8 Empiricist views take the acquisition base to be very 

7 Recall from Chapter 1 that rationalism and empiricism are not specific theories. Each is a the or
et ic al framework within which many specific theories can be developed, including competing the or
ies within each framework for explaining the very same psychological traits. This means that there is a 
wide spectrum of theories at issue— with both a range of rationalist theories and a range of empiricist 
theories— and that we need to be sensitive to how they differ regarding the contents of the acquisition 
base (which on all views will provide the ultimate psychological basis for cognitive and conceptual 
development).

8 This can be put as a disagreement about what is in the acquisition base or as a debate about 
which type of acquisition base should be accepted as correct. We will also use the terms empiricist 
acquisition base (an acquisition base associated with an empiricist account) and rationalist acquisition 
base (an acquisition base associated with a rationalist account).

Box 1 

Acquisition Base— the acquisition base posited by a theory is the collection of 
psychologically primitive psychological structures that the theory takes to be 
the ultimate psychological basis for explaining the developmental origins of all 
psychological traits.
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sparse relative to rationalist views. They see the acquisition base as containing a 
highly limited set of distinct types of psychological structures and, for the most 
part, suppose that there is a limited number of instances of these types as well. 
These psychological structures provide the ultimate basis for acquiring all other 
psy cho logic al traits. Since the same highly limited number of psychological struc
tures is responsible for the acquisition of psychological traits of many different 
kinds, they must comprise learning mechanisms that are generally operative across 
many different domains, that is, they are domain general learning mechanisms. 
Such domain general learning mechanisms form the core of any empiricist 
acquisition base.9 When empiricists do allow that there are domain specific 
learning mechanisms, they typically claim that these are learned and so are not 
part of the acquisition base. Empiricists are also very frugal in terms of the types 
of representations they admit into the acquisition base. Empiricists will typically 
accept that low level sensorimotor representations are in the acquisition base, 
but hold that there are few, if any, concepts or abstract representations in the 
acquisition base. Empiricists maintain that most concepts, maybe even all, are 
acquired almost exclusively on the basis of domain general learning mechanisms.

What about rationalism? Rationalist views hold that the acquisition base isn’t 
restricted to domain general learning mechanisms and low level sensorimotor 
representations. It contains a substantial number of more specialized kinds of 
psychological structures as well. In particular, rationalists typically hold that the 
acquisition base contains a number of domain specific learning mechanisms or 
psychological structures that contribute to specialized learning mechanisms. 
Rationalists also often hold that there are abstract representations of different 
types in the acquisition base, including, on many rationalist accounts, a significant 
number of concepts.

This sketch of how rationalist and empiricist accounts of the acquisition base 
differ is a good first approximation and will do for the moment. Later, we will 
have more to say about the types of psychological structures in rationalist and 
empiricist accounts of the acquisition base. For now, we want to turn to a discus
sion of several general theoretical points connected with this way of characteriz
ing the debate.

The first is that in saying that a psychological structure is part of the acquisi
tion base, we are saying that there is no explanation at the psychological level— 
for example, no learning based account— of the acquisition of this structure. This 
doesn’t mean that there is no way to account for the origins of the structure at all, 
or that its acquisition is in any way mysterious. Its origins will still be explainable. 
We assume that there is a broadly physical story in terms of biological processes 

9 This makes sense since positing domain general learning mechanisms that apply across many 
different content domains allows empiricists to posit a sparser acquisition base, as such mechanisms 
can be used across many domains rather than having different mechanisms for different domains.
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(neural, genetic, and so on) regarding the origins of all psychological structures. 
For many psychological structures, there is also a psychological story of the ori

gins of the structure which is grounded in these lower level physical processes. 
What makes it the case that a psychological structure is in the acquisition base is 
that there is no psychological level acquisition story grounded in the lower level 
physical processes; there is only the lower level story of its origins. So, in saying 
that a psychological structure is primitive, all we are saying is that it is not 
acquired via psychological level processes, not that there is no explanation of its 
origins at all.10

The next point that we want to highlight concerns the relation between this 
formulation of our account of the rationalism empiricism debate— in terms of the 
notion of an acquisition base— and our initial way of framing the debate in terms 
of what is innate. One way of looking at the characterization of the debate in 
terms of the notion of an acquisition base is that this characterization essentially 
bypasses issues about what innateness is and the various controversies that are 
tied to how best to understand that notion. That is, it can be seen as providing an 
alternative way of formulating the debate, which doesn’t require the notion of 
innateness and perhaps even paves the way for its elimination. A different way of 
looking at this characterization is to see it as providing a way of explicating or 
spelling out what it is for a psychological trait to be innate: A psychological trait’s 
being innate amounts to its being part of the acquisition base, that is, to its being 
a psychological trait that isn’t learned or acquired via any psychological level 
process of acquisition.

For present purposes, there is no need for us to decide between these two 
options. While we ourselves think that it is appropriate and useful to understand 
the rationalism empiricism debate in terms of the notion of innateness, and so 
are happy to see the characterization in terms of the acquisition base as an expli
cation of the notion of innateness, we are aware that many theorists find the 
notion of innateness to be problematic.11 Theorists who are sceptical of the notion 
of innateness are free to treat the characterization in terms of the acquisition base 
as a way of avoiding any reference to innateness. In any case, going forward our 
discussions will primarily be framed in terms of the acquisition base, since this is 
what underpins our account, regardless of whether this understanding is taken to 
provide an explication of the notion of innateness or not. And for readers who 

10 The non psychological processes involved in the acquisition of such structures are often concep
tualized as biological maturation processes involving the unfolding of biological processes of develop
ment that eventuate in the development of such psychological structures in much the way that these 
kinds of processes eventuate in the development of structures in bones or the liver, for example. One’s 
liver isn’t the product of learning, but this doesn’t mean that its acquisition is intrinsically mysterious, 
even if the details of its development are complex and not yet fully understood.

11 In our view, using the notion of innateness to characterize the rationalism empiricism debate 
nicely links contemporary theorizing about this debate to the historical debate about innate ideas and 
to the resurgence in interest in these historical views in the early days of cognitive science (see Chapter 6 
for more discussion of this issue).
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prefer to avoid the notion of innateness altogether, any references to innate traits 
in what follows can be read instead in terms of these traits being part of the acqui
sition base.

A related consequence of our account of the rationalism empiricism debate in 
terms of the notion of the acquisition base is that it makes explicit and so high
lights the fact that this debate is not a debate about the notion of innateness. Some 
philosophers, however, have seen the rationalism empiricism debate in just these 
terms— as a debate about whether there is a viable notion of innateness and, if 
there is, what this might be (see, e.g., Stich 1975). On this way of looking at things, 
rationalists are seen as embracing the notion of innateness, while empiricists are 
seen as being sceptical about whether the notion withstands scrutiny and so as 
rejecting the notion. It should be clear that, from our perspective, construing the 
debate in this way is a mistake. This is because both rationalists and empiricists 
are equally dependent on there being a viable notion of innateness. On our initial 
characterization of the debate, it is clear that both rationalists and empiricists 
posit innate psychological traits— what they disagree about is which kinds of psy
cho logic al traits are innate, not whether any psychological traits are innate. And 
on our reformulation of the debate in terms of the acquisition base, rationalists 
and empiricists are still equally dependent on there being a viable notion of 
innateness. If the idea of the acquisition base is seen as explicating the notion of 
innateness, then they are equally committed to there being innate psychological 
traits; if it is seen as eliminating the notion of innateness, then neither has this 
commitment. In both cases, rationalists and empiricists are either both commit
ted to a notion of innateness or neither is.

A related mistaken idea about how rationalists and empiricists differ from one 
another is that rationalists hold that something is innate and that empiricists 
deny this. Our account of the debate also makes clear that this isn’t right. As we 
argued earlier, any theorist who acknowledges the existence of any psychological 
traits at all is committed to there being an acquisition base, so empiricists, just 
like rationalists, have to accept that there are psychological traits that are psy cho
logic ally primitive. If innateness is understood as being explicated in terms of the 
notion of being psychologically primitive, then clearly everyone must accept that 
there are at least some innate psychological traits (though of course different the
or ists would take different psychological traits to be innate). On the other hand, if 
the understanding of the debate in terms of the acquisition base is taken as a way 
of avoiding or eliminating the notion of innateness, then neither rationalists nor 
empiricists would be committed to there being anything that is innate. Either 
way, the debate wouldn’t be about whether anything is innate.12

12 Samuels’ (2002) discussion of innateness and the rationalism empiricism debate raises several 
subtle issues that are related to the ones we have been discussing in the last two paragraphs. As we 
noted earlier, Samuels’ notion of being psychologically primitive is essentially the same as our idea of 
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Returning to the notion of an acquisition base, it is important to recognize that 
this notion is not indexed to any particular point in the human lifespan, and so in 
particular is not tied to the time of birth. This is because what it means for a psy

cho logic al trait to be in the acquisition base has nothing to do with when during 
the course of development that trait appears. All that matters to a trait’s being in 
the acquisition base is whether it is psychologically primitive. A trait doesn’t have 
to be present at birth, for example, in order to be psychologically primitive and so 
to be part of the acquisition base. Psychologically primitive traits may come to be 
part of the mind at various times in life. There is nothing strange or mysterious 
about any of this. Just as some bodily traits develop later (e.g., teeth, secondary 
sexual characteristics), the same may be true of psychological traits. While the 
notion of an acquisition base doesn’t mandate that this is the case for psychological 
traits, it is perfectly compatible with this possibility.

Similar considerations suggest that a commitment to there being an acquisi
tion base doesn’t entail that there is a fixed structure to the mind. There is noth
ing about a psychological trait’s being part of the acquisition base that means that 
it cannot be altered or even eliminated later in development. A psychological trait 
might develop in stages, with earlier forms of the trait that were in the acquisition 
base being replaced by later forms either through learning or through mat ur ation. 
And a psychological trait in the acquisition base might be altered, or simply 
replaced or overridden, through any number of psychological processes based on 
experience or cultural influences, just as for learned traits. The fact that a psy cho
logic al trait is not itself learned or acquired via psychological processes is com
pletely neutral with respect to changes of all these types— they are neither 
mandated nor excluded by the fact that the trait is part of the acquisition base.

a psychological trait being in the acquisition base. He uses this notion to address what he calls the 
problem of special nativism, which is about what it is for a psychological trait to be innate. Samuels 
contrasts this problem with what he calls the problem of general nativism, which is about “the general 
distinction between nativism and non nativism in cognitive science”—in our terms, what the 
rationalism empiricism debate is about. While we agree with the core of Samuels’s account of what 
innateness is (see Chapter 6 for how our account differs from his beyond this core idea), we disagree 
with his understanding of how questions about innateness are related to the rationalism empiricism 
debate. As he sees it, “claims about the innateness of specific (kinds of ) cognitive structure . . . [are] 
equivalent to . . . [being] a nativist with respect to some specific (kind of ) cognitive structure” (p. 234). 
This way of seeing things is problematic for at least two reasons. First, since, as we have just noted in 
the text, everyone must take something to be innate in the sense of being psychologically primitive, 
this means that all theorists— including empiricists— end up being rationalists/nativists (i.e., rational
ists about the traits they take to be primitive). But it’s just confusing to say that empiricists are 
 rationalists/nativists. Second, and more importantly, it is a mistake to take being a rationalist about a 
psychological trait to be equivalent to taking that trait to be innate, since this neglects the crucial role 
of learning on rationalist accounts (this point will play a major role in our discussion below). In our 
view, neither of the two questions Samuels addresses should be framed as problems about nativism/
rationalism, since neither is more about rationalism than it is about empiricism. And using the same 
term (“nativism”) to get at what is at stake in both of these debates invites conflations between the 
very different issues that are at stake in the two debates (conflations of the sort that arise in some 
places in Samuels’ discussion of what he describes to be “constraints on nativism in cognitive 
science”).
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So far, we have been discussing the rationalism empiricism debate as if it were 
a single debate. However, in reality, there are many rationalism empiricism 
debates pertaining to the origins of different psychological traits. For example, 
there is a rationalism empiricism debate regarding the origins of language. There 
is a rationalism empiricism debate regarding the origins of our understanding of 
geometrical concepts. There is a rationalism empiricism debate regarding the 
development of personality traits. There is a rationalism empiricism debate 
regarding the origins of aesthetic appreciation. There is a rationalism empiricism 
debate regarding the origins of the capacity for walking. There is a rationalism 
empiricism debate regarding the origins of a sense of fairness. And so on, for 
many other psychological traits. Some of these concern areas with a long history 
of controversy, some have only recently started to receive serious attention. But 
whether they are entrenched debates or just beginning, this list only scratches 
the surface of the range of possible debates. There are as many rationalism 
empiricism debates as there are types of psychological traits whose origin can 
be debated.

One broad distinction among all these debates that is useful for the purpose 
of getting oriented is the distinction between what might be thought of as local 
rationalism empiricism debates and global rationalism empiricism debates. 
By a local debate, we mean one that is largely restricted to a specific type of 
psychological trait of interest. For example, a debate might focus just on the 
origins of language without paying much attention to the origins of musical 
cognition, numerical cognition, or any other psychological trait. Likewise, a 
debate might focus just on the origins of logical concepts (oR, anD, ifthen, 
and so on) without taking a stand on the origins of other types of concepts or, 
for that matter, on the origins of any other type of psychological trait.

In contrast, a global debate is concerned with the origins of a broad category 
of psychological traits. The most encompassing global rationalism empiricism 
debate is about the totality of human psychological traits or structures. 
Ultimately, a truly encompassing debate of this kind would be informative 
about the origins of literally every psychological trait whose acquisition is 
explained in psychological terms, providing an exhaustive account of the 
human acquisition base. It would span everything from the origins of a simple 
fleeting preference (like preferring to eat out one night) to the origins of a 
fundamental psychological faculty (like a long term memory system). It would 
cover the origins of psychological traits as diverse as those involved in a 
knowledge of Latin, the capacity to play a minor scale on the piano, a love of 
baseball, the ability to drive a car, an understanding of tort law, the ability to 
make coffee, the desire to imitate a celebrity’s way of dressing, the ability to 
solve complex problems in thermodynamics, an understanding of the social 
conventions in a classroom, the concept fish taco, and so on for a truly vast 
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number of other psychological traits.13 One less encompassing but still global 

rationalism empiricism debate is the debate about the origins of human con
cepts. This debate— our central focus in the book— concerns the origins of 
concepts in general, not just the origins of concepts in a single conceptual 
domain or the origins of some particular set of disputed concepts. What is at 
issue is the developmental origins of the human conceptual system taken as 
a whole.

Note that a rationalist position in a global rationalism empiricism debate is 
compatible with empiricist accounts in some or even many local rationalism 
empiricism debates. This is true whether this is the global debate about the ori
gins of the totality of all human psychological traits or a more restricted global 
debate like the debate regarding the origins of all concepts. For example, if a the
or ist were to adopt a rationalist account of the origins of language, personality 
traits, causal reasoning, emotions, social exchange, and normative concepts, this 
would be more than enough to make them a rationalist in the broadest global 
debate between rationalists and empiricists even if they didn’t also adopt ration
alist accounts of a fear of spiders, imitation, or musical ability. And a theorist who 
adopts a rationalist account regarding concepts in a number of core conceptual 

13 Of course, no theorists are actually trying to offer specific developmental accounts for every psy
cho logic al trait— an impossibly immense undertaking. On the other hand, while it may be that no one 
is especially concerned with giving an account of how, say, the concept fish taco in particular is 
acquired, many theorists are interested in the general nature of the unlearned basis for acquiring the 
full range of concepts that humans possess or even more broadly the full range of psychological traits 
that human beings are capable of acquiring. Moreover, though no one has worked out views about the 
origins of every general kind of psychological trait, it’s not at all uncommon for theorists to have 
relatively worked out views about a sufficiently large number of different types of traits to make it 
clear that their position in this global debate is one that is either rationalist or empiricist.

Box 2 

Global Rationalism-Empiricism Debate— a global rationalismempiricism 
debate is concerned with the developmental origins of all of the psychological 
traits of some broad type (e.g., the debate concerning the developmental 
 origins of all concepts).

Local Rationalism-Empiricism Debate— a local rationalismempiricism 
debate is concerned with the developmental origins of a particular type of 
 psy cho logic al trait of interest (e.g., the debate concerning the developmental 
origins of the language faculty) or a narrowly circumscribed set of traits 
(e.g., concepts in a single domain, such as natural number concepts).
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domains (e.g., pertaining to number, geometry, and agents) needn’t also adopt a 
rationalist account of the origins of concepts in many other conceptual 
domains (such as animals, plants, tools, furniture, vehicles, games, occupations, 
etc.) in order to qualify as a rationalist in the global debate regarding the 
 origins of concepts. A rationalist can adopt an empiricist account of the origins 
of a great many psychological traits and still count as a rationalist in a 
global debate.

It is also possible for an empiricist in a global debate to adopt a rationalist 
account of the origins of some psychological traits. However, there is a clear 
asymmetry between rationalists and empiricists that stems from the fact that the 
core feature of empiricist views is their frugality when it comes to the contents of 
the acquisition base. For this reason, it is effectively not possible for an empiricist 
in a global debate to adopt a rationalist account of the origins of a great many 
psychological traits. Doing so would just commit them to too rich an acquisition 
base to count as empiricist.14

The patterns for local debates are similar, but more pronounced. Consider, for 
example, the local debate concerning the origins of emotion concepts, like the 
concepts angeR, joy, feaR, love, and pRiDe. An account that adopted a rational
ist treatment of even a very small number of such concepts would count as a 
rationalist account in this local debate. But an account that adopted an empiricist 
treatment of a very small number of such concepts— or even quite a large number 
of such concepts— wouldn’t thereby count as an empiricist account in the local 
debate, simply because adopting a rationalist account for the remaining concepts 
would make the account a rationalist account overall. Again, this asymmetry 
stems from the differing approaches to the acquisition base taken by rationalists 
and empiricists. Rationalists see the acquisition base as rich and varied. Adding 
domain general learning mechanisms to an acquisition base that contains many 
specialized components doesn’t make the overall account less rationalist. But 
adding specialized learning mechanisms to an acquisition base that just contains 
domain general components does make the overall account less empiricist. In 
fact, adopting a rationalist approach to even a small subset of the psychological 
traits that are at issue in a local debate means adopting a rationalist account in 
that debate (though, as noted earlier, this would be compatible with being an 
empiricist in a more global debate).

There is more to say about these patterns, and we will be returning to this issue 
later in the chapter. But what we have said so far will suffice for the moment. The 
notions of global and local debates are largely heuristic notions and not meant to 
bear serious theoretical weight (e.g., there is little point in trying say when a 

14 These points will become clearer once we outline the general account of when a view should be 
taken to be rationalist or empiricist which we are working toward. This general account will also 
address the question of what makes a view rationalist or empiricist to the extent that it is.
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global debate becomes sufficiently local to qualify as a local debate rather than a 
global debate, or vice versa). Nonetheless, these notions are useful for getting 

orient ed to general differences between rationalist and empiricist accounts in dif
ferent types of debates.

There is one final pair of technical terms pertaining to the acquisition base that 
we need to introduce in this section. As we have seen, rationalists and empiricists 
differ in terms of the kinds of psychological traits or structures that they typically 
posit as being constituents of the acquisition base. While there is unquestionably 
overlap between the kinds of psychological structures that they may take to be 
part of the acquisition base, there are also types of psychological structures that 
are particularly characteristic of each of these approaches. We will use the term 
characteristically empiricist psychological structures (or traits) to refer to struc
tures in the acquisition base which figure prominently in and are characteristic of 
empiricist accounts of the acquisition base. Similarly, we will use the term char ac-

ter is tic al ly rationalist psychological structures (or traits) to refer to structures in 
the acquisition base which figure prominently in and are characteristic of ration
alist accounts of the acquisition base.

What kinds of psychological structures are characteristically empiricist? 
Domain general learning mechanisms are the core of empiricist accounts of the 
acquisition base. They are paradigmatic characteristically empiricist psy cho
logic al structures, as are low level sensorimotor representations. But there are 
other types of characteristically empiricist psychological structures as well. 
Another type that plays a major role in contemporary empiricist thinking involves 
psychological structures that bias attention towards certain types of sensory or 
perceptual properties. These low level biases are often taken by empiricists to 
explain how a domain general learning mechanism could come to process infor
mation in a particular content domain without having to posit domain specific 
learning mechanisms as part of the acquisition base. For example, empiricists 
generally suppose that face recognition is grounded in a domain general process
ing mechanism that is also involved in recognizing many other types of objects 
(bodies, houses, chairs, etc.). But on some empiricist accounts, a low level per
ceptual bias in the acquisition base is taken to increase the tendency for this 
mechanism to process face like stimuli by directing it to attend to a low level 
perceptual property that is loosely correlated with face like stimuli (e.g., curvilin
earity). According to this type of proposal, although the processing mechanism is 
domain general, it develops the ability to process face specific information (in 
addition to developing abilities to process information specific to many other 
domains) because this low level attentional bias in the acquisition base ensures 
that it receives an ample supply of facial information.

What about characteristically rationalist psychological structures? Because 
rationalist acquisition bases are richer than empiricist ones, there are more types 
of characteristically rationalist psychological structures than there are types of 
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characteristically empiricist psychological structures. Paradigmatic char ac ter is
tic al ly rationalist psychological structures include domain specific learning 
mech an isms, innate concepts and other abstract representations, innate know
ledge structures, and a variety of other types of specialized psychological struc
tures. Moreover, these categories themselves are much broader than the 
corresponding empiricist categories. For example, there is more variety among 
the sorts of innate domain specific learning mechanisms envisioned by rational
ists than among the innate domain general learning mechanisms envisioned by 
empiricists. For empiricists, different proposed innate general purpose learning 
mech an isms tend to cluster around mechanisms that engage in some form of stat
is tic al analysis, whereas for rationalists, different proposed innate special purpose 
learning mechanisms can perform very different types of computations and can 
incorporate many types of data structures, as well as much domain specific rep
resentational content in different types of representational formats.

Though we may occasionally drop the “characteristically” from “char ac ter is tic
al ly empiricist psychological structures” or “characteristically rationalist psy cho
logic al structures” for stylistic reasons, by and large we will use the full terms to 
emphasize that while these psychological structures are characteristic of empiri
cism or rationalism, they are not the exclusive property of empiricists on the one 
hand and rationalists on the other. As we noted earlier, empiricists can in 

Box 3 

Characteristically Empiricist Psychological Structures— characteristically 
empiricist psychological structures are psychological structures that figure 
prominently in, and that are characteristic of, empiricist accounts of the acqui
sition base. These include:

• sensorimotor representations
• domaingeneral mechanisms
• lowlevel attentional biases

Characteristically Rationalist Psychological Structures— characteristically 
rationalist psychological structures are psychological structures that figure 
prominently in, and that are characteristic of, rationalist accounts of the acqui
sition base. These include:

• abstract representations and concepts
• domainspecific mechanisms
• knowledge structures
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principle include concepts or even domain specific learning mechanisms in their 
acquisition bases, and rationalists can and typically do include sensorimotor rep
resentations and domain general learning mechanisms in their acquisition bases. 
The terms characteristically empiricist psychological structure and char ac ter is tic-

al ly rationalist psychological structure highlight the fact that these structures are 
ones that figure prominently in and are characteristic of empiricist and rationalist 
approaches, respectively, while at the same time serving as a reminder that they 
are only characteristic of these approaches, not exclusive to them.

2.3 Learning Mechanisms and Their Local Acquisition Bases

In the previous section, we introduced the idea of an acquisition base, the distinc
tion between local and global debates, and the idea of characteristically empiricist 
psychological structures and characteristically rationalist psychological struc
tures. In this section, we turn to the next stage in developing our account of how 
the rationalism empiricism debate should be understood, which is centred 
around the nature of rationalist and empiricist learning mechanisms and how 
they relate to the acquisition base.

Earlier, we emphasized that rationalists and empiricists don’t disagree about 
the importance of learning. Instead, their disagreement is largely about how psy
cho logic al traits are learned and consequently about the nature of the learning 
mechanisms that account for these traits. To a first approximation, learning 
mechanisms can be thought of as structures that implement psychological pro
cesses for acquiring new psychological traits. In one way or another, learning 
mechanisms bridge the gap between the psychological structures that are in the 
acquisition base and the psychological traits that are ultimately acquired on the 
basis of these structures. Since this is what the rationalism empiricism debate is 
essentially about— how to explain the origins of psychological traits with refer
ence to the contents of the acquisition base— learning mechanisms are absolutely 
central to this debate.

We will use the term learning mechanism in a deliberately broad way to cover 
essentially any collection of psychological structures that work together to acquire 
new psychological traits.15 This means that any psychological trait that is not itself 
part of the acquisition base must be acquired via some learning mechanism or 
other. This applies equally to all such psychological traits, whether the trait is an 
individual representation, a body of knowledge, a psychological processing 
mechanism, an entire psychological faculty, an acquired link between psy cho
logic al structures, or any other type of psychological trait. If it isn’t part of the 

15 For stylistic reasons, we will occasionally use the term “system” instead of “mechanism”, particu
larly when we are discussing the views of other authors who use the term “system” for the learning 
mechanism they posit.
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acquisition base, then its acquisition will involve some type of psychological 
 process. And whatever this psychological process is, it must be mediated by a 
learning mechanism of one sort or another, as we are using this term.

Learning mechanisms will vary enormously in terms of how simple or com
plex they are, the specific psychological structures they draw upon, the types of 
psychological processes they support, and how these processes unfold in the 
acquisition of new psychological traits. The advantage of using “learning mech
an ism” in this broad and inclusive way is that it gives us a single general term to 
refer to the psychological structures that are used to acquire any psychological 
trait at all that is acquired via a psychological process. While using the term learn-

ing mechanism in this way is not ideal, alternative terms like psychological- level 

acquisition mechanism or mechanism by which psychological traits are acquired 

via psychological- level processes would be needlessly cumbersome, as would 
acquired via a learning mechanism or some other psychological- level acquisition 

mechanism. In principle, we could use the term acquisition mechanism, but this 
term would be misleading, since it is usually understood to apply equally to traits 
that are acquired via psychological and non psychological processes and so 
would obscure the essential fact that the mechanisms at issue are ones that involve 
psychological processes. Our use of the term “learning mechanism” is meant to be 
a compromise that avoids these consequences.

We do recognize that this way of way of talking about learning mechanisms may 
not conform perfectly to common sense intuitions in some instances. Suppose, for 
example, that a composer imaginatively arrives at a musical motif, combining chords 
and rhythms in her head. A case like this arguably doesn’t involve learning, even 
though the musical motif is a product of various psychological processes. 
Nonetheless, from the point of view of the rationalism empiricism debate, such a 
case is relevantly similar to other cases that clearly do involve learning. Just as in 
clear cases involving learning, the representation of the musical motif in this sort of 
case is acquired via psychological processes which involve or depend upon a set of 
psychological structures in the acquisition base that ultimately explain its acquisi
tion. And, just as in clear cases involving learning, one can ask whether these struc
tures in the acquisition base tell in favour of rationalism or empiricism. In our view, 
the practical need for a general term for referring to the psychological mechanisms 
that bridge the gap between the acquisition base and psychological traits acquired 
via psychological processes outweighs the mild counterintuitiveness involved in 
treating “learning mechanism” as a technical term and extending its use to cover 
these sorts of cases as well.16

16 Later, there will occasionally be times where we do need to distinguish learning from other types 
of psychological processes, especially when we come to Fodor’s claim that learning is impossible (see 
Part IV). However, the context will make it clear that we are temporarily suspending our more inclu
sive usage to address concerns that are particularly directed at the ordinary notion of learning.
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Let’s turn now to consider the relations that learning mechanisms can have to 
the acquisition base. For all theorists, some learning mechanisms will be con
tained in the acquisition base. As we have seen, a typical empiricist view holds 

that the acquisition base contains at least one domain general learning mech an ism. 
Such a mechanism might initially take sensory or sensorimotor input and, on 
this  basis, produce new psychological traits. Consider, for example, Elizabeth 
Ray and Cecilia Heyes’s model of the origins of imitation (Ray and Heyes 2011).17 
Ray and Heyes reject the idea that an innate special purpose learning mechanism 
is needed to explain imitation in infants (as when an infant sticks out their tongue 
in response to seeing an adult perform this action). Instead, they propose their 
associative sequence learning (ASL) model, which is grounded in a domain 
general associative learning mechanism. They argue that given the right type of 
structured input, this mechanism can incrementally build up the needed as so ci
ations between components of a perceived behaviour and the motor movements 
involved in producing this same behaviour:

[T]he ASL model suggests that the correspondence problem [i.e., the problem 

of producing the behaviour that matches the behaviour of the person being imi

tated] is solved piecemeal and by a simple mechanism— associative learning. 

The success of this simple mechanism depends, not on powerful internal and 

specialized internal resources, but on the developing infant’s environment, 

especially their sociocultural environment. (p. 97)

As we read Ray and Heyes, this simple mechanism for forming sensorimotor 
associations is psychologically primitive— it isn’t acquired by some other psy cho
logic al mechanism. In our terms, that means that for Ray and Heyes, it is part of 
the acquisition base.

Rationalists also posit learning mechanisms that they take to be part of the 
acquisition base. An example of such a learning mechanism is the mechanism for 
reorienting in an environment after becoming disoriented that was discussed in 
Chapter 1. As we noted there, the proposed mechanism in this case works by 
encoding certain geometrical properties of the environment. Unlike the mech an
ism posited by Ray and Heyes, this proposed mechanism is a domain specific 
learning mechanism that only learns about one kind of thing. But like Ray and 
Heyes’s ASL mechanism, this learning mechanism is also generally seen as not 
being acquired by some other psychological mechanism, making it part of the 
acquisition base.

17 We will describe the sample learning mechanisms that we present in this section in very general 
terms since we are only interested in highlighting a few of their attributes which help to clarify the 
notion of a learning mechanism or are otherwise important for clarifying how the rationalism 
empiricism debate should be understood. These mechanisms are only being used for illustrative pur
poses— we are not taking any stand on the existence of any of these mechanisms.
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While the learning mechanisms in the two examples we have just given are 
taken to be part of the acquisition base, learning mechanisms can also be com
posed in part or entirely from psychological structures that are the products of 
other learning mechanisms. And they can also involve more complex structures 
and arrangements than in the examples we have just mentioned. Multiple learn
ing mechanisms can work together in acquiring a new trait. The learning mech
an isms in such complexes, along with other psychological traits they interact 
with, may be part of the acquisition base, may fall outside of the acquisition base 
(being products of psychological structures in the acquisition base, or products 
of such products, etc.), or may involve a of mix of these possibilities, with some 
components that are part of the acquisition base and some that lie outside of the 
acquisition base. Whenever a psychological process involving a collection of 
 psy cho logic al structures of any of these kinds is responsible for acquiring new 
psy cho logic al traits, we will take the whole collection to be a learning mechanism 
as well.

For what follows, it will be useful to consider a few examples of learning mech
an isms that involve a mix of psychological structures from inside and outside the 
acquisition base. Our first example again relates to the domain of geometry. The 
learning mechanism is from Elizabeth Spelke, Sang Ah Lee, and Véronique 
Izard’s rationalist account of the origins of Euclidean geometrical concepts 
(Spelke et al. 2010).18 First we need a bit of background. Spelke et al. note that in 
Euclidean plane geometry, any two forms are identical (or congruent) when they 
can be shown to coincide under rigid transformation. In essence, this means they 
are identical if one can be perfectly superimposed on the other through some 
combination of rotation (spinning it clockwise or counterclockwise in the plane) 
and translation (moving it across the plane). When two forms aren’t found to 
coincide under these types of transformations, they are not identical and may 
differ in a number of ways. They may differ regarding what Spelke et al. refer to as 
distance, understood to be the length of a part of a form or the length of the space 
between two parts. They may differ regarding their sense, which refers to the left 
right organization of their parts. For example, the letters “d” and “b” differ in 
sense, with one being the mirror image of the other. (Notice that a “d” cannot be 
superimposed on a “b” by any combination of rotation and translation within a 
plane; by contrast, a “d” can be superimposed on a “p” in this way). They may also 
differ regarding angular relationships, for example, one may have a more acute 
angle than the other. For this reason, Spelke et al. take the ability to represent 
Euclidean geometrical concepts as such to require a sensitivity to all three of these 

18 Although this example concerns the origins of a certain type of concept, the points we are mak
ing about learning mechanisms in this section apply to mechanisms for explaining the origins of any 
type of learned psychological trait (including such things as learned bodies of knowledge, learned 
processing mechanisms, and learned skills, for example).
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properties (distance, sense, and angular relationships). On their view, the acquisi
tion base does not contain any single psychological mechanism that is sensitive to 
all three of these properties. Instead, they hold that the acquisition base contains 
two distinct psychological mechanisms, each of which makes use of a subset of 

these properties in certain contexts, and that what happens is that these mech an
isms are combined and augmented into what amounts to a further domain 
specific learning mechanism that is capable of acquiring full fledged Euclidean 
geometrical concepts.19 To get a feel for how this is supposed to work, we’ll first 
need a brief look at these two mechanisms and then we can turn to the account of 
how they are combined.

The first mechanism is the proposed reorientation mechanism that we dis
cussed in Chapter 1 and mentioned just a moment ago. Spelke et al. point out that 
this mechanism only works at the level of the large scale navigable environment, 
not at a smaller scale and not for two dimensional geometrical forms. Moreover, 
although it is sensitive to differences in distance and sense in that it can represent 
a target as being, as Spelke et al. might say, to the left of a long wall or to the right 

of a more distant wall, it doesn’t explicitly represent angular relationships. In sup
port of this last claim, they cite a study that employed an interesting variation on 
the reorientation experiment with young children (Hupbach and Nadel 2005). 
Instead of using a rectangular shaped arrangement of walls, they disoriented chil
dren in a space with walls of equal length that formed a rhombus with two acute 
angles and two obtuse angles. They found that when an object was hidden at one 
of the corners, children searched at all four corners equally— they didn’t seem to 
be able to use the information that the corner where the target object was hidden 
was obtuse (or acute) to narrow down their search to the two geo met ric al ly 
equivalent correct corners.20 To Spelke et al., this suggests that the reorientation 
mechanism doesn’t allow children to reorient themselves by using angular 
information.

The second of Spelke et al.’s two mechanisms has a different profile. This 
mechanism, which underlies the ability to represent the shapes of smaller, 
ma nipu lable objects (like the difference between a box and a bowl) is equipped to 
distinguish between different angular relationships and does function for two 
dimensional forms. However, this mechanism doesn’t represent the shape of 
large scale navigable areas and doesn’t reliably distinguish between shapes that 

19 We should note that Spelke et al. do not employ the notion of an acquisition base, and so do not 
put their view in terms of what is in the acquisition base (they talk in terms of what is innate). But it is 
clear that they would accept that the psychological structures that they take to be innate are part of the 
acquisition base as they do not take them to be the product of a prior learning process. For conveni
ence, we will often translate other authors’ views into our framework and terminology in this way 
when doing so does no disservice to the views at issue.

20 For other experimental work that bears on whether the reorientation system is limited vis à vis 
angular relationships, see Lee et al. (2012) and the discussion of the representation of places in 
Spelke (2022).
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differ only with respect to sense (i.e., shapes that are mirror images of one 
another) (see Izard and Spelke 2009).

While neither of these two mechanisms on its own could acquire Euclidean 
geometrical concepts according to Spelke et al., combining the two mechanisms 
into a larger learning mechanism allows these concepts to be learned. Spelke 
et al.’s proposal is that Euclidean geometrical concepts are acquired as children 
simultaneously exercise both of these mechanisms when learning how to inter
pret and use cultural products, such as pictures, maps, and scale models, that 
exploit correspondences between arrangements of small scale forms and large 
scale features of the environment:

through their experience with pictures, scale models, and maps, children may 

begin to view large scale layouts not only as navigable surroundings but also as 

visual displays with forms that have distinctive angular relationships . . . through 

their experience with physical and mental rotation, children and adults may 

become able to treat small scale objects and forms not only as visual displays 

with distinctive shapes but as layouts that can be exploited from different per

spectives, by means of navigation systems that allow for stable representations of 

the distinction between leftward and rightward directions . . . By extending each 

of these kinds of geometrical analysis to new types of arrays, moreover, children 

may develop geometrical concepts that are more abstract and general than the 

concepts provided by their core systems. (Spelke et al. 2010, pp. 878–879)

Notice that the sort of learning mechanism for acquiring Euclidean geometrical 
concepts that Spelke et al. are pointing to here isn’t a simple, prefabricated learn
ing mechanism that is a part of the acquisition base. It is a more complex psy cho
logic al mechanism that combines elements from both inside and outside of the 
acquisition base. This mechanism includes components that are themselves 
learning mechanisms in their own right, including the two domain specific 
mechanisms that are from the acquisition base (the reorientation system and the 
system for representing the shapes of manipulable objects), along with further 
components, including some that are very likely domain general learning mech
an isms, which are involved in the interpretations of pictures, scale models, 
and maps.

Spelke et al.’s account involves two distinct systems in the acquisition base 
which themselves are concerned with broadly geometrical phenomena and which 
feed into a learning mechanism for acquiring concepts concerning a distinct geo
metrical domain, namely that of Euclidean geometry. But learning mechanisms 
that involve a mix of psychological structures drawn from both inside and outside 
the acquisition base needn’t take this form. Another type of learning mechanism 
employing a mix of learned and innate structures builds on just a single system in 
the acquisition base that is related to the acquisition target, where the mixed 
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learning mechanism it feeds into results in a new capacity that transcends the 
limits of the innate system.

Stanislas Dehaene’s rationalist account of the origin of natural number con
cepts (one, tWo, thRee, fouR, five, and so forth) is an example of this type 
(Dehaene 1997). His account is centred around a posited innate capacity to repre
sent approximate numerical quantities, which has come to be known as the 
approximate number system.21 Surprising as this may be, there is substantial evi
dence that the approximate number system is present in both infants and many 
kinds of animals.22 This system represents numerical quantities specifically and 
not merely more concrete properties that tend to correlate with numerical quantity 
(such as the amount of area taken up by a collection of objects or the duration of 
a sequence of sounds or actions). For example, rats can be trained to tap a lever a 
number of times to receive a reward (say, eight times) and will tap this same 
number faster when they are hungrier, showing that they aren’t just responding in 
terms of being rewarded for tapping for a certain amount of time— it’s the 
(approximate) number of taps that controls this behaviour (Mechner and 
Guevrekian 1962). The approximate number system has several interesting fea
tures. One is that it is subject to the distance effect in that its ability to distinguish 
between two numerical quantities declines as the numerical distance between 
them decreases; for example, it’s better at discriminating 3 from 10 than 3 from 4. 
Another is that it is subject to the magnitude effect in that its ability to distinguish 
between two numerical quantities that differ by the same amount declines as the 
numerical quantities become larger; for example, it’s better at discriminating 6 
from 4 (a difference of 2) than 16 from 14 (also a difference of 2).23 These effects 
show that the posited approximate number system lacks the precision that is 
inherent to natural number concepts and instead involves a ratio dependent 
approximate number representation. How then are precise natural number con
cepts learned? On Dehaene’s account, what happens is that the approximate 
number system feeds into a more complex learning mechanism that recruits lin
guistic and other symbolic abilities and culturally inherited numerical technolo
gies (such as tallies, number words, and counting procedures). Over time, these 
impose greater precision on the approximate number system’s numerical content, 
allowing learners to form new numerical representations— precise numerical 

21 Dehaene called this system the accumulator, but we will use the now standard term approximate 
number system.

22 In fact, there is reason to suppose animals can have an approximate system whose acuity is 
essentially on a par with— and perhaps sometimes even more discriminating than— the approximate 
number system in humans (Cantlon and Brannon 2006; Rilling and McDiarmid 1965).

23 There is evidence the approximate number system is active not only when adults make rough 
judgements regarding the numerical size of a perceived collection or compare two perceived collec
tions for which is numerically larger, but even when working with symbols for precise numerical 
quantities, such as Arabic numerals, and when performing precise calculations (Dehaene et al. 1990). 
Moreover, ability in formal mathematics seems to correlate with individual differences in the acuity of 
people’s approximate number system (Halberda et al. 2008).
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representations— which they initially associate with numerical symbols of one 
kind or another.

While Spelke et al.’s account of the origins of Euclidean geometrical concepts 
involves a learning mechanism that draws on two systems in the acquisition base 
each of which itself is concerned with a form of geometrical content, Dehaene’s 
account of the origins of natural number concepts involves a learning mechanism 
that draws on just one system in the acquisition base which itself is concerned 
with a form of numerical content. In both cases, these critical domain specific 
components from the acquisition base are only part of a more complex and 
encompassing learning mechanism, which crucially also draws upon psy cho
logic al structures that aren’t part of the acquisition base but instead are them
selves the products of other learning mechanisms.

The final learning mechanism that we will mention here is Susan Carey’s 
account of the origins of natural number concepts (Carey 2009). Like Dehaene 
and Spelke et al.’s accounts, Carey’s proposed learning mechanism also makes use 
of a mix of psychological structures (some from inside the acquisition base, some 
from outside the acquisition base), and it is also a rationalist account. Importantly, 
though, it’s one that doesn’t rely on even a single mechanism from the acquisition 
base which is itself concerned with content that is closely related to that of the 
concepts acquired by the learning mechanism.

In broad outline, Carey’s account is that young children start by developing 
abstract representations of small groups of individuals that are not specifically 
numerical representations and that these representations gradually acquire a 
numerical interpretation. The initial abstract representations are based on spe
cialized mechanisms in the acquisition base for representing and tracking indi
viduals, and mechanisms for creating and manipulating mental models. Among 
other things, the transition to numerical content is mediated by an innate under
standing of quantification (understanding of contents like some, all, and most) 
and the ability to put collections into one to one correspondence with one 
another. Once the first few number concepts (one, tWo, thRee) are developed in 
this way, another process— which Carey refers to as bootstrapping— enables chil
dren to extrapolate beyond these first few number concepts to the full set of nat
ural number concepts. The bootstrapping process in this case relies on further 
elements in the acquisition base, including an innate capacity for working with 
ordered lists, an innate capacity for drawing inductive inferences, an innate 
capacity for analogical reasoning, and innate linguistic and symbolic capacities. 
This account, while still clearly rationalist, posits rather different elements in the 
acquisition base than Dehaene’s account, and notably, unlike Dehaene’s account, 
does not draw on any resources in the acquisition base that are specifically 
numerical.

The examples that we have given of learning mechanisms that involve a mix of 
psychological structures drawn from both inside and outside the acquisition base 
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have been of rationalist learning mechanisms rather than empiricist ones. This 
was in part because we wanted to illustrate some of the variety that learning 
mechanisms can have, and in part because there is a greater diversity of rational
ist learning mechanisms. But empiricist learning mechanisms can also have this 
mixed character, drawing on psychological structures from both inside and out
side the acquisition base. In any case, as the sample learning mechanisms we have 
given illustrate, learning mechanisms come in a great many different shapes and 
sizes. They can be simple or complex. They can be part of the acquisition base, 
products of other learning mechanisms, or composed of a mix of psychological 
structures from inside and outside of the acquisition base. They can involve 
psychological structures which concern related contents or not, and when they 
do make use of structures with related contents, they can build on these in many 
different ways. Having seen some of the ways that learning mechanisms can vary, 
and having seen examples of learning mechanisms that have been proposed by 
both rationalists and empiricists, we are now ready to turn to the general question 
of how the types of learning mechanisms that play a central role in rationalist and 
empiricist accounts differ from one another.

Our discussion will build on the distinction between characteristically em piri
cist psychological structures and characteristically rationalist psychological struc
tures, which was introduced in  section 2.2. Recall that these terms refer 
specifically to psychological structures that are in the acquisition base, with the 
first picking out psychological structures which figure prominently in and are 
characteristic of empiricist theories, and the second picking out psychological 
structures which figure prominently in and are characteristic of rationalist the or
ies. In much the same way, we can refer to the types of learning mechanisms that 
are representative of the empiricist approach as characteristically empiricist learn-

ing mechanisms, and the types that are representative of the rationalist approach 
as characteristically rationalist learning mechanisms. As a preliminary statement 
of what these come to, we can say that characteristically rationalist learning 
mechanisms are learning mechanisms that involve characteristically rationalist 
psychological structures, while characteristically empiricist learning mechanisms 
are learning mechanisms that don’t and that instead only make use of char ac ter is
tic al ly empiricist psychological structures.24 (We will provide a more precise for
mulation of what each of these kinds of learning mechanisms involves shortly).

As with characteristically rationalist and empiricist psychological structures, 
rationalists and empiricists can both make use of both characteristically rational
ist and characteristically empiricist learning mechanisms, at least in some 

24 For ease of expression, we will often abbreviate these, and refer simply to rationalist learning 
mechanisms and empiricist learning mechanisms, but it should be kept in mind (as we explain below) 
that these aren’t exclusive to the rationalist approach in the first case or to the empiricist approach in 
the second.
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circumstances. Regarding any global rationalism empiricism debate, it’s possible 
for empiricists to hold that, in addition to domain general learning mechanisms, 
some small number of characteristically rationalist learning mechanisms are also 
involved in learning, though empiricists will generally try to avoid postulating 
such characteristically rationalist learning mechanisms, and postulating more than 
a relatively small number of substantially different rationalist learning mechanisms 
simply makes a theory rationalist. In contrast, rationalists in a global rationalism 
empiricism debate are free to hold that any number of characteristically empiricist 
learning mechanisms are involved in learning as long as they also posit a number 
of characteristically rationalist learning mechanisms. With respect to local 
debates, the options are even sharper. Empiricists are more or less unable to posit 
any rationalist learning mechanisms, as embracing a rationalist learning mechanism 
in a local rationalism empiricism debate typically makes a theory rationalist in 
that local debate. By contrast, rationalists are again free to accept the involvement 
of any number of empiricist learning mechanisms provided that they also take at 
least one rationalist learning mechanism to be involved.25 These facts underscore 
an important asymmetry regarding the rationalism empiricism debate, which is 
an outgrowth of the asymmetry we noted in  section 2.2: Although rationalists 
and empiricists can both posit characteristically rationalist and characteristically 
empiricist learning mechanisms in explaining the origins of psychological traits, 
empiricists can posit char ac ter is tic al ly rationalist learning mechanisms to only a 
highly limit ed extent without becoming rationalists, while there is no limit on the 
number of characteristically empiricist learning mechanisms that rationalists can 
posit without becoming empiricists.

As we noted a moment ago, there is also a sense in which there is a con sid er
ably greater variety of characteristically rationalist learning mechanisms than 
there is of characteristically empiricist learning mechanisms. Much of this greater 
var iety stems from the fact that there is a greater variety of types of char ac ter is tic
al ly rationalist psychological structures than there is of characteristically em piri
cist psychological structures. This means that for rationalists there are generally 
many more types of structures in the acquisition base that can feed into different 
kinds of learning mechanisms than there are for empiricists. It also means that 
there is a sense in which there is also greater variety among competing rationalist 
accounts, since there is a wider variety of competing rationalist mechanisms that 
might be offered for acquiring the same trait. (We have seen some indication of 
this in the different accounts offered by Dehaene and Carey of the origins of nat
ural number concepts.) This isn’t to say that there aren’t differences among com
peting empiricist accounts too. But given that empiricists generally rely primarily 
on domain general learning mechanisms and low level attentional biases, 

25 At the same time, as we explain in  section 2.5, not all rationalist or empiricist accounts are 
equally rationalist or empiricist; one account can be rationalist (or empiricist) to a greater extent than 
another.
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empiricist learning mechanisms, when viewed from a distance, often have much 
the same general shape, fundamentally turning on some form of statistical ana

lysis or a data driven learning process.
There is an important qualification that needs to be made here, however. 

While empiricists posit sparse acquisition bases, this does not necessarily mean 
that they are precluded from accepting a learning mechanism that makes use of 
some of the same kinds of resources which, on accounts like Dehaene’s or Carey’s, 
are taken to be characteristically rationalist psychological structures that are part 
of the acquisition base. It is just that they will typically need to suppose that, 
rather than being part of the acquisition base, these resources are themselves 
learned (ultimately on the basis of domain general learning mechanisms in the 
acquisition base). For example, it’s possible to imagine a theory that is very simi
lar to Dehaene’s account of the origins of natural number concepts but that sup
poses that, rather than itself being part of the acquisition base, the approximate 
number system is learned via an innate domain general learning mechanism. On 
this type of account, once the approximate number system is learned, it could 
form part of a learning mechanism in more or less the same way as on Dehaene’s 
account.26 While not common, this type of empiricist learning mechanism is cer
tainly possible. To address this type of case, we need to have a way of differentiat
ing rationalist and empiricist learning mechanisms that employ much the same 
resources but that do not take these resources to have the same status in terms of 
whether they are part of the acquisition base or acquired through prior learning.

To differentiate between such accounts, we can highlight the fact that while 
rationalist and empiricist accounts of this type end up converging on more or less 
the same proximate learning mechanism for a trait, they nonetheless take this 
proximate learning mechanism to be based on different underlying structures in 
the acquisition base. It will help to introduce another piece of terminology to suc
cinctly capture this type of difference. We will say that such accounts postulate 
different local acquisition bases, where a local acquisition base is the subset of the 
acquisition base that contributes to a learning mechanism in a local rationalism 
empiricism debate. The local acquisition base for Dehaene’s rationalist account of 
the origins of natural number concepts will then include the approximate num
ber system. But the local acquisition base for the converging proximate learning 
mechanism on the empiricist account won’t, because on this account the ap proxi
mate number system is learned. Since it is learned and isn’t part of the acquisition 
base on this account, it won’t be part of the local acquisition base either.27

26 For a proposal along these general lines, see Leibovich et al. (2017). On their model, the 
approximate number system isn’t innate; it’s acquired on the basis of a more general capacity for 
representing magnitude. But once it is acquired, their account of how concepts for natural numbers 
are learned is similar to Dehaene’s.

27 Local acquisition bases also give us a useful way of capturing differences among rationalist 
accounts. For example, on Dehaene’s rationalist account, the most important component of the local 
acquisition base is the approximate number system, though other components will also contribute to 
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We have described the local acquisition base regarding a learned psychological 
trait as the subset of the acquisition base that contributes to the learning mech an
ism that is responsible for the acquisition of that trait. However, it turns out that 
what it means for something in the local acquisition base to contribute to a 
learning mechanism is more complicated than it might first appear. To see this, 
we need to recognize the importance of the entire learning mechanism involved 
in acquiring a psychological trait, not just the proximate learning mechanism. 
This comprises the full chain of psychological activity that is responsible for the 
acquisition of the trait. In different cases and for different learning mechanisms, 
this chain of psychological activity could have different characteristics. It could 
unfold in predictable stages or in a more haphazard way; it could involve a rela
tively isolated psychological change that comes about quickly or more extensive 
changes that are spread out across a long time span, years even.

Our question is, How can a psychological trait in the local acquisition base 
contribute to the proximate learning mechanism for a given trait? We can now 
see that, generally speaking, there are two different ways. One of these— the more 
direct way— is where the psychological structure in the local acquisition base 
itself plays an active role in the operations of the proximate learning mechanism. 
In this case, it may be that it is essentially identical to the proximate learning 
mechanism or alternatively that it is a component of the proximate learning 
mechanism. The other way in which a psychological trait in the local acquisition 
base my contribute to a proximate learning mechanism— the indirect way— is 
where the psychological structure in the local acquisition base is neither identical 
with or nor a component of the proximate learning mechanism but is instead 
part of the learning mechanism as a whole that ultimately produces the learned 
trait. In other words, the psychological trait in the local acquisition base is part 
of  a chain of psychological activity in which it is the products of this activity 
(as opposed to the structure in the acquisition base itself ) that are directly involved 
in the operation of the proximate learning mechanism. Consider again the 
empiricist account of the origins of natural number concepts that uses essentially 
the same proximate learning mechanism as that used in Dehaene’s rationalist 
account. On this empiricist account, the proximate mechanism involved is not 
itself in the acquisition base. But what is in the acquisition base— domain general 
learning mechanisms— nonetheless contribute to the acquisition of the trait. It is 
just that they do so indirectly by producing this proximate learning mechanism.

It will be useful to have a single term that captures both of these ways in which 
a psychological structure in the local acquisition base may contribute to a 

the acquisition of these concepts. By contrast, the approximate number system is not part of the local 
acquisition base for acquiring natural number concepts on Carey’s account. Instead, the local acquisi
tion base on her account contains, among other things, specialized mechanisms for representing and 
tracking individuals and for creating and manipulating mental models, a system for understanding 
quantification, and the ability to put collections into one to one correspondence.
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learning mechanism— directly or indirectly. We will use the term traces back to 
for these purposes. So we will say that a given learning mechanism traces back to 
the psychological structures in its local acquisition base that contribute to this 
learning mechanism, either directly or indirectly. Likewise, we will also say that 
the traits acquired via this learning mechanism trace back to the psychological 
structures in the learning mechanism’s local acquisition base.

We are now in a position to go beyond the preliminary characterization that 
we gave earlier for what makes a learning mechanism characteristically rationalist 
or characteristically empiricist. Earlier, we put this by saying that char ac ter is tic
al ly rationalist learning mechanisms in some sense involve characteristically 
rationalist psychological structures and that characteristically empiricist learning 
mechanisms only make use of characteristically empiricist psychological struc
tures. We can now say that a characteristically rationalist learning mechanism is 
any learning mechanism which traces back to characteristically rationalist psy
cho logic al structures in a local acquisition base, and that a characteristically 

empiricist learning mechanism is any learning mechanism which traces back to 
only characteristically empiricist psychological structures in the acquisition base.

To recap, characteristically rationalist psychological structures and char ac ter
is tic al ly empiricist psychological structures are ones that are in the acquisition 
base and that are the types of structures that are especially representative of the 
rationalist framework in the first case and the empiricist framework in the  second. 
Learning mechanisms are collections of psychological structures that mediate the 
acquisition of new psychological traits. Although some learning mechanisms may 
be components of the acquisition base, many won’t be or will have parts that 

Box 4 

Local Acquisition Base— a local acquisition base is a subset of the acquisition 
base that contributes to a learning mechanism in a local rationalismempiricism 
debate (a debate that focuses on how a particular psy cho logic al trait or a 
narrowly circumscribed set of traits is acquired).

Characteristically Empiricist Learning Mechanism— a characteristically 
empiricist learning mechanism is a learning mechanism that traces back to a 
local acquisition base that is exclusively comprised of characteristically em piri
cist psychological structures.

Characteristically Rationalist Learning Mechanism— a characteristically 
rationalist learning mechanism is a learning mechanism that traces back to a 
local acquisition base that includes characteristically rationalist psychological 
structures.
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aren’t. Nonetheless, for any learning mechanism, we can ask about its psy cho
logic al origins and what this tells us about its local acquisition base— the subset of 
the acquisition base that it traces back to. When a learning mech an ism traces 
back to a local acquisition base that includes char ac ter is tic al ly rationalist struc
tures, it counts as a rationalist learning mech an ism. When it traces back exclu
sively to characteristically empiricist psychological structures, it counts as an 
empiricist learning mechanism. Finally, in a global debate, empiricists and ration
alists can both take on the psychological structures and learning mechanisms that 
are characteristic of the other’s framework, but empiricists are far more limited in 
the extent to which they can do this owing to their commitment to a frugal acqui
sition base, whereas rationalists are not constrained in this way.

To close this section, we want to address two related issues regarding how best 
to understand competing claims about proposed learning mechanisms in any 
local rationalism empiricism debate. The first issue concerns the status of the or
ies of learning mechanisms. When a theorist puts forward an account of a learn
ing mechanism for acquiring a psychological trait, this shouldn’t be understood 
as saying that they take their proposed account to be the only possible way the 
trait could be acquired. Claims about learning mechanisms that are relevant to 
the rationalism empiricism debate are not claims about how a trait must be 
acquired. They are claims about how the trait in question is actually acquired.

Of course, at this point in the development of the cognitive sciences, these claims 
(both rationalist and empiricist) should typically be taken as tentative hypotheses 
involving partial sketches of learning mechanisms intended to highlight certain 
critical aspects of the learning process. The aim is to make these explicit enough to 
be evaluated against the known facts about prior states of development, the learn
ing environment, and any relevant findings about how the development of the trait 
actually takes place. Despite typically being only partial sketches of the origins of 
traits, both rationalist and empiricist theories positing learning mechanisms should 
be seen not as providing an account of how a given trait must be learned, but rather 
how it is in fact learned. This bears emphasizing because occasionally critics of 
rationalist approaches treat rationalist accounts as though they were claiming that 
the trait could only possibly be acquired through the rationalist mechanism, and 
then go on to argue that such an account can be rejected simply by showing that an 
empiricist alternative is possible in principle. However, it is a mistake to suppose 
that the mere possibility of an alternative account undermines any given proposal. 
What is at issue in the debate is what the learning mechanisms that we actually use 
to acquire traits are like (for more on this, see Chapter 17).

The second point concerns the possibility of there being multiple alternative 
paths to acquiring a trait. Given that competing proposals in a local rationalism 
empiricism debate generally specify a single way that the trait is thought to be 
acquired, does this mean that their proponents are committed to there being no 
variation in how it is actually acquired? No, not at all. The point of advancing a 
given account is to offer what is thought to be an illuminating model for the 
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 typ ical way that the trait is acquired. But it’s to be expected that there will be a 
certain amount of variation. Such variation can come in different forms.

Some of this variation will involve fine grained differences in learning mech
an isms that will have little or no effect on the hypotheses at issue (e.g., small dif
ferences in memory capacity, attention, motivation, specific input, etc.) and so 
will not affect the overall local debate. In part, this is because learning mech an
isms are typically specified at a level of generality that abstracts away from many 
of the fine details that are likely to differ across individuals.

The amount (and kinds) of variation present in learning mechanisms for a 
given trait will also be affected by the trait whose acquisition is at issue. Knowledge 
of a particular strategy in chess might be acquired through reading about the 
strategy, or alternatively from seeing a game played where the strategy was 
employed, or by discovering the strategy by thinking through possible moves and 
countermoves. On the other hand, the kinds of traits that are typically at issue in 
debates between rationalists and empiricists are not of this type. Instead, they 
typically involve relatively fundamental types of cognitive traits, such as the abil
ity to speak a language, to recognize faces, to conceptualize oneself and others as 
possessing minds and mental states, to think in terms of numerical quantities, 
and so on. These kinds of traits are less likely to be subject to the sorts of variation 
in the types of learning mechanisms involved in their acquisition than something 
like a strategy in chess. It is even less likely that variation in learning mechanisms 
for such traits would affect whether the learning mechanism involved was ration
alist as opposed to empiricist, or vice versa. Few if any theorists suppose that 
traits like the ability to speak a natural language are acquired via rationalist learn
ing mechanisms for some individuals and via empiricist learning mechanisms for 
others. This is one of the reasons why such traits are of interest in this type of 
debate— because they are relatively fundamental traits, for which it is a rea son
able assumption that the learning mechanisms involved are fairly uniform.

This is not to say that there will be no cases where fundamental traits of these 
sorts are subject to systematic variation. We know that there will be cases where 
there is substantial variation that directly affects the learning mechanisms that 
different individuals possess and make use of. Congenitally blind or deaf indi
viduals, for example, will possess different types of acquisition bases than sighted 
and hearing individuals and will have substantially different patterns of input to 
their learning mechanisms due to their blindness or deafness. Such variation will 
no doubt lead to some variation regarding the traits that are learned and how 
they are learned. At the same time, it is very much an open empirical question 
how much of an impact this will have.28 As we will see later in the book, 

28 For example, a now classic study examining the effect of congenital blindness on language 
acquisition found that, while it is often thought that congenitally blind children are at a great disad
vantage for learning word meanings (given that they often lack perceptual access to the things being 
referred to in everyday conversations), this is not the case; vocabulary growth in congenitally blind 
children is on a par with other children’s (Landau and Gleitman 1985).
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 sometimes individuals whose acquisition bases are affected in these and similar 
ways can end up with learning mechanisms and learned traits that are remarkably 
similar to those in other individuals (see especially Chapters 13 and 20).

2.4 Domain Specificity and Domain Generality

We have been building our account of what the rationalism empiricism debate is 
really about in stages, introducing key distinctions and clarifying terminology as we 
go. In section 2.1, we argued that it is a mistake to see this debate as merely a con
fused way of expressing the trivial idea that infants have the capacity to acquire 
whatever psychological capacities they develop later in life. Rather, the debate should 
be seen as a substantive dispute which, in the first instance, is about the nature of the 
innate psychological structures underlying the development of psychological traits. 
In section 2.2, we refined this approach by introducing the idea of an acquisition 
base, which refers to the collection of psychologically primi tive psychological 
structures— ones that are not acquired via any psy cho logic al process of acquisition. 
This allowed us to say that rationalist and empiricist accounts differ as to whether 
the acquisition base is largely restricted to what we are calling characteristically 
empiricist psychological structures (especially sen sori motor representations and 
domain general learning mechanisms) or whether it also includes a significant num
ber of characteristically rationalist psy cho logic al structures (especially more abstract 
representations and domain specific learning mechanisms). Section 2.3 went on to 
explain how we will be using the notion of a learning mechanism in our account and 
how different the or ies of the way that a trait is learned are typically committed to 
learning mech an isms that trace back to different local acquisition bases. In this sec
tion, we turn to the next stage in our account— the distinction between domain 
specificity and domain generality.

Up to this point, we have relied on an intuitive understanding of this distinc
tion, noting that domain specific mechanisms figure prominently in rationalist 
theories. But we need to say a little more about what the distinction between 
domain specificity and domain generality comes to. Although these notions are 
widely relied on in discussions of the rationalism empiricism debate and in other 
ongoing debates in philosophy and cognitive science, there is also much contro
versy about how to understand these notions and whether they hold up to scru
tiny. In this section, our goal won’t be to defend these notions or to grapple with 
the various puzzles and problems they have been thought to give rise to. We will 
simply explain how we understand these notions and will tease them apart from a 
related pair of notions that needs to be recognized in the rationalism empiricism 
debate.29

29 The notions of domain specificity and domain generality are often dismissed on grounds that 
they are confused notions that can’t bear the theoretical weight that has been put on them. We think 
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To begin, we need to say something about what a domain is. A domain— or as 
we will often say, a content domain— is best thought of as a subject matter (Fodor 
1983). It is the subject matter that a psychological structure is directed at. Being 

directed at is a relation much like represents, possessing the same idiosyncratic 
properties that are characteristic of a whole family of related notions, including 
being about and having intentionality.30 One of these properties is being per spec-

tival. This means that a content domain shouldn’t be understood merely as a col
lection of entities. Built into the very idea of a content domain is that there is a 
way that the entities in that content domain are to be construed. As a conse
quence, two psychological structures could be directed at different content 
domains even if the two content domains contained exactly the same entities. To 
use a well worn example, even if every creature with a heart is also a creature 
with kidneys, a mechanism that is specialized for representing and reasoning 
about creatures with hearts would be directed at a different content domain than 
a mechanism that is specialized for representing and reasoning about creatures 
with kidneys. Or, to use another example, a mechanism could be specialized for 
representing three angled closed polygons as opposed to three sided closed poly
gons, even though all triangular polygons are trilateral polygons, and vice versa. 
The perspectival nature of being directed at also means that the same entity can 
belong to many different content domains. For example, the same entity can be in 
the domain of physical objects, the domain of animals, the domain of agents, 
and so on. This entity would be represented in different ways and for different 
purposes by different domain specific cognitive mechanisms directed at these 
different content domains.

A second and related feature of the relation being directed at is that subject 
matters needn’t correspond to objective categories discovered by science and may 
even involve things that don’t actually exist. Just as a story could have unicorns as 
its subject matter or have as its subject matter how things might have gone if the 
dinosaurs hadn’t become extinct, a cognitive mechanism could have as its con
tent domain mythical or fictional creatures or be concerned with counterfactual 
events. For much the same reason, the content domain which a cognitive mech
an ism is directed at could diverge from the categories that are recognized and 
investigated by science even when the domain involves real as opposed to 
 fictional entities. For example, while standard biological taxonomies don’t recog
nize categories like tree or fish (because these categories don’t involve groupings 
of organisms that include all of the descendants of a common ancestor), a cogni
tive mechanism might well range over these categories and have them as part of 
its content domain. This would be true, for example, of a mechanism that is 

that these concerns are misplaced. Here we just briefly outline what we take to be the best understand
ing of these notions without addressing the many puzzles and confusions that have been thought to 
undermine these notions. We address these concerns in Margolis and Laurence (2023) while also 
providing a much more detailed discussion of our account and of the general theoretical context.

30 We will have more to say about intentionality and related notions later, in Chapter 6.
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responsive to the biological realm as it is conceptualized in everyday thinking 
(folk biology) as opposed to how it is conceptualized in scientific biology (Medin 
and Atran 1999).

As we move forward, it will be useful to have a term for the concepts that are 
associated with a given content domain through being directed at that domain. 
We will use the term conceptual cluster for this purpose. Suppose, for example, 
that there is a learning mechanism that is specialized for acquiring animal con
cepts. Given the right types of experience, it generates specific animal concepts— 
zebRa, boa constRictoR, falcon, and so on. Taken together, all of these 
concepts would constitute a conceptual cluster which is directed at, or has as its 
subject matter, the content domain (or conceptual domain) animals.31 Having 
this terminology in place helps to keep clear whether one is referring to the sub
ject matter (content domain) or to the psychological structures that are directed 
at the subject matter (in this case, the conceptual cluster that is directed at the 
content domain). A similar issue regarding potential unclarity also arises for more 
complex informational states, where psychologists often use the term body of 

knowledge. This term could be taken to refer to the subject matter (what it is 
knowledge of ) or to the psychological states that encode and process information 
pertaining to this subject matter. To be clear, when we speak of something as a 
body of knowledge, we are referring to psychological states that are directed at a 
subject matter, rather than the subject matter itself. For example, a body of 
knowledge that is specific to physical objects and core physical interactions 
between such objects is a psychological structure that is directed at the content 
domain physical objects.32

To sum up the terminology so far: a content domain is a subject matter. In 
contrast, conceptual clusters and bodies of knowledge aren’t subject matters; they 
are psychological structures which are directed at particular subject matters.

31 We will sometimes use the term conceptual domain as an alternative term to refer to a content 
domain that a particular conceptual cluster is directed at.

32 We will follow the common practice in cognitive science in using the term body of knowledge in 
a way that has no implications regarding the truth of the representations involved or the type of justi
fication or warrant the individual has for them (in contrast to the way that the term knowledge is used 
in most areas of philosophy).

Box 5 

Domain (or Content Domain)—a domain is a subject matter that a psy
cho logic al structure can be directed at.

Conceptual Cluster— a conceptual cluster is a collection of concepts which 
are directed at a particular domain.
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Having clarified what a domain is (that is, a content domain), we can now turn 
to the question of what makes for domain specificity or domain generality. To a 
first approximation, domain specificity is a matter of being directed at a particu
lar domain, whereas domain generality is a matter of being directed at a number 

of distinct domains. What makes it the case that a domain specific psychological 
mechanism is directed at a given content domain? One common answer to this 
question is that it is a matter of the input to the mechanism. Carruthers (2006) 
sees domain specificity in these terms, distinguishing a mech an ism’s input from 
other information it may access in the course of its operations. Input for 
Carruthers is understood in terms of what “turns on” the mechanism. For 
ex ample, supposing a cognitive mechanism were only turned on by linguistic 
input, then this mechanism would be considered to be a domain specific mech
an ism that is directed at the content domain of language.

The idea that input is what makes a domain specific cognitive mechanism be 
directed at a given content domain isn’t the only possibility, however. Other the or
ists emphasize the nature of the computations that take place within the mech an
ism (e.g., Cosmides and Tooby 1994; Gallistel 2003). Consider, for example, a 
cognitive mechanism that Cosmides and Tooby have proposed which is dedicated 
to determining whether those receiving benefits in social exchanges are entitled to 
them (often referred to as a cheater detection module). The proposed mechanism is 
taken to employ distinctive processes that are specially tailored to determining the 
legitimacy or illegitimacy of received benefits in social exchanges. Yet the input to 
this mechanism can be highly diverse. The relevant benefits might involve finan
cial gain, admittance to a desirable school system, the right to drive someone’s car, 
or any number of other things, and the legitimacy of such benefits might turn on a 
huge variety of factors. This way of determining what makes a cognitive mech an
ism specific to a particular domain allows for domain spe ci fi city in cases where the 
mechanism may have diverse inputs but is nonetheless directed at a particular 
content domain in virtue of the fact that the processing mechanism is specifically 
tuned to processing content from the content domain that it is directed at.

There is also a third factor that should be considered regarding what makes a 
domain specific cognitive mechanism be directed at a given content domain, one 
that has been largely neglected in the literature on domain specificity. This has to 
do with the output of the mechanism. Let’s consider again a hypothetical domain 
specific mechanism that is solely devoted to acquiring concepts of animals. 
Arguably, a key feature that makes such a mechanism specialized for the content 
domain of animals is the fact that the output of this mechanism is the conceptual 
cluster that is directed at the content domain of animals. One of the advantages of 
using output to determine what makes a cognitive mechanism domain specific is 
that in many cases we may not have much information about how a mechanism 
works or exactly what type of input it is restricted to, and it is more straightfor
ward to simply consider its output. For example, if a learning mechanism just 
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produces representations of faces, then it is specialized for the content domain 
faces, and we do not need to know whether its internal computations are uniquely 
suited to faces in order to see that the mechanism is domain specific.33

In our view, rather than trying to decide which of these three factors— 
distinctive input, specialized internal processes, or distinctive output— is most 
important, or trying to distinguish different senses of domain specificity linked to 
these factors, it is better to understand domain specificity as a function of all three 
factors. In particular, while we think that any of the three factors suffices for 
domain specificity, we see domain specificity as involving all three factors.

Take, for example, Chomsky’s classic proposal that there is an innate language 
faculty, an innate domain specific mechanism for acquiring natural language 
syntax. By hypothesis, this mechanism produces just one thing— a grammar that 
specifies the syntactic properties of the local natural language. If a young learner 
is exposed to more than one natural language, their language faculty may prod
uce further grammars for each of these languages, but it can’t do much else. It 
can’t acquire knowledge of the rules of chess; it can’t figure out how to navigate 
through a maze; it can’t help you balance your chequebook. It can’t even produce 
a grammar for some other type of system of communication, a “language” whose 
structural properties substantially deviate from those of human natural languages. 
This is because it is directed at languages that conform to the principles of 
Universal Grammar.34 Clearly, then, this mechanism is quite limited regarding its 
output. It is also limited regarding its input. The language faculty, on this pro
posal, is selective regarding the information it is responsive to and uses when 
forming a grammar. It doesn’t respond to sounds in general or even more nar
rowly to the vocalizations emitted from other individuals. Its input consists of 
linguistic expressions (words, phrases, sentences), which it represents specifically 
as linguistic data. Finally, the language faculty exploits this incoming information 
in a distinctive manner. On one such proposal, the language faculty embodies a 
set of parameters each of which has just a few options regarding some critical 
syntactic property. For example, a parameter may determine whether a language 
is head- initial or head- final (the head of a phrase being the word that establishes 
the phrase’s syntactic category, such as the verb in a verb phrase). In head initial 
languages, the head appears before its complements; in head final languages, it 
appears after its complements. The point is that a mechanism that incorporates a 
number of parameters of this kind, which are specific to structural features of 

33 Such a mechanism might employ a form of statistical analysis that could be equally used in 
mechanisms that are provided with different types of content. Nonetheless, as we see it, if it were part 
of an overall cognitive architecture in which it was positioned to only receive input involving facial 
stimuli and, as a consequence of this arrangement, delivered output of just one type of content (facial 
representations), it would still count as a domain specific mechanism.

34 Universal Grammar refers to a set of principles that apply to all human natural languages and 
which play a critical role in the domain specific language acquisition device envisioned by Chomskyan 
accounts of language acquisition. (For an introduction to Universal Grammar, see Cook and 
Newson 2007.)
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natural language, is uniquely suited to acquiring languages that conform to 
Universal Grammar and hopelessly unsuited to doing anything else. So, this proto

typ ic al case of a domain specific mechanism clearly involves all three factors. The 
language faculty is specialized for this one domain because of the type of input it 
relies on, the way it processes this input, and the type of output it can produce.

In our preliminary characterization of domain specificity and domain general
ity, we made the simplifying assumption that domain specific mechanisms are 
directed at only a single domain. In fact, however, it seems reasonable to suppose 
that both domain specificity and domain generality are graded phenomena that 
come in degrees. In particular, we will assume that a domain specific mechanism 
is one that is directed either at a single domain or just a few domains, especially 
when these are closely related in content. One cognitive mechanism will be more 
domain specific than another to the extent that it is directed at a smaller number 
of closely related content domains (where being directed at only one content 
domain counts as being maximally domain specific).

In contrast, a domain general mechanism is one that is directed at more than 
just a few domains (especially when these are diverse domains that are not closely 
related in content).35 A domain general mechanism of this sort is directed at these 
various domains not by collapsing them into a broader domain but rather by 
being directed at them in a differentiated way. It is multiply directed— directed at 
each of the various domains it concerns separately— by being successively 
directed at each of these domains when it is processing information pertaining to 
that content domain. For example, a domain general concept learning mech an
ism would be capable of acquiring concepts in a variety of content domains not 
in virtue of properties that all these concepts have in common as members of a 
single larger content domain, but rather in virtue of properties that they each 
have that make them members of their respective different content domains. 
When such a domain general learning mechanism acquires concepts in the tool 
domain, it is directed at the content domain tools. When it acquires numerical 
concepts, this very same mechanism is directed at the content domain number. 
And so on for other conceptual clusters and their content domains.36 One cogni
tive mechanism will be more domain general than another to the extent that it 
has a higher degree of multi directedness: that is, it is directed at a larger number 
of different domains (especially when they are diverse in content), being 

35 A domain general mechanism will be directed at multiple domains in virtue of how it relates to 
the same three factors that determine the domain that a domain specific mechanism is directed at. In 
particular, a domain general mechanism will be directed at multiple domains in virtue of it taking 
input from these multiple domains, producing outputs in these multiple domains, and having a pro
cessing mechanism that is not specialized for processing content from any particular content domain.

36 In their initial state, domain general processing mechanisms may not yet treat inputs and out
puts from particular domains as belonging to distinct domains but can be seen to be domain general 
in virtue of taking inputs from a range of domains and having a processor that is not specialized for a 
particular domain. Relatedly, there is a derivative sense of domain generality associated with a type of 
processing, as opposed to a processing mechanism, where a type of processing counts as domain 
general to the extent that it is not specialized for a particular domain.
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successively directed at each of these domains as such when it is processing infor
mation pertaining to that content domain.

Much more could be said about the notions of domain specificity and domain 
generality, but what we have said will suffice to clarify our use of these terms. We 
will end this section by introducing a related distinction that is easy to conflate 
with the distinction between domain specificity and domain generality. This 
related distinction concerns a different sense in which a mechanism may be spe
cial purpose or general purpose, but unlike the distinction between domain 
specificity and domain generality, it doesn’t concern the range of content domains 
that the mechanism is directed at. Instead, this distinction has to do with the 
range of functions a psychological mechanism has, that is, the range of cognitive 
operations or computations it can perform, such as computing the simi lar ity to a 
prototype, drawing inductive inferences, or rehearing information in working 
memory. When a mechanism only has one kind of function or a small range of 
closely related functions, then we will say it is functionally specific, and when it 
has more than a small range of functions, especially when they are diverse func
tions, we will say it is functionally general.37

Mechanisms that are both functionally specific and domain specific have been 
central to rationalist theorizing and include mechanisms like the reorientation 
system and the approximate number system. And mechanisms that are both 
functionally general and domain general have played an important role in 
accounts in cognitive science from its earliest days (Newell et al. 1958; Newell and 
Simon 1972) to the present (e.g., LeCun et al. 2015).

Crucially, however, the question of what range of functions a mechanism has is 
distinct from, and independent of, the question of what range of content domains a 
mechanism is directed at. This means that a functionally specific mechanism 
needn’t also be domain specific. A mechanism can be functionally specific and 
domain general. To take a simple example, consider a cognitive mechanism that 
only performs one type of inference, drawing logical inferences in accordance with 
modus ponens (inferring Qs from premises of the form if P, then Q and P). It would 
be domain general in that it can perform this kind of computation on content 
drawn from any content domain, but that is all that it can do— there are no other 
types of inferences it can handle. In that case, it would be a general purpose 
mechanism vis à vis content domains (making it domain general) but special pur
pose vis à vis its range of cognitive operations (making it functionally specific).38

37 This distinction is similar to ideas raised in Barrett (2009), which examines the notion of domain 
specificity in connection with a commitment to an adaptationist perspective, and in Sperber (1994) 
and Carruthers (2006), which are primarily concerned with offering an account of what modules are. 
For our purposes, we can remain neutral as to whether any of the traits in question are adaptations or 
what exactly makes a cognitive mechanism a module.

38 Carey’s rationalist account of the origins of number concepts, briefly discussed in the previous 
section, draws on several functionally specific domain general mechanisms. For example, a special
ized mechanism for keeping track of the positions of items in ordered lists would be functionally 
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Box 6 

Domain Specific— a domainspecific learning mechanism is one that is 
directed at just one or a very small number of domains, especially when these 
are closely related in content.

Domain General— a domaingeneral learning mechanism is one that is 
directed at more than just a few domains, especially when these are not closely 
related in content. (Such a mechanism is directed at multiple domains not by 
collapsing them into a broader domain but by being successively directed at 
each of the domains when it is processing information pertaining to that 
domain.)

Functionally Specific— a functionallyspecific learning mechanism is one that 
only has one kind of function or a very small range of closely related functions.

Functionally General— a functionallygeneral learning mechanism is one that 
has more than a small range of functions, especially when these are not closely 
related.

Domain specificity and domain generality play a crucial role in the rationalism 
empiricism debate in light of the fact that innate domain general learning mech
an isms are prototypical characteristically empiricist psychological structures that 
are at the very heart of empiricist accounts, while innate domain specific learning 
mechanisms are prototypical examples of characteristically rationalist psy cho
logic al structures that, likewise, are at the very heart of rationalist accounts. As we 
noted earlier, there is an asymmetry in the way that rationalists and empiricists 
can make use of such structures in their respective accounts. Positing any number 
of domain general psychological structures as part of the acquisition base does 
not change a rationalist account into an empiricist account. However, positing 
more than a few domain specific psychological structures as part of the acquisi
tion base (especially in a local rationalismempiricism debate) typically means 
that an otherwise empiricist account would no longer be empiricist.39

specific— only encoding and recovering ordinal relations within such lists— but would be domain 
general in that it could perform this function for any content domain.

39 The relationship between functional specificity and functional generality and rationalism and 
empiricism is broadly similar, though whereas positing more than a few domain specific psy cho
logic al structures as part of the acquisition is incompatible with empiricism, empiricists can accept a 
larger number of functionally specific psychological structures as part of the acquisition base without 
effectively becoming rationalists.
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2.5 What Makes One Account More Rationalist (or More 
Empiricist) Than Another?

Up to this point, we have largely focused on understanding what it is that makes 
an account fall within one or the other of the two frameworks of rationalism and 
empiricism, and on clarifying key distinctions and terminology needed to fully 
understand debates between rationalists and empiricists regarding the origins of 
psychological traits. But there are many possible theories within the frameworks 
of rationalism and empiricism, both for global and for local debates, and it will 
sometimes be useful to be able to compare some of these to determine whether, 
and the extent to which, one is more rationalist or more empiricist than another. 
In this final stage of developing our account, we will explore how to make these 
comparisons.40

In particular, we will be highlighting a number of factors that effectively pro
vide independent dimensions along which one account might be more or less 
rationalist or empiricist than another. We will also briefly consider how these 
dimensions interact and how trade offs among different dimensions affect the 
overall profile of how rationalist or empiricist an account is. The factors that we 
identify don’t allow for fine grained comparisons of the extent to which different 
accounts are rationalist or empiricist. But making such comparisons isn’t some
thing that we see there being much point to doing in any case. Ultimately, the real 
value of highlighting and clarifying these factors is that doing so leads to a deeper 
understanding of rationalism empiricism debates and the range of positions 
available in such debates. The set of factors that we identify will also allow us to 
provide a more precise statement of what makes an account fall within one or the 
other of the overall frameworks of rationalism and empiricism.

Dimension 1: Quantity. The first factor concerns the number of psychological 
structures that an account posits as part of the acquisition base. In some ways, 
this is probably the most obvious factor involved in determining how rationalist 
or empiricist an account is. Just as positing a highly limited number of innate 
psychological structures has long been taken to be the hallmark of empiricism, 
positing a greater quantity of innate psychological structures has likewise been 
taken to be a paradigmatic feature of rationalism. So variation along this dimen
sion is clearly a factor for what makes one account either more or less rationalist 
or empiricist than another. Other things being equal, a commitment to more 
structures in the acquisition base makes a view less empiricist and more 

40 Up until now, we have been adopting the simplifying assumption that individual learning mech
an isms are either rationalist or empiricist without qualification. But the considerations that we will 
discuss below, which are concerned in the first instance with how different rationalist and empiricist 
accounts can vary in the extent to which they are rationalist or empiricist, also provide a framework 
for understanding how individual learning mechanisms can vary in the extent to which they are 
rationalist or empiricist.
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rationalist, and a commitment to fewer structures in the acquisition base makes a 
view more empiricist and less rationalist.

The first point to note regarding the contribution of quantity to these compari
sons is that quantity alone is typically sufficient to make one view more rationalist 
or empiricist than another. Notice that quantity can make a difference even when 
the only psychological structures that are being considered are characteristically 
empiricist psychological structures. For example, if two accounts are otherwise 

alike but one holds that the acquisition base contains just a single domain general 
learning mechanism and another holds that it contains many domain general 
learning mechanisms, the second would count as empiricist to a lesser extent 
(and rationalist to a greater extent), even if they are both empiricist accounts.

So, there is clearly a sense in which the quantity of psychological structures in 
the acquisition base is an important factor regarding how rationalist or empiricist 
an account is. That said, there are complications in assessing the contribution of 
quantity in determining the extent to which accounts are rationalist or empiricist. 
One reason for this is that even an empiricist might posit a large number of psy
cho logic al structures as being part of the acquisition base. For example, an 
empiricist might posit a great many fine grained low level sensorimotor repre
sentations of different types. In principle, the numbers here might be extremely 
large. Estimates of the number of different shades of colours that are dis crim in
able in human vision are in the millions (Pointer and Attridge 1998). And esti
mates of the number of different kinds of olfactory stimuli humans are capable of 
discriminating are over a trillion (Bushdid et al. 2014). These two examples only 
scratch the surface of the full range of types of sensorimotor representations that 
might be taken to be part of the acquisition base, even by a staunch empiricist. 
Moreover, if different theorists were to have different estimates of the number of 
discriminable colours but didn’t otherwise differ regarding the acquisition base, 
this wouldn’t seem to have very much at all of an impact on where they stand in 
the rationalism empiricism debate. Even if one of these theorists posited twice as 
many discriminable colours than the other, this wouldn’t necessarily make their 
view substantially more rationalist.

A related issue concerns the fact that different approaches might count what is 
effectively the same innate endowment in different ways. For example, two the or
ists might both suppose that the ability to represent different levels of brightness 
is innate, but the first might see this as involving a large number of representa
tions, each a separate psychological structure in the acquisition base (correspond
ing to each discriminable level of brightness), while the second might see this 
ability as involving a relatively small number of psychological structures that have 
different settings (with different combinations of settings representing different 
levels of brightness). These theories may not differ in terms of how rationalist 
they are in any meaningful way. Still, they might be taken to differ in terms of the 
number of psychological structures they claim to be innate for what are essen
tially book keeping reasons. In short, while the quantity of psychological 
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structures posited as being part of the acquisition base is clearly an important 
factor in comparing how rationalist or empiricist different accounts are, quantita
tive comparisons are not always entirely straightforward.

One way of partially addressing this complication is to recognize the inter
action between the quantity of psychological structures posited and the types of 
psychological structures posited. Other things being equal, increasing the num
ber of characteristically rationalist psychological structures that are posited in the 
acquisition base has a greater effect in terms of making one account more ration
alist than another than does increasing the number of characteristically em piri
cist psychological structures that are posited in the acquisition base. Two 
accounts that are otherwise alike but where one posits even a small number of 
characteristically rationalist psychological structures while the other posits none 
at all will generally differ more strongly in terms of how rationalist they are than 
other accounts that differ only regarding the number of characteristically em piri
cist psychological structures they posit. Regardless of differences in the number 
of characteristically empiricist psychological structures that the first two accounts 
posit, the one that posits characteristically rationalist psychological structures 
will not only generally count as more rationalist but may in fact no longer be an 
empiricist account at all.

Dimension 2: Complexity. While the quantity of psychological structures in the 
acquisition base clearly matters to how rationalist an account is, it is not the only 
factor. Another important factor is the internal complexity of the innate psy cho
logic al structures that are posited, particularly for characteristically rationalist 
psychological structures. For example, there is a notable difference between pos
iting an innate concept (e.g., the concept oR) and positing an innate domain 
specific faculty (e.g., a Chomskyan language faculty). While these both count as 
characteristically rationalist psychological structures, one is vastly more complex 
than the other. Of course, complexity here will correlate to some extent with 
quantity (a language faculty will involve a greater quantity of subcomponents 
than a single concept), but it seems clear that even when quantity is controlled 
for, greater complexity of the innate structures posited will make an account 
more rationalist.

One way to see this is by considering a case involving differences of complexity 
associated with competing views of a given type of proposed psychological struc
ture. For example, a number of different theories might all posit an innate 
domain specific language faculty but differ dramatically in terms of the complex
ity that they associate with this faculty. One theory might posit a more complex 
system with detailed information about numerous syntactic properties and con
structions, while the other posits a less complex system that embodies just a few 
very general linguistic principles. If we compare this to the example we men
tioned just a moment ago, where different theories take the acquisition base to 
contain very different numbers of sensorimotor representations of a given type, 
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we can see that things play out very differently in this case than in that one. Even 
if theories that posit a language faculty with greater complexity also end up posit
ing greater numbers of psychological structures in the acquisition base, unlike the 
case of quantity of sensorimotor representations, the difference here really does 
make a difference for how rationalist the account is. Positing a substantially more 
complex innate language faculty makes an account substantially more rationalist.

We should also note that while we have used the example of the language fac
ulty as an illustration, these points about the complexity of the structures in the 
acquisition base are entirely general. They apply not just to language, but to struc
tures pertaining to memory, vision, emotion, personality, or any other aspect of 
cognition. Complexity is a further factor, in addition to quantity, that makes its 
own distinct contribution to how rationalist or empiricist a theory is.

Dimension 3: Degree of articulation. Related to the complexity of the posited psy

cho logic al structures in the acquisition base is a further factor that can affect how 
rationalist or empiricist an account is, which we will refer to as their degree of 

articulation. To see what we mean by this, it will help to back up a bit first.
In our initial characterization of the rationalism empiricism debate, we particu

larly focused on the general contrast between an emphasis on domain general 
learning mechanisms in empiricist theories and domain specific learning mech
an isms in rationalist theories. However, as we saw in section 2.3, learning mech an
isms needn’t be fully formed in the acquisition base. Learning mechanisms, 
including rationalist learning mechanisms, can be constructed from a mix of 
innate and learned components. The degree to which a given learning mech an ism 
is preformed in the acquisition base is a paradigmatic example of what we mean by 
the degree of articulation of a characteristically rationalist psychological structure.

Notice that degree of articulation is independent of complexity in that, for a 
learning mechanism of any given degree of complexity, there is a separate ques
tion regarding the degree to which it is preformed in the acquisition base. In 
order to attain its fully articulated state, a complex learning mechanism might 
require anything from needing no further elaboration to a modest amount of 
fine tuning, to acquisition of a few additional critical components, to assembly 
from scratch from a mix of components drawn from both the acquisition base 
and a pool of previously learned traits. And different theories will posit different 
types and different amounts of learning (and other types of psychological pro
cesses) to achieve the fully articulated learning mechanism based on what they 
take it to trace back to in the acquisition base.41

A related sense in which there can be differences in the degree of articulation 
of psychological structures in the acquisition base concerns not the articulation 

41 Degree of articulation is perhaps most clearly associated with learning mechanisms, but it’s 
worth noting that, in principle, any type of complex psychological structure can come in varying 
degrees of articulation.
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of their internal structure, but rather the degree of articulation of their relations 
to other psychological structures; that is, the extent to which, in the acquisition 
base, they are already embedded in a larger network of structures.42 Consider, for 
example, a cognitive mechanism for recognizing faces. A rationalist account 
might take there to be an innate system of some degree of complexity and 
(in tern al) articulation which will become the mature face recognition system. 
This mature system is embedded in a network of structures that includes, among 
other things, relations to an information store regarding the identities of known 
individuals, a capacity for recognizing emotions based on facial features, a cap
acity to track and monitor direction of gaze and extract information about what 
others are attending to, and much else. If a rationalist account of the origins of 
these further capacities was given, this would of course make the overall account 
more rationalist. But there is also a question of the extent to which the connec
tions among these different mechanisms are already established in the acquisition 
base. In principle, such connections might be learned or unlearned. To the extent 
that they are unlearned, this too would make the overall account more rationalist.

Dimension 4: Diversity of content domains. Another factor which can affect how 
rationalist or empiricist an account is has to do with the characteristically rationalist 
psychological structures in the acquisition base— not how many of these there are 
but how diverse they are in terms of the content domains they are collectively 
directed at. Of course, diversity will correlate to some extent with quantity. But they 
are distinct factors as can be seen from the fact that one theory might posit a number 
of distinct characteristically rationalist structures in the acquisition base that are all 
directed at the same content domain (e.g., language), whereas another theory might 
involve a comparable number of characteristically rationalist structures of 
comparable complexity in the acquisition base that are respectively directed at 
content domains concerning quite different contents (e.g., objects, emotions, geom
etry, and moral norms). Despite having much the same number and kinds of charac
teristically rationalist structures in the acquisition base, the second kind of theory is 
clearly more rationalist than the first as a result of the greater diversity of content 
domains its characteristically rationalist structures are respectively directed at.

While the importance of diversity of content domains seems clear as a general 
factor that should be taken into account, there are questions about the best way of 
understanding content diversity. For example, an account that posits a given 
number of characteristically rationalist psychological structures respectively 
directed at different but closely related content domains seems like it should 
count as less diverse— and less rationalist— than one that posits the same number 
of characteristically rationalist psychological structures respectively directed at 

42 Since connected clusters of structures can be taken to effectively constitute learning mechanisms 
in their own right, the distinction between internal and external articulation can’t bear a great deal of 
theoretical weight. But it is useful for heuristic purposes to highlight some of the different forms 
articulation can take.
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less closely related content domains. So, an account that posits these structures in 
the domains of number, morality, and language would be more rationalist that one 
that posits them in the domains of propositional attitudes, emotions, and sensations. 
Issues like this complicate precisely how diversity should be understood, but the 
core idea seems clear enough. For present purposes, all that matters is that diversity 
of content domains, understood in broadly the sense we have outlined constitutes a 
further dimension in determining how rationalist or empiricist an account is.

Dimension 5: Abstractness. Another dimension of variation concerns the degree 
of abstractness of the psychological structures in the acquisition base. In the first 
instance, abstractness applies to representations. And while it can be hard to 
quantify, for present purposes we can think of it roughly in terms of the semantic 

distance between any given representation and the lowest level sensorimotor 
representations that form the mind’s most basic point of contact with the world. 
A theory that posits only sensorimotor representations in the acquisition base 
minimizes the abstractness of its innate representations. One that posits innate 
concepts like infinity, goD, possibility, or tRuth would be abstract to a 
considerably greater degree and, other things being equal, would consequently 
also be more rationalist than the first type of account.

Like some of the other factors we’ve discussed, abstractness will also correlate 
with quantity to some extent. Theories that posit representations with highly abstract 
content as part of the acquisition base will typically posit these in add ition to the 
representations with less abstract content, which other accounts might be restricted 
to. Nonetheless, abstractness is a further factor that goes beyond quantity as such. 
Two theories might posit the same overall number of psy cho logic al structures in the 
acquisition base, with one positing representations that are considerably more 
abstract than the other. In that case, the theory positing the representations with 
greater degree of abstractness would count as more rationalist.

Dimension 6: Degree of domain specificity. Domain specificity plays a significant 
role in determining whether an account is rationalist, since innate domain 
specific mechanisms are paradigmatic characteristically rationalist structures. At 
the very least, the number of posited domain specific psychological structures in 
the acquisition base contributes to how rationalist an account is— other things 
being equal, the greater the number of such structures in the acquisition base, the 
more rationalist the view. But it’s not just the number that matters. Degree of 
domain specificity is a factor that affects the degree to which an account is ration
alist or empiricist as well. In particular, all else being equal, an account that 
includes innate domain specific structures that are domain specific to a greater 
extent is more rationalist than an account that also includes domain specific 
structures but ones that are domain specific to a lesser extent.

As an example, consider two hypothetical innate learning mechanisms that 
might be involved in acquiring representations of moral norms. Both are domain 
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specific, but they differ in one important respect. The first is solely directed to 
moral norms. In contrast, while the second acquires moral norms and takes these 
norms to form a distinctive category, it also acquires non moral conventional 
norms (e.g., norms about what it is appropriate to eat for breakfast or whether it 
is appropriate to wear shoes in the house), taking these to form a separate dis
tinct ive category.43 Although both of these types of mechanisms are domain spe
cific, the first is directed solely at the domain of moral norms, whereas the second 
is directed at two domains: the domain of moral norms and the domain of con
ventional norms. Since the second mechanism is directed at just these two 
domains, it is still relatively domain specific. But in being directed at two domains 
rather than one, it is less domain specific than the first type of mechanism, mak
ing it rationalist to a lesser degree.

So, degree of domain specificity is a further contributing factor in determining 
how rationalist or empiricist an account is. Surprisingly, however, it turns out that 
the degree of domain specificity of a psychological structure is less of an im port
ant factor in contributing to the extent to which an account is rationalist or 
empiricist than it might initially appear to be.

Degree of domain specificity on our view is, as in the example we just gave, a 
matter of the number of domains a mechanism is directed at. The fewer domains 
that a domain specific mechanism is directed at, the more domain specific it is, 
where being directed at a single domain is being maximally domain specific. It is 
tempting, however, to think of degree of domain specificity not in terms of the 
number of domains a mechanism is directed at, but rather in terms of the breadth 
of the domain that a mechanism is directed at. On this alternative way of thinking 
about degree of domain specificity, a domain specific mechanism with a nar
rower domain would be more domain specific than a domain specific system 
with a broader domain. For example, consider again Dehaene’s account of how 
concepts of natural numbers are acquired, which is rooted in the approximate 
number system. This is a domain specific system that is directed at the content 
domain of approximate numerical magnitudes. One type of alternative to 
Dehaene’s account, which is widely understood to be more empiricist, is an 
account which is organized around a system that is directed at several types of 
approximate magnitudes— spatial, temporal, and numerical— in a way that does 
not differentiate among them (e.g., Walsh 2003). This type of spatial- temporal- 

numerical magnitude system is directed at a single domain, just as Dehaene’s 
approximate number system is, but the domain that it is directed at has a broader 
content domain than Dehaene’s, encompassing temporal and spatial magnitudes 
in addition to numerical ones, and treating these magnitudes in an undifferenti
ated way as all spatial temporal numerical magnitudes.

43 In other words, this mechanism represents moral and non moral norms as distinct types of 
norms and exhibits systematic differences in how it functions when dealing with these two types of 
norms; it doesn’t represent them in an undifferentiated manner.
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It may seem that the fact that this alternative system is directed at a broader 
domain makes it less domain specific than the approximate number system and 
that this explains why it is less rationalist. But as tempting as this view may be, it 
can’t be right (Margolis and Laurence 2023). If it were, then a mechanism with a 
very broad domain wouldn’t be domain specific; it would be domain general. 

However, a mechanism that is directed at, say, the natural numbers— an infinite 
domain— isn’t domain general. It needn’t even be more general than some other 
mechanism that is directed at a finite domain, such as a mechanism for represent
ing a finite number of types of emotions (happiness, anger, fear, and so on). In 
fact, one domain specific mechanism can be directed at a domain whose mem
bers (considered extensionally) constitute only a very limited subset of the 
domain that another domain specific mechanism is directed at without the first 
being any more domain specific than the second. For example, although every 
tool is a physical object but not vice versa, a mechanism for acquiring just tool 
concepts isn’t inherently more domain specific than a mechanism for acquiring 
just physical object concepts (that is, concepts like object or physical suppoRt, 
which apply to physical objects in general in virtue of their being physical 
objects). Neither of these mechanisms is more rationalist or more domain spe
cific than the other— they are both directed at a single domain, and so equally 
domain specific, even though the domains have very different breadths. So, 
something else must account for the difference between the approximate number 
system and the spatial temporal numerical magnitude system, explaining why 
these systems (and those in similar cases) don’t seem to be equally rationalist. 
That something is degree of alignment.

Dimension 7: Degree of alignment. The last factor that we will highlight, which 
affects how rationalist or empiricist an account is, turns on the relationship 
between two domains that are associated with a learning mechanism— its target 

domain (the domain that the learning mechanism as a whole is directed at) and 
its resource domain (the domain that the innate resource which the learning 
mechanism traces back to is directed at). In particular, the more closely related 
these two content domains are— or as we will often put it, the more closely 
aligned they are— the more rationalist the account is (other things being equal).44

Put in these abstract terms, the notion of alignment can be difficult to grasp. 
But we can see how it works by looking at a couple examples. Consider again 
Spelke et al.’s (2010) learning mechanism for acquiring Euclidean geometrical 
concepts, which we discussed in  section 2.3. For Spelke et al., possession of 
Euclidean geometrical concepts requires the capacity to represent distance, direc
tion, and angle. Spelke et al.’s learning mechanism traces back to two critical 
innate domain specific resources, each of which contributes some, but not all, of 

44 When there is more than one innate resource that the learning mechanism traces back to, degree 
of alignment will be determined by the most closely related resource domain.
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these representational capacities. One is the reorientation system (which applies 
to the large scale navigable environment, which the system represents in terms of 
the features of distance and direction). The other is a system for representing shapes 
(which applies to smaller and manipulable objects, which the system represents in 
terms of the features of distance and angle). Each of these resource systems is a 
domain specific system that is directed at a domain concerning broadly geometrical 
phenomena. So the content domains that these innate resources are directed at are 
closely aligned with the target domain of the learning mechanism for Euclidean 
geometrical concepts. Any mechanism whose domain specific resource is directed 
at a domain that is broader than just geometrical phenomena, or is not directed at a 
domain concerning geometrical phenomena per se at all, would not be as closely 
aligned. On the other hand, the innate resources in Spelke’s account are not perfectly 
aligned with the target domain of Euclidean geometry either, since neither repre
sents all three features of distance, direction, and angle.

Given the importance of the notion of alignment, it will be useful to briefly 
work through a couple more examples, where different learning mechanisms 
exhibit different degrees of alignment.45 As a first example, consider some different 
ways of learning about dangerous animals. One possibility, which we will discuss 
in Chapter 14, is that there is an innate system that is specifically geared towards 
learning about dangerous animals as such. But putting this possibility aside, there 
are other kinds of rationalist learning mechanisms that could be involved in learn
ing about dangerous animals, ones which trace back to other types of domain 
specific resources in the acquisition base. One is that the innate resource it traces 
back to is a system that is directed at the domain of animals more generally (not 
the domain of dangerous animals). A different possibility is that the innate 
resource it traces back to is a system that is directed at all natural kinds (not just 
animals).46 The point of interest here is that mechanisms for learning about dan
gerous animals that respectively trace back to these two different types of resources 
would differ in terms of the degree of alignment between the domains that their 
respective innate resources are directed at (animals vs. natural kinds) and the target 
domain that the learning mechanisms as a whole are directed at (in both cases, 
dangerous animals). The one involving an innate system for representing animals 
is clearly more aligned with an overall learning mechanism for learning about 
dangerous animals than the one for representing natural kinds is. It is also the 
more rationalist account for precisely this reason (see Figure 2.1).

45 See Margolis and Laurence (2023) for a more detailed example and further discussion of 
alignment.

46 A natural kind may be understood here as roughly any category that is conceptualized as having 
a hidden essence that supports inductive inferences from one instance of the category to others irre
spective of how perceptually similar they are. In addition to animals, these include natural phenom
ena as diverse as other types of living kinds (e.g., plants and fungi), substances (e.g., gold and water), 
and processes (e.g., lightning). For more on the psychology of natural kinds and especially work at the 
interface of philosophy and developmental psychology, see Keil (1989) and Kornblith (1993).
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Figure 2.1 Variation in the extent of alignment with a target domain. An example of 
how learning mechanisms that differ in their degree of alignment differ in the extent 
to which they are rationalist. Two schematic models of the acquisition of knowledge 
about dangerous animals trace back to different critical innate domain specific 
resources: (a) a system for learning about animals in general, (b) a system for learning 
about natural kinds more generally. These postulated resources are equally domain 
specific, but they differ nonetheless regarding their degree of alignment to the domain 
targeted for learning by the learning mechanisms in question (the target domain 
being the domain of dangerous animals in both cases). This difference contributes to 
how rationalist the account is— the greater the degree of alignment, the more 
rationalist the account.
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Neither of the innate resources in this example (or in the case of Spelke et al.’s 
learning mechanism for acquiring Euclidean geometrical concepts) are perfectly 
aligned with the target domain of the learning mechanism as a whole. There is no 
reason why this cannot happen, however, and when it does, other things being 
equal, the learning mechanism is more rationalist as a result. Take, for instance, 
two learning mechanisms for acquiring language which trace back to different 
sorts of domain specific resources in the acquisition base. In one, the learning 
mechanisms for acquiring language traces back to an innate system that in corp
or ates the principles of Universal Grammar (which are specific to natural lan
guage). In the other, the learning mechanisms for acquiring language trace back 
to a general communication system that incorporates principles pertaining to 
communication in general (which are not in any way specific to natural language) 
(see Figure 2.2). The second of these would be like the other examples we have 
considered so far, where the domain specific resources were closely, but imper
fectly, aligned with the target domain (which in this case is natural language). But 
the first would be a case in which the target domain and the domain of the innate 
resource it traces back to are identical— both are the domain of language— 
exhibiting the maximal degree of alignment.

Regardless of the further details for spelling out how each of these theories 
works, both would be deemed rationalist learning theories in virtue of their com
mitment to key domain specific resources in the acquisition base that the learn
ing mechanisms trace back to. Nevertheless, it would be wrong to suppose that 
they are all on par simply because they make use of an innate domain specific 
mechanism. Clearly, the first learning mechanism is a more rationalist account of 
how language is learned. What’s more, this can’t be because the first learning 
mechanism traces back to a more domain specific innate resource than the sec
ond. These are equally domain specific, each being specific to a single content 
domain— the first to the domain of language, the second to the domain of com
munication. What makes the first learning mechanism more rationalist, then, 
isn’t an intrinsic feature of the resource it traces back to. It’s a matter of how this 
resource is related to the domain targeted for learning. The first learning mech an
ism is more rationalist because the target domain and the domain of the resource 
the learning traces back to are in greater alignment with one another.

Where does this discussion leave us? Rationalist and empiricist theories do not 
differ from one another in just a single way. Instead, there are a number of dimen
sions along which such accounts can differ from one another, each of which can 
vary independently of the others. One account may be more rationalist and less 
empiricist— or more empiricist and less rationalist— than another in light of any 
of these factors. But trade offs among the different factors are also a possibility, 
such that being more rationalist with respect to one dimension can mean that an 
account is more rationalist than another overall, even if it is less rationalist with 
respect to other dimensions. All of this is true for both rationalist and empiricist 
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views in any type of rationalism empiricism debate, local or global. At the same 
time, most— perhaps all— of these factors are not amenable to precise, fine 
grained determinations. As a result, they can only contribute in a coarse grained 
manner to the extent to which any given account is rationalist or empiricist.47

47 As we mentioned earlier, we think that there is little if anything to be gained from trying to make 
fine grained comparisons in any case. The main purpose in distinguishing and characterizing these 
factors is to clarify different facets that are in play in the rationalism empiricism debate and deepen 

(a)

Communication

Universal
Grammar

Language Learning
Mechanism

Communication
System

Language Learning

Mechanism

(b)

nonlinguistic 
communicative gestures

nonlinguistic 
communicative sounds

nonlinguistic 
conventional symbols

Language

Communication

Language

nonlinguistic 
communicative gestures

nonlinguistic 
communicative sounds

nonlinguistic 
conventional symbols

Figure 2.2 Alignment to an extent vs. perfect alignment. (a) A learning mechanism 
for acquiring language which traces back to an innate resource that is also directed at 
the domain of language, making the resource domain and the target domain perfectly 
aligned. (b) A learning mechanism for acquiring language which traces back to an 
innate resource that is directed at the domain of communication, making the resource 
domain and the target domain closely, but not perfectly, aligned.
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our understanding of the various ways in which rationalist and empiricist accounts differ from one 
another. We will, however, occasionally use these factors to draw broad and general comparisons 
between our own view of concept nativism with other well known alternative rationalist accounts, 
most notably, Fodor’s radical concept nativism (particularly in Chapter 26).

Box 7 

Dimensions of Variation for Positions in Rationalism- Empiricism Debates

1. Quantity— quantity concerns the number of psychological structures in 
the acquisition base (particularly the number of characteristically rational
ist psychological structures).

2. Complexity— complexity concerns the complexity of psychological struc
tures in the acquisition base (particularly of characteristically rationalist 
psychological structures).

3. Degree of Articulation— degree of articulation concerns the extent to 
which psychological structures are already elaborated into their full mature 
form in the acquisition base (particularly for characteristically rationalist 
psy cho logic al structures).

4. Diversity of Content Domains— diversity of content domains concerns the 
set of domains targeted by all of the domain specific psychological struc
tures in the acquisition base taken together. Each domain specific psy cho
logic al structure in the acquisition base targets just one or a small number 
of domains, but collectively these domain specific structures may target a 
wider range of domains. The diversity of content domains is the extent to 
which this full set of targeted domains is diverse.

5. Degree of Abstractness— degree of abstractness concerns the semantic dis
tance between the content of a given representation in the acquisition base 
and that of the mind’s lowestlevel sensorimotor representations.

6. Degree of Domain Specificity— degree of domain specificity concerns the 
extent to which characteristically rationalist psychological structures in the 
acquisition base are domain specific.

7. Degree of Alignment— degree of alignment concerns the extent to which 
two domains are aligned with one another, namely, the target domain 
(the domain that a learning mechanism is directed at) and the resource 
domain (the domain that the innate resource which the learning 
 mechanism traces back to is directed at). The more closely related the 
target domain and the resource domain are, the greater the extent of 
alignment between them.



conclusion 79

Although these factors, in the first instance, concern how accounts can vary in 
the extent to which they are rationalist or empiricist, they can also be seen as fac
tors that contribute to making an account simply fall either within the overall 
framework of rationalism or within the overall framework of empiricism. Because 

there are a number of different dimensions involved and because there are trade 
offs to be made among them, what makes a view count as rationalist or empiricist 
overall is somewhat complex. The short story is that a view counts as rationalist if 
the combination of weights across different dimensions is sufficiently in the direc
tion of being more rationalist; likewise, a view is empiricist if the combination of 
weights across different dimensions is sufficiently in the direction of being more 
empiricist. But these can be spelled out in different ways. For example, a view 
might be rationalist in light of there being characteristically rationalist psy cho
logic al structures pertaining to many domains even when these are relatively 
lacking in complexity, relatively unarticulated, or not especially closely aligned 
with the target domains. At the same time, a view might also be rationalist in light 
of there being characteristically rationalist psychological structures pertaining to 
just a few domains but where these are relatively complex, richly articulated, or 
closely aligned with the target domains.

Much the same applies in characterizing what makes a view a version of con
cept nativism— that is, a rationalist as opposed to an empiricist account of the ori
gins of concepts. For expository ease, we will often describe what makes an 
account a version of concept nativism in an abbreviated (and admittedly less 
ac cur ate) way by saying that there is a rationalist account of the origins of concepts 

in more than just a few content domains, or by saying that a view holds that con-

cepts in more than just a few content domains are either innate or else acquired via 

rationalist learning mechanisms. These ways of describing concept nativism have 
the advantage of succinctly conveying the general shape of what concept nativism 
claims. However, they sacrifice much of the nuance of the fuller account we have 
sketched here, neglecting the many possibilities for trade offs of various types 
among the different dimensions that are relevant to whether, and the extent to 
which, a view is rationalist or empiricist. Accordingly, these glosses, which gesture 
towards a prototypical form of concept nativism, should not be read as a full and 
complete description that captures the entire framework of concept nativist posi
tions. Whenever we speak this way, it is simply intended to provide a convenient 
shorthand for the fuller picture that we have presented in this section, which 
embraces the many potential trade offs among the factors we have outlined that 
are consistent with an overall rationalist view about the origins of concepts.

2.6 Conclusion

The purpose of this chapter has been to provide a more detailed version of our 
account of what the rationalism empiricism debate is about and, at the same 
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time, to clarify some key distinctions and introduce some terminology that will 
be useful throughout the book. At the most basic level, we take the rationalism 
empiricism debate to be about the fundamental psychological structures that 
form the ultimate basis for learning. These structures, which aren’t themselves 
acquired via psychological processes, comprise what we have called the acquisi-

tion base. Generally speaking, the empiricist vision of the acquisition base is a 
frugal one, holding that it is largely restricted to domain general learning mech
an isms, sensorimotor representations, and other characteristically empiricist 
psychological structures. In contrast, the rationalist vision of the acquisition base 
takes it to also include many characteristically rationalist psychological structures, 
paradigmatically including domain specific learning mechanisms, concepts, and 
other types of characteristically rationalist psychological structures that rational
ist learning mechanisms trace back to.

We have seen that rationalist and empiricist views differ along at least seven 
dimensions. This is essential to keep in mind since many theorists often end up 
being overly focused on a single dimension to the exclusion of all others. The 
reality is that the rationalism empiricism debate is considerably more complex—
and more interesting—than accounts that focus on a more narrow range of 
dimensions recognize. More generally, though, the perspective on the rationalism 
empiricism debate that we have presented in this chapter also serves as an anti
dote to many unproductive ways of understanding this debate that have led those 
who see the debate in these terms to think that it should simply be abandoned. 
We saw this at the start of this chapter with the views of Goodman and Strawson. 
In Chapter 3 we will see that many theorists understand the debate differently 
than we do, often, like Goodman and Strawson, taking the debate to be funda
mentally confused. Comparing these alternative ways of understanding the 
debate with our own way of understanding it will help to clarify why we have 
framed the debate the way that we have and will put us on a solid footing for 
exploring rationalism’s prospects.
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3
Why the Rationalism-Empiricism Debate 

Isn’t the Nature-Nurture Debate

Many theorists see the rationalism empiricism debate as deeply problematic. 
They think that we should not only reject specific views about the origins of par-
ticular traits but that we need to reject the entire rationalism- empiricism debate, 
which they see as rooted in confusion. In this chapter, we will argue that this 
rejection of the debate as fundamentally confused is misguided and that the 
rationalism- empiricism debate should continue to play a major role as theorists 
of all stripes try to understand the origins and workings of the mind.

Why is it that the rationalism- empiricism debate is often dismissed? Many of 
the arguments against the rationalism- empiricism debate revolve around vari-
ations on the theme that it should be understood as a debate about nature and 
nurture, where it is then argued that the nature- nurture debate is fundamentally 
untenable and hence so is the rationalism- empiricism debate. But it is a mistake 
to equate the rationalism- empiricism debate with the nature- nurture debate. 
Instead, the rationalism- empiricism debate should be interpreted in terms of 
the account that we elaborated in Chapter 2, where rationalism and empiri-
cism involve competing views regarding the character of the acquisition base. 
Given our account of the rationalism-empiricism debate, the arguments that 
this debate is untenable because of confusions about nature vs. nurture don’t 
raise any substantive difficulties for the debate at all. The fact that our account 
of what is at issue in the rationalism- empiricism debate renders it immune to 
these challenges can itself be seen as an argument in support for our account 
of the debate. And, as we will argue in section 3.2, further support is provided 
by consideration of how participants in the rationalism- empiricism debate 
understand the debate in practice— when they are engaged in the details of 
arguing for or against specific experimental results or particular accounts of 
the origins of a given psychological trait— and by the fact that it is only by 
interpreting the rationalism- empiricism debate as a debate about the acquisi-
tion base that we can see why it has led to so much productive research in 
cognitive science.
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3.1 Is the Rationalism-Empiricism Debate Fundamentally 
Confused? Nature, Nurture, and Related Issues

In this section we look at a series of arguments for the view that the rationalism- 
empiricism debate is fundamentally confused. Many of these stem from in ter-
pret ations of the debate which conflate it with the nature- nurture debate, where 
nature is understood as concerning the contribution of genes to cognitive and 
conceptual development and nurture is understood as concerning the contribu-
tion of the environment to such development.

Everyone is an interactionist. The first of these arguments has to do with the way 
that genes and the environment interact in producing phenotypic traits. It appears 
less often in scholarly publications than in popular ones, but it is nonetheless an 
argument that we have repeatedly encountered in conversations with philosophers 
and scientists. The argument begins by noting that everyone has to accept that 
genes all by themselves can’t produce an organism or any of its traits, and likewise 
that the environment all by itself can’t produce an organism or any of its traits. 
Genes and the environment work together; they have to interact. Sometimes this 
is put forward as a theory of development dubbed interactionism. But really it is 
not so much a theory as it is a truism that no one disputes. In any event, the argu-
ment we have in mind takes this truism to offer a damning perspective on the 
nature- nurture dispute and, by extension, on the rationalism- empiricism debate. 
The thinking here is analogous to that in the argument from Goodman and 
Strawson in Chapter 2. It’s that if everyone must accept that cognitive traits owe 
their existence in part to nature (genes) and in part to nurture (environment), 
then there isn’t anything for rationalists and empiricists to dis agree about.

As before, the conclusion doesn’t follow. Just because rationalists and empiri-
cists agree to the truism doesn’t mean that there isn’t anything substantive for 
them to disagree about. In particular, they can still disagree about the way that 
psychological traits are acquired— that is, about the character of the acquisition 
base that is involved in the acquisition of various psychological traits. And if you 
look at the sorts of theories of the origins of psychological traits that rationalists 
and empiricists actually offer and at the kinds of critiques regarding one another’s 
theories that they make in practice— something we will briefly do in section 3.2 
and in far more detail later in the book— there can be little doubt that the charac-
ter of rationalist theories of acquisition (and their associated acquisition bases) 
systematically differs from the character of empiricist theories of acquisition 
(and their associated acquisition bases). Thus, to argue that rationalists and 
empiricists have nothing to disagree about because they both accept interaction-
ism only serves to obscure the very real differences between rationalists and 
empiricists. Perhaps the truism of interactionism undermines the nature- nurture 
debate,  but if it does, this would only show that the rationalism- empiricism 
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debate shouldn’t be understood in terms of the debate about nature and nurture. 
Rather, as we argued in Chapter 2, it should be understood in terms of a highly 
substantive disagreement about the character of the acquisition base.

Genes and the environment do not make separable contributions to development. 

A  related argument begins with the same starting point, the truism of inter-
actionism, but proceeds in a more interesting and sophisticated manner. The 
argument is premised on an interpretation of the rationalism- empiricism debate 
according to which it should be understood as offering competing stands on the 
relative contributions of nature (genes) and nurture (environment) to develop-
ment. On this view, rationalism is seen as claiming that nature and nurture inter-
act but nonetheless nature is more important (at least more important in those 
cases where a rationalist account of a given trait is presumed correct), and empiri-
cism is seen as claiming that nurture is more important. Or, if you like, rational-
ists place more weight on genes, empiricists on the environment.1 From this the 
argument takes it to follow that the debate between rationalists and empiricists is 
spurious. This is because, given the way that genes and the environment work 
together, it turns out to be impossible for either to make a more significant 
contribution than the other to any given trait. As Evelyn Fox Keller explains:

the Swiss primatologist Hans Kummer remarked some years ago— and Frans 

de Waal (2002) reminds us— trying to determine how much a trait is produced 

by nature and how much by nurture, or how much by genes and how much by 

environment, is as useless as asking whether the drumming that we hear in the 

distance is made by the percussionist or his instrument. Richard Lewontin 

offered another metaphor: “If two men lay bricks to build a wall, we may quite 

fairly measure their contributions by counting the number laid by each; but if 

one mixes the mortar and the other lays the bricks, it would be absurd to meas-

ure their relative quantitative contributions by measuring the volume of bricks 

and of mortar” (1974, 401). (Keller 2010, p. 7)

These metaphors are meant to convey that genes and the environment are equal 
partners in development. To even make a single protein requires not just the bits 
of DNA that, in some sense, code for the protein but also many other cellular 
materials and environmental conditions. The protein building process breaks 
down into at least two major subprocesses: a transcription process in which 

1 Unlike some of the other arguments in this section, the type of view criticized by this argument is 
one that is sometimes— confusedly in our view— endorsed by rationalists and empiricists alike. In 
some cases, theorists endorse this type of view while simultaneously holding a view somewhat like the 
one that we advocate in Chapter 2, without recognizing that the two views aren’t equivalent. More 
generally, rationalists and empiricists often indiscriminately and confusedly endorse several different 
and incompatible understandings of the debate.
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messenger RNA is created on the basis of a portion of DNA and a translation pro-
cess in which the messenger RNA is then used as a template for forming the pro-
tein (see Chapter 4 for more on how all of this works). Among other things, the 
raw materials that RNA transcripts are constructed from must be present together 
with many different specific proteins, multi- protein complexes, and other kinds of 
cellular machinery, all working together within an intricate series of processes. 
And of course the cell’s overall physical and chemical conditions must be such that 
they will maintain the integrity of all these elements and support the chem ical 
transitions involved in all of these processes. In this way, genes are very much like 
Frans de Waal’s drummer. A protein- coding segment of DNA (drummer) can only 
lead to the production of a protein when the many cooperating and enabling elem-
ents of cellular machinery are present and the cell’s overall physical and chemical 
conditions are just right (drum). These further entities and cellular conditions are 
just as important to outcomes that are informally said to be genetic.

Moreover, because genes and environmental factors have distinct yet compli-
mentary causal roles in the formation of any particular trait, there is no common 
scale to independently measure their relative contributions. This means that it 
doesn’t make sense to try to quantify how much of a trait is caused by one and 
how much by the other. For example, it doesn’t make sense to say that a person’s 
IQ is owing X% to her genes and Y% to her environment (Sober 1988; Block 1995).

If it isn’t obvious that we can’t say that a person’s genes or environment is more 
important for a given trait, this is partly because of a common misunderstanding 
about the sorts of heritability statistics that are routinely reported in behavioural 
genetics and often widely publicized. Heritability statistics concern the degree to 
which variation in a trait (e.g., height) in a population correlates with (or in the 
language of behavioural genetics, is accounted for by) genetic variation in a given 
environment. A high heritability estimate would indicate that, in the population 
and environment studied, a considerable amount of the difference in the meas-
ured trait correlates with a genetic difference. In contrast, a low heritability score 
would indicate that, in the population and environment studied, this variation 
does not strongly correlate with a genetic difference. Suppose, then, that 
re searchers arrive at a high heritability estimate for a trait, such as height in a 
given species of plant. Doesn’t that mean that height in these plants is “more 
genetic”, that nature (as opposed to nurture) should be given more credit for 
explaining their height? Not at all. Heritability statistics don’t say anything about 
what causes a given trait— in this case, what causes the plants’ height. All they do 
is measure a correlation regarding the amount of variation in a trait (again, vari-
ation in a population in a given environment).

Moore (2001) offers a nice analogy that illustrates how little a measure of such 
correlation says about causation. Snowflakes can only form when both the tem-
perature and the humidity meet certain conditions. There has to be enough 
humidity for precipitation to take place, and also, the temperature has to be below 



is thE Rationalism-EmpiRicism DEbatE confusED? 85

freezing. Suppose one day that the humidity is high at the North Pole and low at 
the South Pole, but in both places it is well below 0º Celsius. Then the variation in 
snowfall across these two locations is completely accounted for by the variation 

in the humidity— it correlates with this variation 100%. But obviously the tem-
perature isn’t any less important in the causation of the snow. On the contrary, it 
is extremely important. If the temperature weren’t below freezing, the North Pole 
would only see rain. Indeed, we may suppose that, on the same day, the humidity 
at the North Pole is identical to the humidity in a forest in a temperate zone, 
where the temperature is well above freezing. In this case, the variation in snow-
fall is entirely accounted for by the variation in the temperature— it correlates 
with this variation 100%. But again, that doesn’t make the humidity any less 
important regarding what actually causes the snow.

The argument we are considering begins with the fact that, like the drummer 
and the drum, genes and the environment don’t make contributions to the 
development of traits that can be quantified (X% from the genes, Y% from the 
en vir on ment) and concludes that there is a deep problem with the rationalism- 
empiricism debate, understood as a disagreement about the relative importance of 
nature and nurture to development. But the conclusion that ought to be drawn, we’d 
suggest, is that this just goes to show that the rationalism- empiricism debate 
shouldn’t be identified with the nature- nurture debate or understood in terms of the 
relative contributions of genes and the environment to development. Notice that our 
own account of what is at stake in the rationalism- empiricism debate in Chapter 2 
makes no mention of genes per se. It is framed in terms of a question about the char-
acter of the acquisition base. We take it that rationalists and empiricists can all agree 
that the development of the acquisition base depends on interaction of genes and the 
environment and that, like the bricks and mortar or the drum and drummer, it 
makes little sense to say that one is more important than the other. Still, this doesn’t 
mean that there isn’t room for there to be systematic and substantial disagreement 
between rationalists and empiricists— in particular, there is room for disagreement 
about the character of the psychological structures that are in the acquisition base.

Rationalism (or empiricism) is manifestly wrong. The next argument rejects the 
rationalism- empiricism debate— once again understood as a disagreement about 
nature and nurture— on the grounds that at least one side in the debate is mani-
festly wrong. On this argument, the relevant side in the debate is thought to be so 
off the mark that it shouldn’t be taken at all seriously and that consequently any 
debate in which its status is at issue isn’t a debate worth having.

For example, in his Presidential Address to the International Conference on 
Infant Studies, David Lewkowicz argues that the rationalism- empiricism debate, 
which he identifies with “the nature- nurture dichotomy”, is “biologically im plaus-
ible” (Lewkowicz 2011, p. 331). Research into developmental processes, he claims, 
“renders simplistic questions such as whether a particular behavioural capacity is 
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innate or acquired scientifically uninteresting” (p. 331). The views he rejects are 
indeed simplistic. Here is his core argument against rationalism:

the rationalists’ assumption that structure and function are predetermined by 

genes is a non sequitur because no organism can possibly develop in a vacuum; 

its environment must in some measure contribute to its development. Certainly, 

everyone would agree that no organism can develop in the absence of oxygen, 

proper nutrition, and the correct temperature, never mind the usual stimulation 

that organisms receive from their caregivers. (p. 344)

And here is his argument against empiricism:

The empiricists’ assumption that structure and function are fully determined by 

environmental influences is equally problematic in that an organism’s biological 

endowment (however, loosely it might be defined) obviously contributes in a 

major way to its development. (pp. 344–345)

These doubts are closely related to the first argument we looked at, which aimed 
to use interactionism to deflate the rationalism- empiricism debate. However, 
rather than taking the truism of interactionism to show that there can be no sub-
stantive difference between rationalism and empiricism (since both must endorse 
interactionism), Lewkowicz’s argument takes rationalism and empiricism to be 
views that in one way or another reject interactionism.2 However, this line of 
thought crucially depends on a markedly uncharitable reading of the rationalism- 
empiricism debate, as if rationalists and empiricists think that the source of psy-
chological traits can only be credited to one thing, genes or the environment. No 
one actually holds such a view; certainly none of the theorists that Lewkowicz 
mentions by name do.3

A similar argument to Lewkowicz’s identifies empiricism with the view that the 
mind begins as a blank slate in the sense that it has no innate structure whatso-
ever. The problem with this view, as we have already noted, is that a blank slate 
cannot learn anything. So if the rationalism- empiricism debate were to turn on 
whether or not the mind is initially a blank slate, then it would hardly be worth 
pursuing; one side of the debate would be a non- starter. Spencer, Blumberg, et al. 
(2009) cite just this rationale for their negative assessment of the debate.

We reemphasize that a developmental systems view [the view they endorse] is 

not the classical counterpoint to the nativist [i.e., rationalist] program— we are 

not arguing for a return to empiricism and notions of a “blank slate.” After all, 

2 For similar arguments, see Elman et al. (1996) and Moore (2001).
3 Lewkowicz’s cited rationalists couldn’t be more explicit about rejecting the views that he deems 

biologically implausible. See, e.g., Spelke and Newport (1998) and Marcus (2004).
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the notion of a “blank slate” is just as poorly grounded as claims about “primi-

tives” and “essences”. (p. 84)

They go on to conclude that “it is time to retire the nativist- empiricist dialog and 
encourage a new dialog” (p. 85).4

In much the same vein, Newcombe (2002) identifies empiricism with the pos-
ition that the mind is a blank slate and rationalism with the position that the 
en vir on ment plays no role in development.5 She then points out that even the 
theorists who are considered to be the most forthright proponents of rationalism 
and empiricism don’t actually hold these patently indefensible views and suggests 
that this is good reason to abandon the debate:

the more one considers the debate between nativism and empiricism, the more 

one concludes that neither extreme possibility is viable. John Locke and Noam 

Chomsky are two thinkers often presented as clear examples of empiricist and 

nativist approaches to the origins of knowledge. However, Locke recognized 

that infants are innately endowed with sensory equipment and a propensity for 

forming associations, and Chomsky was certainly aware that exposure to a par-

ticular language in the environment is vital for becoming, for example, a 

Chinese speaker rather than a speaker of Swahili. So each man, in his own way, 

is a type of interactionist, if interactionism is simply defined as recognizing a 

role for both nature and nurture in development. Rather than endlessly replay-

ing the empiricist- nativist debate, researchers need to get on with the detailed 

work of proposing exactly how starting points in infancy— stronger than those 

postulated by Piaget— are transformed into mature competence— perhaps not 

quite in the way Piaget imagined, but nonetheless in generally interactional 

ways. (Newcombe 2002, p. 400)

Spencer, Blumberg, et al. and Newcombe, like Lewkowicz, would be right to 
dismiss the rationalism- empiricism debate if rationalism and empiricism were the 
views they take them to be. There is certainly no interest in a debate about cognitive 
development in which one side holds that the environment has no role to play 
whatsoever and the other holds that the mind has no innate structure of any kind. 
But this is a fundamental misunderstanding of what rationalism and empiricism 

4 A number of quotes in this chapter employ the term “nativism” or its cognates and refer to the 
“nativism- empiricism debate”. As we noted in Chapter 1, “nativism” is one of several terms that is used 
in a way that is equivalent to our use of “rationalism” (others include “innatism” and “innativism”).

5 The view that rationalism (nativism) holds that the environment plays absolutely no role in devel-
opment is nearly as common a misunderstanding of the rationalism- empiricism debate as the view that 
empiricism holds that the mind is a blank slate. (For one of many examples of this misunderstanding, 
see the popular textbook An Introduction to Developmental Psychology (Slater and Bremner 2017)). 
Since the environment plays at least some role in the acquisition of literally every trait, this construal of 
rationalism also has the same detrimental effect as the blank slate construal of empiricism, draining the 
debate of any possible interest by making one side of the debate unsustainable.
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hold, so any problems these views have don’t argue for abandoning the 
rationalism-empiricism debate; they only argue for abandoning these mistaken 
understandings of what the debate is about.6 As we argued in Chapter 2, a much 
better interpretation of the rationalism- empiricism debate is available in which 
neither side is committed to such manifestly false views.

The rationalism- empiricism debate (or the rationalist side of this debate) is undermined 

by problems with the notion of learning. As we have seen, the rationalism- empiricism 
debate is often identified with the nature- nurture debate, particularly by critics. Some 
critics take both debates to be undermined by their dependence on a problematic 
distinction between psychological traits that are learned and psychological traits that 
are not. According to these critics, we should reject this distinction and its attendant 
notion of learning and hence we should reject the rationalism- empiricism debate too.

For example, Elman et al. (1996) write that “nature is usually understood to 
mean ‘present in the genotype,’ and nurture usually means ‘learned by experi-
ence’ ” and suggest that both of these views are faulty:

The difficulty is that when we look at the genome, we don’t really see arms or 

legs (as the preformationists thought we might) and we certainly don’t see com-

plex behaviors.

Learning is similarly problematic. We know that learning probably involves 

changes in synaptic connections, and it is now believed that these changes are 

effected by the products of specific genes which are expressed only under the 

conditions which give rise to learning. (p. xi)

Proponents of developmental systems theory often speak of a related problem 
with the idea of learning. The criticism, in this case, is that the traditional under-
standing of learning— the one that appears in the rationalism- empiricism 
debate— is supposed to be too narrow to do justice to the full range of experiences 
that matter to development. Lewkowicz (2011) expresses the point this way:

the learning part of the nativist dichotomy only refers to the traditional concept 

of learning that includes classical or operant conditioning, training, practice, 

and imitation through observation. It misses all the other forms of external and 

internal stimulation and its developmental trace effects that do not qualify as 

traditional learning effects but that can have profound effects on organisms and 

their development. All of these effects, together with traditional learning effects, 

are part of the broader concept of experience. (p. 337)

6 The views that these critics attribute to rationalists and empiricists don’t sit well with rationalists’ 
or empiricists’ self-characterizations or with how they argue with one another in practice (see section 
3.2). Even without looking at these examples, however, one ought to be deeply suspicious of a charac-
terization of the rationalism- empiricism debate that has the consequence that Chomsky, of all people, 
isn’t a rationalist.
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We certainly agree that learning includes much more than conditioning, train-
ing, practice, and imitation. It also includes processes of belief formation through 
instruction and reasoning, various types of perceptual learning, and numerous 

processes in which the acquisition of a psychological trait is mediated by special- 
purpose learning mechanisms. At the same time, we don’t think the theoretical 
distinction between developmental processes that are involved in learning and 
developmental processes that aren’t should be collapsed in favour of a single broad 
notion: development that is responsive to experience. Such a notion is so broad 
that it would apply equally to human cognitive development and the growth (i.e., 
development) of daffodils. That’s just too broad.

Much the same could be said of an undifferentiated notion of brain activity. 
Some processes in the brain psychological the neural computations that are involved 
in cognition, while others are non-psychological even if they support cognition in 
indirect ways (e.g., cellular respiration). Lewkowicz is of course right to empha-
size that a diverse range of processes at multiple levels of organization influence 
development and leave their mark on the brain. These include gene expression 
(including cases where gene expression is influenced by the regulatory effects of 
other genes), neural activity in response to external stimuli, interneural stimula-
tion, effects of changes in hormone levels, cell growth and cell death, the forma-
tion of new synapses, biochemical reactions to pheromones, immune response to 
foreign substances, and so on. No one should deny that these (and many other) 
processes are part of the full story about the many changes that take place in 
development. But we see no reason to suppose that all such activity must be con-
ceptualized in an undifferentiated way under a “broader concept of experience”. 
On the contrary, recognizing that there are potentially important differences 
between, say, learning to read and an immune response to meningitis or a brain 
haemorrhage caused by a blow to the head is simply to recognize that we need 
more than one way of accounting for the diverse effects that comprise all of the 
changes that take place in the brain. Rationalists and empiricists aren’t unaware 
of the full range of potential causes that contribute to development; they are just 
particularly focused on certain types of causes— ones that cluster around paradig-
matic instances of learning and psychologically- mediated developmental pro-
cesses more generally.7

A similar problem affects the concern registered by Elman et al. (1996), noted 
earlier. Although they are right to suggest that gene expression may play a crucial 
role in the changes that take place in learning, this is hardly a reason to abandon 
the notion of learning itself. If anything, it is a reason to not characterize learning 
in a way that excludes the possibility of genes playing a role in learning. What’s 
more, although rationalists and empiricists don’t often talk about the low- level 
physical details that implement learning, most theorists in the rationalism- 
empiricism debate— rationalists and empiricists alike— would happily grant that 

7 We will return to the question of what counts as a learning process in Chapter 25.
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gene expression plays an important role, just as they would be happy to grant the 
significance of such basic neurological processes as myelination and long- term 
potentiation. There is nothing in rationalist or empiricist views of cognitive 
development that should be thought to discourage their proponents from taking 
on discoveries about cellular mechanisms and processes involved in learning.

The objections by Lewkowicz and by Elman et al. represent one type of con-
cern about the notion of learning which is supposed to undermine both rational-
ism and empiricism. But it’s worth mentioning another potential concern about 
the notion of learning, one that is directed particularly to rationalism and that is 
motivated by the opposite perspective. In this case, it’s assumed that learning is a 
perfectly coherent notion and that learning does take place in development. Then 
the problem with rationalism is supposed to be that rationalism is inherently 
opposed to learned psychological traits.

The problem with this objection is that, as we saw in Chapter 2, what is charac-
teristic of rationalism, as opposed to empiricism, isn’t that rationalism is anti- 
learning but rather that rationalism sees some learning as being mediated by 
importantly different types of mechanisms than those employed by empiricists. 
In particular, rationalist accounts prominently involve what we have been calling 
characteristically rationalist learning mechanisms in addition to the types of 
learning mechanisms characteristically employed by empiricists. For example, a 
rationalist view of language acquisition might hold that the learning process 
involves a set of constrained choices that are specific to language, so that much of 
what occurs in learning a grammar amounts to choosing between a relatively 
small number of alternatives (Yang 2006). In much the same way, and for a wide 
range of acquired psychological traits, rationalist theories embody proposals for 
how learning unfolds, albeit proposals that may be counterintuitive to theorists 
who are fundamentally committed to empiricist principles.

While the compatibility of rationalism and learning may be surprising to some, 
it isn’t an idea that is particularly new among rationalists. In fact, one of the foun-
dational documents for contemporary rationalism is C. R. Gallistel’s aptly titled 
book The Organization of Learning. In the introduction, Gallistel announces: “My 
purpose is to sketch a new framework for the understanding of animal learning 
and the investigation of its cellular basis” (Gallistel 1990, p. 3).8 The framework he 
proposes is plainly rationalist in crediting animals with innate specialized compu-
tational learning systems that underlie such things as navigation and foraging. If 
Gallistel is right, it is because animals possess these sorts of innate specialized 
learning systems that they are able to learn such things as the way home from their 
current location and the optimal strategy for obtaining food in a given region.

8 For similar rationalist expressions of the centrality of learning to rationalism which are more 
focused on human learning, see, among others, Gelman (1990); Wynn (1992); Cosmides and Tooby 
(1997); Pinker (1997); Keil (1999); Spelke and Newport (1998); Leslie (2004); Sperber and Hirschfeld 
(2006); Landau (2009); and Marcus (2009).
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Developmental theorists should focus on processes, not origins. Another argument 

put forward by critics of the rationalism- empiricism debate is that this debate 
gives rise to a problematic focus on the wrong type of explanatory project. The 
charge is that these views (rationalism and empiricism, or rationalism in particu-
lar) are too wrapped up with efforts to explain the origins of psychological traits 
in development, resulting in a “static” view of the mind. Instead, critics argue 
researchers should adopt a more “dynamic” approach by focusing on the more 
valuable project of explaining developmental processes.

Lewkowicz (2011) develops this charge particularly with rationalists in mind:

nativists motivate their experiments in terms of the nature- nurture dichotomy 

and ask origins- oriented rather than process- oriented questions. The problem is 

that the dichotomy ignores the fact that developing organisms are fused systems 

wherein organismic and environmental factors are in such continuous inter-

action that it makes no heuristic sense to treat them as separable influences. 

(p. 345)

Lewkowicz takes himself to be speaking for a diverse group of theorists who 
broadly subscribe to a developmental systems perspective: “I echo the many prior 
calls to abandon dichotomous developmental thinking and its focus on the ori-
gins question. It is time to shift our focus to the processes question” (p. 355).9

In an important and influential discussion of how to understand conditions that 
result in atypical development, Karmiloff- Smith (1998) offers a related criticism:

For both the strict nativist and the empiricist, the notion of “environment” is a 

static one, whereas development (both normal and atypical) is of course 

dynamic. The child’s way of processing environmental stimuli is likely to change 

repeatedly as a function of development, leading to the progressive formation of 

domain- specific representations. (p. 390)

Notice that the charge, put this way, is meant to apply to empiricists as much as 
rationalists. In both cases, Karmiloff- Smith would claim that the theoretical 
framework is static because it doesn’t take into account the possibility that 

9 Lewkowicz cites, among others, Lehrman (1953, 1970); Schneirla (1957); Gottlieb (1997); 
Oyama (2000); Thelen (2000); Griffiths and Gray (2004); Bateson (2005); Sameroff (2005); and 
Overton (2006). The latter two are singled out for presenting their views, like Lewkowicz, in their 
own presidential addresses to the International Conference on Infant Studies: “Thelen offered a 
framework that enables us to ask how the moment- moment fluctuations in an organism’s sen sori-
motor activity are linked to emerging perceptions, actions, and cognitive structures. She offered this 
as an alternative to static views of the mind . . . For Sameroff, outcome depends on the transaction 
between the organism and its environment where individuals are constantly being changed by and 
changing their environments” (Lewkowicz 2011, p. 357). Similar sentiments are expressed by Lerner 
(2015); Witherington et al. (2018); and many others.
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domain- specific systems are formed in response to the particularities of experi-
ence. Karmiloff- Smith maintains that small differences in an infant’s input can 
lead to attention being selectively applied in ways that cause significant cognitive 
changes, which may feed into cycles of development that amplify these changes 
further or set up the possibly of subsequent new types of cognitive processing. 
Thus, as Karmiloff- Smith sees it, these small differences in early experience can 
result in divergent ways of processing information even if, at a coarse level,  people 
have what looks like the same cognitive capacity (e.g., people with Williams syn-
drome, who appear to have strong linguistic skills, may have developed ways of 
processing language that are very different than those of neurotypical adults, 
despite surface similarities). Importantly, this view of development doesn’t deny 
the existence of domain- specific cognitive systems. Rather, for Karmiloff- Smith, 
domain- specific cognitive systems should be understood to be the product of 
domain- general learning and subject to ongoing changes, as learning is itself a 
continuous process.

Although Karmiloff- Smith contrasts her view with both rationalism and 
empiricism, it wouldn’t be unreasonable to read her as offering an empiricist 
framework for modelling development. On our characterization of rationalism 
and empiricism, we were careful to note that empiricists needn’t oppose the exist-
ence of domain- specific learning systems as long as, for the most part, they main-
tain that these are acquired on the basis of more fundamental domain- general 
systems— in other words, as long as they maintain that the acquisition base is 
largely domain general. To the extent that Karmiloff- Smith’s views fit with this 
understanding, she may be counted as an empiricist in our sense even if she isn’t 
an empiricist in her own sense of the term. Then the question of whether this 
brand of empiricism is successful would need to be addressed by looking at par-
ticular domain- specific cognitive capacities on a case- by- case basis. As we will be 
examining a range of examples later, for now it will suffice to say that, although 
we think Karmiloff- Smith’s proposal is a serious empiricist contender, the weight 
of empirical evidence favours a rationalist treatment of many domain- specific 
learning systems all the same.10

Things are trickier when we turn to the more radical proposal represented in 
Lewkowicz’s remarks. This is because it isn’t clear whether rationalism is as static 
as critics like Lewkowicz maintain, nor is it clear that it would be so bad if it were. 
For one thing, rationalist learning systems do make use of environmental input. 
All proposed rationalist language learning systems, for example, are sensitive to 
the language in a learner’s environment. There is also no reason why innate 
domain- specific learning systems can’t make use of environmental input in highly 

10 See Parts II and III below for our case for a rationalist account in many of the domains that 
Karmiloff- Smith is concerned with. And see Chapter 20 for a detailed examination of her views and 
arguments.
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interactive ways, with feedback loops affecting their development and their 
subsequent operations. Critics like Lewkowicz place a lot of weight on the claim 
that development and behaviour are dependent on complex causal interactions 
operating simultaneously and across different levels of organization, from the 

small- scale level of genes and cellular processes, to organs, systems of organs, and 
the external environment. But as a general principle, this isn’t anything that 
rationalists would deny.11 And, of course, the rationalist acquisition base itself has 
to be acquired; rationalists would certainly agree that this depends on highly 
complex interactions between organismic and environmental factors (see, e.g., 
Marcus 2004 for a rationalist perspective on the interactive nature of the pro-
cesses involved in establishing the brain’s wiring). So the charge of stasis really 
comes down to the impressionistic claim that rationalist models are insufficiently 
interactive. Perhaps. But then, perhaps they identify just the right amount of 
interaction regarding the cognitive capacities they aim to explain. Ultimately, this 
is a question of which sort of account— rationalist or empiricist— is best sup-
ported by the full weight of empirical evidence. Accordingly, it does not provide 
general grounds to dismiss either the rationalism- empiricism debate or rational-
ist accounts independent of a detailed look at the evidence for specific rationalist 
and empiricist models.

Still, we think it might be useful to say something about the sorts of examples 
that frequently come up in discussions of so- called process- oriented develop-
ment. A representative and widely cited example is Gottlieb’s (1997) study of the 
mallard duck’s imprinting response to maternal calls, which had previously been 
found to appear in newborn ducklings that had been deprived of prenatal experi-
ence of adult mallard vocalizations. As Moore (2001) explains, “Gottlieb under-
stood that this does not mean that the environment in general is unimportant in 
the development of the trait! So, he began to look for other environmental factors 
involved in the trait’s development” (p. 122). The factor he came to focus on was 
the vocalizations made by duck embryos themselves in the days that preceded 
hatching. Interestingly, he found that when embryos are permitted to hear their 
own vocalization, the postnatal response to maternal calls develops normally, but 
that embryos that are “devocalized” fail to develop the normal response. Spencer, 
Blumberg, et al. (2009), who also claim that we should “no longer . . . abide the 
nativist- empiricist debate and nativists’ ungrounded focus on origins” (p. 79), 
explain the upshot of this work by Gottlieb as follows: “self- stimulation from 
embryonic vocalizations tunes the auditory system and establishes a bias that 
shapes the latter preference for the maternal call” (p. 81).

But why should the mere fact that experience plays a role in development 
undermine rationalism? The simple answer is that it doesn’t. What the rationalist 

11 For example, Steven Pinker, the quintessential rationalist, says that “[t]he development of organ-
isms must use complex feedback loops rather than prespecified blueprints” (2004, p. 12).
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is committed to isn’t the idea that environmental interaction is unnecessary or 
unimportant but rather the view that, in addition to the types of psychological 
structures empiricists posit, characteristically rationalist psychological structures 
also figure prominently in the acquisition base. And, as should be clear from the 
discussion in both this chapter and Chapter 2, there is no reason whatsoever why 
rationalist domain- specific acquisition mechanisms can’t make use of experien-
tial input as part of a characteristically rationalist story about cognitive develop-
ment. If examples like Gottlieb’s are to be brought to bear on the evaluation of 
rationalism, the question shouldn’t be whether experience is somehow involved 
in development. It needs to be about the nature of the mechanisms that trans-
form this experience into the traits whose acquisition they support. If, for 
ex ample, it turns out that the effect of hearing the self- generated vocalization 
does its work through the activity of a very general preference- forming system 
that is capable of forming preferences across a wide range of different domains 
based on diverse types of sensory inputs, then this would be more congenial to 
empiricism. On the other hand, if it does its work through the activity of a special- 
purpose system that employs an auditory template that the experience serves to 
calibrate and maintain, then this would be more congenial to rationalism.12

Empiricism by another name. Given the numerous calls to abandon the 
rationalism- empiricism debate (often conflated with the nature- nurture debate) 
and given the widespread sentiment that rationalism and empiricism aren’t viable, 
one might wonder what sort of alternative these critics would put in their place. 
The simple answer is that all too often they want to replace rationalism and 
empiricism with . . . empiricism. True, it’s not empiricism as they understand the 
term. But it is, nevertheless, empiricism according to what we have been arguing 
is the best way to construe the rationalism- empiricism debate. The situation, in 
other words, is that these critics identify rationalism and/or empiricism with a 
highly implausible view and then proceed to argue that we should reject both of 
these— that we should abandon the rationalism- empiricism debate— in favour of 
a far more reasonable alternative. Such alternatives go by a number of names— 
constructivism, neoconstructivism, neuroconstructivism, among others— but, in 
the end, the position these critics settle on is simply their preferred form of 

12 There are other possibilities as well. We mention these two simply to illustrate that the search for 
a process in development doesn’t undermine the rationalism- empiricism debate, as there are ques-
tions about the mechanisms involved in these processes, and the rationalism- empiricism debate is 
about the character of these mechanisms. As it happens, the true story about what is going on in the 
mallard duck example is unclear. We ourselves are struck by the fact that the vocalizations that the 
embryos hear are not especially similar to maternal vocalizations. As Moore notes, “there is almost no 
resemblance at all between the peeping of unhatched ducklings and the calls produced by mature 
mallard ducks” (Moore 2001, p. 122). This would suggest that the mechanism isn’t an instructive 
experience- driven empiricist one, but this leaves open many possibilities regarding the nature of 
the mechanism and how it operates. See Chapter 10 for further discussion of Gottlieb’s study.
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empiricism, as we understand this term. The trouble is that this isn’t a legitimate 
way to argue for empiricism. Showing that a critic’s preferred view is better than 
caricatures of rationalism and empiricism hardly shows that it is the best view; 
there will be many views that are better than these caricatures. And if empiricism 
(properly understood) is still on the table, then so is rationalism and the 

rationalism- empiricism debate (properly understood).
An illustrative example can be found in the influential book Rethinking 

Innateness (Elman et al. 1996).13 As we saw above, Elman et al. argue that the 
nature- nurture debate is fundamentally confused since neither the nature nor the 
nurture position makes sense (they take nature to entail preformationism and 
nurture to exclude genetic influences on learning).14 From this, they conclude 
that we should abandon this debate and adopt an interactionist perspective, 
which they refer to as constructivism:

The obvious conclusion is that the real answer to the question, Where does 

know ledge come from, is that it comes from interaction between nature and nur-

ture, or what has been called “epigenesis”. Genetic constraints interact with 

internal and external environmental influences, and they jointly give rise to the 

phenotype. Unfortunately, as compelling and sensible as this claim seems, it is 

less a conclusion than a starting point. The problem does not go away, it is sim-

ply rephrased. In fact, epigenetic interactions must, if anything, be more com-

plicated than the simpler more static view that x% of behavior comes from genes 

and y% comes from the environment. For this reason, the interactionist (or 

constructivist) approach has engendered a certain amount of skepticism on the 

part of developmentalists . . . In fact, we believe that the interactionist view is not 

only the correct one, but that the field is now in a position where we can flesh 

this approach out in some detail. (pp. xi–xii)15

In spelling out their positive model of development, Elman et al. make extensive 
use of domain- general connectionist networks:

throughout this book we advocate that a developmental perspective is essential 

to understanding the end state [the adult mind], and that the connectionist 

framework, with its focus on learning rather than on- line steady- state computa-

tions, is especially relevant to that endeavor. (p. 109)

13 For other examples of this form of argument, see among others, Dupré (2003); Karmiloff- Smith 
(2009b); Spencer, Blumberg, et al. (2009); Stiles (2009); and Churchland (2012).

14 See again the section The rationalism- empiricism debate (or the rationalist side of this debate) is 
undermined by problems with the notion of learning.

15 We addressed the view that Elman et al. call the “static view” (“that x% of behaviour comes from 
genes and y% comes from the environment”) in the section Genes and the environment do not make 
separable contributions to development, above.
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The beauty of the connectionist framework, according to Elman et al., is that con-
nectionist networks can achieve their results with only the most general constraints 
on their overall organization and the learning environments in which they operate.

In short, Elman et al. argue for what is essentially an empiricist view— in which 
domain- general learning mechanisms play a large role in cognitive development— 
after mistaking rationalism for a kind of preformationism and empiricism for the 
doctrine that genes are irrelevant to development. The problem with this 
approach is that rationalism and empiricism (properly understood) are both per-
fectly compatible with Elman et al.’s driving motivation, which is to recognize that 
theories of cognitive development have to be interactionist. To the extent that their 
interactionism allows for domain- general connectionist learning mechanisms, it 
allows for domain- specific learning mechanisms too. There may be further reasons to 
question whether rationalism offers the better explanation of how particular cognitive 
capacities are acquired— we will come to these later— but the present point is that we 
have ample reason to reject the claim that the rationalism- empiricism debate itself is 
bankrupt and to reject the idea that this should warrant our adopting what is in fact a 
version of empiricism (albeit under a different name).

Many philosophers and scientists claim that there is something deeply wrong 
with the rationalism- empiricism debate— so wrong that the only reasonable 
response is to simply abandon this debate. We have been arguing that this scepti-
cism is not warranted and that these alleged problems with the rationalism- 
empiricism debate are often really nothing but artefacts of misguided and 
counterproductive ways of interpreting the debate. Fortunately, there is a better 
way of understanding the rationalism- empiricism debate— namely, the approach 
that we offered in Chapter 2. On this understanding, the rationalism- empiricism 
debate is about the character of the acquisition base— the psychological struc-
tures whose acquisition is not mediated by more fundamental psychological 
acquisition systems, and which ultimately explain the origins of all other psycho-
logical structures. This interpretation makes clear that rationalists and empiricists 
aren’t arguing over truisms (e.g., that infants have the capacity to acquire the cog-
nitive capacities that they acquire, or that genes and the environment interact). 
And it offers an illuminating framework in which many of the debate’s critics, 
when they aren’t arguing against a straw man, maintain recognizable views within 
the rationalism- empiricism debate (i.e., they are actually opposed to rationalism, 
not to the coherence of the rationalism- empiricism debate).

3.2 The Rationalism-Empiricism Debate in Practice

Coupled with the discussion in Chapter 2, the arguments in the previous section 
show that the interpretations of the rationalism- empiricism debate that its many 
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critics take for granted are not mandatory and that there is a perfectly coherent 

alternative— the one given in Chapter 2—for which the problems that allegedly 
undermine the debate simply don’t arise. This in itself provides strong grounds 
for adopting our account of the rationalism- empiricism debate. But are there 
other grounds for the interpretation we gave in Chapter 2 which should be at 
least briefly noted? In fact there are three: (1) Framing the debate in terms of 
competing views regarding the character of the acquisition base does justice to 
what rationalists and empiricists actually say about the debate. (2) Crucially, this 
way of framing the debate is at the heart of the arguments that rationalists and 
empiricists give when evaluating specific theories and experimental results 
regarding the origins of any given psychological trait. (3) Finally, framing the 
debate in these terms and not as a debate about nature versus nurture (or genes 
and the environment) makes sense of why the debate has proven to be so 
productive.

Let’s begin with what rationalists and empiricists themselves say about the 
debate and about their own positions in this debate. In many cases, both rational-
ists and empiricists are explicit about the key element of the disagreement being 
about the nature of the acquisition base. The attention to characteristically ration-
alist psychological structures, such as innate representations and innate domain- 
specific learning mechanisms, can be seen in early contemporary discussions of 
these matters, particularly in Chomsky’s writings.

For example, in Aspects of the Theory of Syntax, Chomsky says:

The empiricist approach has assumed that the structure of the acquisition device 

is limited to certain elementary “peripheral processing mechanisms” . . . Beyond 

this, it assumes that the device has certain analytical data- processing mechanisms 

or inductive principles of a very elementary sort, for example, certain principles 

of association . . . A rather different approach to the problem of acquisition of 

knowledge has been characteristic of rationalist speculation about mental pro-

cesses. The rationalist approach holds that beyond the peripheral processing 

mechanisms, there are innate ideas and principles of various kinds that deter-

mine the form of the acquired knowledge in what may be a rather restricted and 

highly organized way. (1965, pp. 47–48)

Steven Pinker, one of the foremost public spokespersons for rationalism, also 
writes that:

Everyone [in the rationalism- empiricism debate] acknowledges that there can 

be no learning without innate circuitry to do the learning . . . The disagree-

ments . . . , though significant, are over the details: how many innate learning 

networks there are, and how specifically engineered they are for particular jobs. 

(2002, pp. 35–36)
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Contemporary rationalist developmental psychologists express similar thoughts:

nativists and empiricists primarily disagree on the extent to which pre- existing 

biases for specific domains of information go beyond those in effect at the levels 

of sensory transducers. (Keil 1999, p. 585)

By core cognitive architecture I mean those human information processing sys-

tems that form the basis for cognitive development rather than its outcome 

(Leslie 1988). Understanding this core is the primary aim of all theories of cog-

nitive development. One view of the core is that it is essentially homogeneous 

and that any differentiation of its architecture is the product of development. 

The general all- purpose learning device of classical associationism is an elegant 

and influential example of this view. An alternative view of the core is that it 

contains heterogeneous, task- specialized subsystems. (Leslie 1994, p. 120)

The substantive issue concerning a given body of knowledge is, “what is the 

nature of the built- in mental mechanisms that are responsible for the emergence 

of the knowledge?” With regard to this question, the term ‘empiricist’ typically 

applies to accounts positing a general- learning mechanism (classically, the laws 

of association), while “nativist” applies to accounts involving domain- specific 

mechanisms. (Wynn 1992, p. 378)

And rationalist evolutionary psychologists characterize the debate in similar terms:

Historically, there have been two basic conceptions of human nature: the empiricist 

conception, in which the brain is thought to comprise only a few domain- 

general, unspecialized mechanisms; and the nativist conception, in which the 

brain is thought to comprise many, domain- specific, specialized mechanisms. 

(Symons 1992, p. 142)

the real nature- nurture debate is between those who believe the human mind 

has many psychological mechanisms that are domain- specific and special- 

purpose (e.g., mate- choice mechanisms), and those who believe human behav-

ior is the product of a few global, domain- general mechanisms (e.g., the culture 

theorists’ hypotheses about culture- learning, norm imitation, etc.). (Tooby and 

Cosmides 1989, p. 36)

The genuine disagreement is not about the relative importance of “nature vs. 

nurture” in development (an inane formulation that has spectacularly impeded 

progress; one might as well ask whether hemoglobin or air is more essential to 

human survival). The difference is simply this: Those who derive explicit in spir-

ation from selection thinking commonly expect the evolved mechanisms of the 

human mind to be numerous and specialized, whereas most psychologists and 

social theorists seem to believe that relatively few general- purpose mechanisms 

will do the job. (Daly and Wilson 1988, p. 9)
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Nor is it only rationalists who see the debate in these terms. Here, for 

 example, is the empiricist philosopher Jesse Prinz’s overall characterization 
of the debate:

For Empiricists, the crucial thing is generality. We have innate resources that 

help us acquire knowledge, but the very same resources are used to learn about 

very different kinds of things . . . These resources include our senses, some 

general- purpose learning rules and perhaps even a few innate concepts, like 

those on Kant’s list. For Rationalists, the innate machinery is much more spe-

cialized . . . In the lingo, these resources are “domain- specific”. (Prinz 2012, 

pp. 85–86).

Similarly, empiricist developmental psychologists have highlighted the dis-
agree ment regarding domain- specific learning systems. For example, in an art-
icle with the subtitle “Infant Rule Learning Is Not Specific to Language”, Saffran 
et al. (2007) write:

A central issue in cognitive neuroscience concerns how the brain is 

 functionally organized. One view is that discrete systems exist in the human 

brain for solving specific problems facing the organism, such as learning 

language or processing faces. Alternatively, learning mechanisms may 

 operate more generally, with similar processes underlying multiple 

 functions. (pp. 669–670).

Empiricists also explicitly take issue with rationalists in just these terms. For 
example:

within the last few years these nativist views increasingly have come under fire, 

and alternative explanations are appearing in the literature . . . In each case, the 

newer studies indicate that simpler perceptual and attentional processes can 

explain the apparent precocious performance of young infants . . . The view of 

infant cognitive development that we propose depicts infants developing their 

knowledge about the world by way of a continuous interplay between a set of 

domain- general learning mechanisms and changing environmental experi-

ences. (Cohen et al. 2002, p. 1324)

we suggest that a conventional nativist picture, stressing domain- specific, 

innately specified modules, cannot be sustained. (Chater and Christiansen 2010, 

p. 1132)

despite using only domain- general constraints, the connectionist model of 

semantic learning explains evidence others use to argue that children rely on 

innate domain- specific constraints. (McClelland et al. 2010, p. 353)



100 Rationalism-EmpiRicism isn’t natuRE-nuRtuRE

In short, rationalists and empiricists both frequently and explicitly describe 
the content of the rationalism- empiricism debate and their own views within this 
debate in terms that are broadly in agreement with the basic characterization of 
the debate we outline in Chapter 1.16

This brings us to the second reason for favouring our interpretation of the 
rationalism- empiricism debate. It is not only when they are reflecting on their 
respective conflicting general theoretical commitments that rationalists and 
empiricists highlight their differing views regarding the character of the acquisi-
tion base. Even more significantly, we think, competing perspectives on the char-
acter of the acquisition base are at the heart of the arguments they use when they 
are involved in the nitty- gritty business of evaluating specific theories and experi-
mental results. In domain after domain, rationalists and empiricists can be seen 
to be arguing with one another regarding the psychological structures that under-
lie particular aspects of cognitive development, with rationalists claiming that 
empiricists’ proposed domain- general mechanisms cannot explain development 
in particular domains as well as rationalist accounts that posit innate domain- 
specific elements (and characteristically rationalist psychological structures more 
generally), and empiricists claiming that rationalists’ proposed domain- specific 
mechanisms are not warranted or are otherwise inferior to empiricists’ domain- 
general ones.

Later we will see many examples of these types of arguments (especially in 
Parts II and III). Here we will point to just a few instances, without elaboration.

• Spencer, Blumberg, et al. (2009) writing about aspects of language acquisi-
tion claim that “statistical learning provides a clear alternative to nativist 
views” (p. 82) and that domain- general “connectionist networks can capture 
statistics of sequences and contextual dependencies (e.g., Elman, 1990)” 
(p. 83).

• Elman et al. (1996) argue that domain- general connectionist models pro-
vide a better account of cognitive development for the representation of 
objects than rationalist models, such as Spelke (1991).

• Scarf et al. (2012) argue that simple domain- general processes of association 
may explain the data reported in Hamlin et al. (2007), which Hamlin and 
her colleagues have taken to argue for a rationalist treatment of social evalu-
ation and the origins of moral judgement in terms of innate concepts and 
innate domain- specific learning mechanisms.

16 Admittedly, however, as we have noted earlier, it is not uncommon for theorists to also character-
ize the debate in other terms that are incompatible with this understanding, including in terms of the 
relative contributions of genes and the environment. But, tellingly, when it comes to actually arguing 
for or against particular rationalist or empiricist accounts, these authors focus almost exclusively on 
the kinds of considerations that speak to what may or may not be part of the acquisition base (as we’ll 
see in a moment).
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• Ray and Heyes (2011) argue against rationalist accounts of imitation and 
contrast them with domain- general learning accounts, arguing for the view 
that “natural selection has shaped the human mind, not by producing com-
plex, specialized cognitive ‘modules’ (e.g., Cosmides and Tooby 1994), but 
by favouring relatively simple behaviour- control mechanisms that channel 
the effects of domain- and taxon- general cognitive processes (Heyes, 2003; 
Sterelny, 2003)” (p. 102).

• Rogers and McClelland (2004) argue that domain- general connectionist 
models can explain not only how learners detect correlations among a cate-
gory’s features but also which features are more diagnostic for categories in 
different domains. They put this forward as one of a number of examples in 
which a domain- specific aspect of mature semantic memory can be acquired 
on the basis of domain- general principles.

• Perner and Ruffman (2005) argue that domain- general processes of as so ci-
ation account for the results in Onishi and Baillargeon (2005), which ration-
alists have cited as demonstrating the ability of infants to represent false 
beliefs and have viewed as a key finding in the case for a rationalist theory of 
mentalizing abilities in terms of innate concepts and innate domain- specific 
learning mechanisms.

These examples are all of empiricists arguing against rationalists, not in 
abstract terms, and not in terms of the relative importance of genes or the 
 environment, but regarding ongoing research and concrete proposed models of 
development, where domain- general learning mechanisms are argued to pro-
vide a better explanation of experimental results than competing accounts 
involving innate representations or characteristically rationalist learning mech-
an isms. We could give numerous examples of rationalists arguing against empiri-
cists in similar fashion— in this case, claiming that concrete proposed empiricist 
models don’t fare well compared to models that make use of innate representa-
tions or characteristically rationalist learning mechanisms. We won’t belabour 
the  point any further, however, as we will see many examples like this later in 
the book.

Finally, there is a third reason for interpreting the rationalism- empiricism 
debate as we do. This is simply the observation that it makes sense of the fact that 
the rationalism- empiricism debate has been so productive. Consider the case of 
the study of language acquisition and understanding. Chomsky’s work in linguis-
tics was not motivated by a view about the relative importance of genes versus the 
environment in the acquisition of language. Rather, it was directly motivated by 
the perceived inadequacy of existing domain- general theories of language acqui-
sition and their accompanying theories of language. This work, and the subse-
quent rationalist research programme it led to, generated a wealth of new data 
and theoretical insights and inspired much further theorizing that made use of 
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innate representations and characteristically rationalist learning mechanisms. 
It also inspired others to try to find ways to resist these rationalist developments 
and the rich rationalist acquisition base that they entailed, leading to the discov-
ery of further invaluable data and the development of new and important con-
trasting empiricist perspectives (e.g., giving rise to significant advances in 
connectionist modelling and statistical learning theory). All observers should 
agree that these competing perspectives have enormously benefited the study of 
language, with each side continually forcing opposing theorists to refine and 
elaborate their views about the character of the acquisition base and its relation to 
the acquisition of traits to deal with new findings and ever more sophisticated 
theories.

Similar dynamics have played out in almost every area of cognitive science 
and in relation to an increasingly wide assortment of cognitive capacities— 
from face perception and object representation to social reasoning and moral 
motivation. These advances have not been driven by general claims about the 
importance of genes versus the environment. Instead, in each case, researchers 
have been guided by considerations bearing directly on the character of 
the  innate psychological structures ultimately responsible for the origins of 
 psychological traits (i.e., the acquisition base)—precisely in line with our 
understanding of the rationalism-empiricism debate. And they have responded 
to each other’s findings and proposed psychological models with counterpro-
posals that have helped all involved to attain a better understanding of the 
cognitive capacities at issue. It would hardly be an overstatement to say that 
the rationalism- empiricism debate has been the driving motivation behind 
some of the most ingenious and enduring theorizing in cognitive science.

3.3 Conclusion

Many contemporary theorists hold that the rationalism- empiricism debate is 
fundamentally flawed and that it should be abandoned altogether. They interpret 
this debate as a debate about nature versus nature and argue that the nature- 
nurture debate is riddled with confusion. We have seen, however, that the charge 
of confusion is misplaced and that the arguments against the rationalism- 
empiricism debate don’t undermine the debate once it is understood in the way 
that we have suggested it should be, as a debate about the character of the acquisi-
tion base. If anything, their arguments bring out many of the advantages of our 
interpretation of the rationalism- empiricism debate since, unlike views that 
equate it with a debate about nature and nurture, the interpretation in terms of 
the acquisition base is immune to the difficulties these arguments raise. We have seen 
as well that further support for our account comes from the way that participants in 
the rationalism- empiricism debate understand their own positions, from how they 
argue with one another when evaluating specific claims and findings, and from 
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the fact that understanding the debate in these terms explains the enormous fruit-

fulness of the debate across the cognitive sciences. The rationalism- empiricism 
debate is not fundamentally flawed. On the contrary, not only shouldn’t it be 
abandoned, it should take centre stage in the vast ongoing interdisciplinary pro-
ject of trying to understand how the mind works.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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4
The Viability of Rationalism

Chapters 2 and 3 focused on what is at stake in the rationalism- empiricism 
debate, presenting a detailed account of what we take the debate to be about and 
addressing a variety of challenges that have been taken to undermine it. In this 
chapter, we turn to rationalism itself. Rationalism is widely regarded to be an 
antiquated and profoundly flawed view that can be safely discarded. Critics have 
claimed that it is unscientific and theoretically lazy (in avoiding the real work of 
explaining where psy cho logic al capacities come from), overly intellectualist (for pos-
iting too many complex psychological processes), and excessively speculative (for its 
reliance on evolutionary “just- so” stories)—and that such failings warrant simply 
rejecting out of hand the entire rationalist framework (i.e., rationalism in general) as 
a way of addressing the origins of psychological traits in any type of rationalism- 
empiricism debate, whether local or global. According to such critics, rationalist 
accounts are simply non-starters across the board. We disagree. Despite these and 
other charges aimed at undermining all forms of rationalism, we think that contem-
porary rationalism is a robust and powerful explanatory theoretical framework and 
that rationalist accounts cannot simply be dismissed in this way. However, we are 
cognizant of just how widespread these anti- rationalist sentiments are in philosophy 
and cognitive science.1 For this reason, before we can begin to look at the more spe-
cific issues that arise for rationalist accounts of the origins of concepts, we need to 
say something about the viability of rationalism in general. This chapter will argue 
that none of the theoretical challenges purporting to undermine rationalism in this 
general way are successful. As a result, the merits of rationalist accounts of the ori-
gins of any given type of psy cho logic al trait must be evaluated through a detailed 
consideration of the arguments and evidence for and against such accounts.

4.1 A Preliminary Case for Rationalism

Much of this chapter will be devoted to critically examining a range of objections 
that aim to show that rationalism is essentially a non- starter— that rationalism is 

1 Rationalism has long been out of favour in philosophy. It is noteworthy, for example, that virtu-
ally every major philosopher of the twentieth century who had anything at all to say about psy cho-
logic al and social phenomena sided with empiricism or adopted theories that are plainly 
anti- rationalist. This includes not just philosophers in the analytic tradition (Russell, Carnap, Ayer, 
Wittgenstein, Goodman, Quine, Putnam), but also luminaries in the continental tradition 
(Heidegger), phenomenology (Merleau- Ponty), and postmodernism (Foucault).
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so deeply flawed that it is not a viable theoretical option. Before we get to those 
objections, however, it will be helpful to have some sense of what motivates 
rationalism and why it is a position that is at least worthy of detailed critical atten-
tion. In making a preliminary case for rationalism, we should be clear that we are 

not arguing for rationalist accounts across the board for every type of psy cho-
logic al trait. We think that rationalist accounts are highly plausible for a number 
of important psychological traits. But empiricist learning mechanisms are also 
important and play a role in the acquisition of many psychological traits too. As 
should be clear from Chapter 2, rationalism is perfectly compatible with the exist-
ence of domain- general learning. It should also be kept in mind that no rational-
ist accepts every rationalist account, just as no empiricist accepts every empiricist 
account. Rationalism and empiricism are broad theoretical frameworks, and for 
any psychological trait there will be many possible rationalist accounts of the ori-
gin of that trait and many possible empiricist accounts of the origin of that trait. 
And of course, since these accounts are in competition with one another, most of 
them, both rationalist and empiricist, will turn out to be mistaken. And as noted 
in Chapter 2, global rationalism is perfectly compatible with local empiricism. 
With these caveats out of the way, we can begin by taking a brief look at two of the 
most important arguments that rationalists have employed in arguing for ration-
alist accounts of the origins of a range of psychological traits: the poverty of the 

stimulus argument and the argument from animals.
The poverty of the stimulus argument is undoubtedly the most famous and 

widely cited argument for rationalism. It is important to keep in mind, however, 
that it isn’t so much a single argument but a family of arguments. What binds 
them together is the observation that, given only general- purpose learning mech-
an isms, the information in a learner’s environment is inadequate to account for 
the fact that some type of psychological trait is reliably acquired by learners. Since 
the input is inadequate, the difference has to be made up somewhere. According 
to the poverty of the stimulus argument, what is required is an acquisition base 
for learning that is richer than empiricists suppose— a set of innate psychological 
structures that isn’t restricted to domain- general learning mechanisms.

Empiricists have been highly critical of this form of argument. Some of these 
criticisms have been based on empirical claims. It is said that proponents of the 
poverty of the stimulus argument haven’t provided enough evidence to establish 
that the environment is as impoverished as rationalists claim it is (e.g., Putnam 
1967; Cowie 1999; Pullum and Scholz 2002). Or considerations are offered that 
are meant to suggest that general- purpose learning mechanisms might be capable 
of accomplishing the learning task after all, for instance by raising the possibility 
that rationalists have underestimated the power of statistical methods (e.g., Lewis 
and Elman 2001; Prinz 2002).

Philosophical critics of the poverty of the stimulus argument have also put for-
ward more principled, theoretical objections. One of these is to insist that learn-
ing routinely allows us to go beyond the stimulus (i.e., beyond the evidence 
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supplied by experience) and that such learning is undoubtedly accomplished by 
general- purpose learning mechanisms of the sort that empiricists endorse. For 
example, in learning what a curry is or about a given style of art, we can readily 
determine that something is or is not in the extension of the relevant concept 
even if we haven’t encountered it before and haven’t been given explicit evidence 
about its status. Yet to require a special- purpose mechanism for learning about 
vindaloo or impressionist painting is absurd (Cowie 1999; see also Goodman 
1967, Sampson 2005). More generally, it is evident that paradigmatic instances of 
general- purpose learning, such as inductive inference, are in the business of using 
limited, finite data to draw conclusions about a vastly larger range of cases. But if 
we don’t need a specialized rationalist learning mechanism for deducing that all 
swans are white, why do we need a specialized system for acquiring the rules of 
English syntax?

All of these objections are based on what we take to be oversimplified accounts 
of the poverty of the stimulus argument.2 One of the main problems is the failure 
to recognize that poverty of the stimulus arguments specifically contrast the out-
come of general- purpose learning mechanisms with the outcome of the more 
specialized learning mechanisms posited by rationalist theories. Poverty of stimu-
lus arguments don’t merely argue that what is learned goes beyond the input to 
learning in some way; rather, they argue that what is learned goes beyond the 
input to learning in a way that purely general- purpose learning mechanisms can-

not account for. So it is no objection to proponents of the poverty of the stimulus 
argument that induction goes beyond the evidence of experience.3

One especially vivid type of poverty of the stimulus argument draws upon the 
results of what are known as isolation (or deprivation) experiments. These are 
empirical studies in which, by design, the experimental participants are removed 
from all stimuli that are related to a normally acquired trait. For example, Irenäus 
Eibl- Eibesfeldt showed that squirrels raised in isolation from other squirrels, and 
without any solid objects to handle, spontaneously engage in the stereotypical 
squirrel digging and burying behaviour when eventually given nuts. Eibl- 
Eibesfeldt notes that,

2 See Laurence and Margolis (2001) for an extended discussion of the logic of poverty of the stimu-
lus arguments and for theoretical and empirical support for the applicability of such arguments to the 
acquisition of natural language.

3 This point explains why some poverty of the stimulus arguments from the history of philosophy 
are less compelling than others. For example, no contemporary theorist would be moved by Descartes’ 
argument (mentioned in Chapter 1) in which he claims to show that ideas are innate simply by 
 pointing out that these ideas aren’t found in the sense organs. This is because it does not adequately 
argue for domain- specific learning mechanisms over domain- general ones that also go beyond the 
input in learning. Descartes’ argument is therefore ineffective as a critique of empiricist models of 
concept acquisition even if it is effective as a critique of scholastic Aristotelean views of perception in 
which a form is supposed to be literally transmitted from an object to a sense organ.
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the stereotypy of the movement becomes particularly obvious in captivity, 

where inexperienced animals will try to dig a hole in the solid floor of a room, 

where no hole can be dug. They perform all the movements already described, 

covering and patting the nut, even though there is no earth available. (Eibl- 

Eibesfeldt 1989, p. 21)

Since the squirrels were kept apart from their conspecifics, they had no exposure 
to this stereotypical behaviour prior to exhibiting it themselves— the stimulus was 
about as impoverished as can be. Reliable acquisition of such a complex and idio-
syn crat ic behaviour under these circumstances provides extremely good evidence 
against the view that in such cases acquisition is mediated by a general- purpose 
learning mechanism.

We should stress, however, that a successful poverty of the stimulus argument 
doesn’t require anything as stark as removing learners from their normal en vir-
on ment. Consider an example from the study of language acquisition (Crain and 
Thorton 1998; Crain and Pietroski 2001). It turns out that English- speaking chil-
dren sometimes go through a peculiar stage as they learn how to form certain 
types of questions. They insert an extra wh- word (e.g., “what” or “who”), saying 
things like:

 (1) What do you think what Cookie Monster eats?
 (2) Who did he say who is in the box?

These sentences are, of course, ungrammatical in adult English. But it’s not as if 
these children randomly insert extra wh- words any which way. On the contrary, 
their speech exhibits a systematic and predictable pattern in which they only 
place an extra wh- word in a specific location in a question, they don’t insert extra 
wh-phrases in these locations, and they don’t place an extra wh- word in construc-
tions involving subordinate clauses with infinitive verbs. So the following are 
ungrammatical both to adults and to children passing through this phase:

 (3) *What do you what think is in the cupboard?
 (4) *Which Smurf do you think which Smurf is wearing roller skates?
 (5) *Who do you want who to win?

What’s more, though adult English speakers don’t say any of (1)–(5), the pattern 
found in their children’s speech does appear in other natural languages, including 
German, Irish, and Chamorro. For example, in German an extra wh- word is 
used, but not a wh- phrase, making (6) grammatical but (7) ungrammatical:

 (6) Wer
i
 glaubst du wer

i
 nach Hause geht?

Who do you think who goes home?
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 (7) *Wessen Buch
i
 glaubst du wessen Buch

i
 Hans liest?

Whose book do you think whose book Hans is reading?

Since the English- speaking children who ask questions with extra wh- words 
grow up in perfectly normal linguistic environments, this case isn’t like the isola-
tion experiments we have just considered— they have been exposed to many 
English sentences. Nevertheless, it satisfies all the conditions necessary for a suc-
cessful poverty of the stimulus argument. In particular, two facts make it highly 
unlikely that the learning process underlying these linguistic patterns is based 
solely on general- purpose learning mechanisms, such as ones that rely on 
domain- general processes of statistical analysis. First, these English- speaking 
children aren’t emulating a linguistic pattern that is present in their linguistic 
environment. After all, adult English speakers don’t say things like (1) and (2) any 
more than they say things like (3)–(5). So it is highly unlikely that these children 
are picking up on a pattern that is data driven. Second, since children’s selective 
use of extra wh- words conforms to the (grammatical) pattern for using extra wh- 
words in other natural languages— languages these children haven’t been exposed 
to— it is also highly unlikely that it amounts to a random deviation of the sort that 
would be expected of a general- purpose statistical analysis of a noisy signal. 
Rather, it appears to be a principled deviation that reveals certain assumptions 
that constrain the learning process. The most natural explanation of these facts is 
that principles specific to language are part of the acquisition base, as rationalists 
generally maintain. On this approach, in learning language, children are working 
with a highly constrained hypothesis space, and this leads some children to tem-
porarily adopt a set of syntactic rules that are laid out in this space even if these 
rules aren’t attested to in the data.

The examples so far have been of poverty of the stimulus arguments in which 
it is patent that the stimulus is impoverished. But poverty of the stimulus argu-
ments don’t always work in such a blatant manner, where an acquired behaviour 
fails to appear in the learning environment altogether. For example, Chomsky 
and others have argued for a rationalist treatment of the principles governing 
natural languages even though these principles are instantiated in countless utter-
ances that are available to language learners. The key point once again is that the 
sense in which the stimulus is impoverished is relative to general- purpose learning 

mechanisms. The idea is that such mechanisms cannot reliably produce the 
learned outcome on the basis of the utterances that children hear.

One reason why they can’t do this is that the correct hypotheses are not at all 
the most natural ones for a learner without domain- specific learning biases 
employing only empiricist learning strategies (Laurence and Margolis 2001). 
Indeed, there are numerous alternatives that would be more natural to such a 
learner but that would lead the learner astray. A related major problem for em piri-
cist models of language learning is that children don’t just need there to be 
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suitable examples of a linguistic principle present in their environment. They also 
need to be able to represent the examples in the right way (i.e., in terms of their 
grammatically relevant properties) to ensure that the utterances they hear can 
serve as meaningful data for them (Laurence and Margolis 2001). A poverty of 
stimulus argument of this kind doesn’t turn on the absence of a form to be 

learned. It relies instead on the reasoning that learners without domain- specific 
learning biases who are granted only general- purpose learning mechanisms 
would lack the materials that would even allow them to entertain the evidence 
that points to the linguistic principles to be acquired. Relevant data may be pre-
sent but inaccessible to learners if learners do not have the cognitive resources to 
see the data for what it is.

The poverty of the stimulus argument in its different forms offers a forceful 
reason to posit rationalist learning mechanisms regarding a diverse range of psy-
cho logic al traits. But the case for a rationalist approach to the mind doesn’t end 
with the poverty of the stimulus argument. Given the characterization of the 
rationalism- empiricism debate that we argued for in Chapter 2—focusing on the 
disagreement between rationalists and empiricists regarding the acquisition 
base— it should be clear that adjudicating between the two, in the most general 
terms, takes the form of an argument to the best explanation. So a wide variety of 
explanatory factors may come into play. Any type of evidence at all that increases 
the likelihood that the acquisition base contains a significant number of charac-
teristically rationalist psychological structures that contribute to rationalist learn-
ing mechanisms would count in favour of rationalism.

One noteworthy implication of this fact— that rationalism is to be argued for 
on explanatory grounds— is often lost in philosophical discussions. It is that psy-
cho logic al traits can be rooted in special- purpose learning mechanisms even if 
the stimulus is not impoverished, that is, even if there is no poverty of stimulus 
argument to be had. Indeed, this situation may be fairly common. Consider again 
the nut burying behaviour of squirrels. Though there is an especially compelling 
poverty of the stimulus argument regarding its acquisition under experimentally 
controlled conditions of isolation, squirrels rarely find themselves in this situ-
ation. Their normal environment isn’t so impoverished, as other squirrels’ nut 
burying behaviour is readily observable. So squirrels might acquire knowledge of 
this behaviour through observation. Nonetheless, it looks as though they are 
equipped with a special- purpose learning mechanism that can operate in the 
absence of the sorts of evidence a general- purpose learning mechanism would 
require.

Why might there be rationalist special- purpose learning mechanisms even 
when the experiences relevant to an acquired trait aren’t particularly impover-
ished? There are a number of reasons. One is that the trait may be important 
enough that it can’t be left to a less reliable means of acquisition. In fact, some-
times when a trait is important enough, there may even be multiple independent 
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specialized mechanisms involved. This appears to be the case for chicks in how 
they are able to come to identify their mother. They have one mechanism for 
detecting a large moving object and another that relies on a shape template 
(Johnson et al. 1985; Carey 2009).4 A second reason for the possession of a spe-
cialized learning mechanism in the absence of an impoverished environment is 
the potential benefit of acquiring a trait rapidly. This is the likely explanation of 
infants’ instinctive avoidance of visual cliffs. It would be easy enough to learn 
about the danger of cliffs through experience, but this way of doing things would 
be much slower— and rather more dangerous. Yet another reason why a rational-
ist learning mechanism might be involved in cognitive development even if the 
environment isn’t impoverished is the cognitive cost of using a domain- general 
learning mechanism. For example, less cognitive effort is needed, on average, for 
a learner to acquire a principle based on a forced choice of two options (as in 
 linguistic parameter setting) than having to choose from an immense space of 
possibilities (which a truly general- purpose learning mechanism with no 
domain- specific biases would face).

Although the poverty of the stimulus argument is the most famous argument 
for rationalism, it is just one part of a much larger set of explanatory con sid er-
ations that argue for rationalism.5 The second major argument for rationalism 
that we want to discuss here— the argument from animals— further strengthens 
the rationalist’s case by placing the rationalism- empiricism debate in a broader 
context. The argument from animals is grounded in the fact that animals have a 
plethora of special- purpose learning mechanisms. Some of these are shared 
across species (even widely shared across distantly related species), while others 
are unique to a given species. But human beings are animals too. Hence, the argu-
ment concludes, we should also expect some of the ancient and widely shared 
mechanisms to populate the human mind, and we should also expect the human 
mind to have other less widely shared mechanisms, including some special- 
purpose learning mechanisms of its own— ones that are geared towards our own 
particular needs as animals.6

The number of examples of special- purpose learning mechanisms in the ani-
mal kingdom is large and impressive. It includes learning mechanisms associated 
with the ability to communicate with conspecifics, to identify which items to treat 
as food and which items to avoid eating, to select the location of a defended terri-
tory or a home site, to identify and respond to predators and aggressive animals, 

4 Carey (2009) uses this example to illustrate that it isn’t problematic to attribute special- purpose 
learning mechanisms to animals. We wholeheartedly agree. See the argument from animals below and 
in Chapter 10.

5 We limit ourselves to two types of arguments here in discussing rationalism as a general approach 
to the origins of psychological traits. We will be discussing a broader range of arguments for rational-
ist accounts when we turn to our positive case for rationalism regarding the origins of concepts in 
Part II.

6 For related arguments, see Gallistel et al. (1991) and Carruthers (2006).
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to identify potential mates and make effective mating decisions, to identify and 
respond selectively and appropriately to kin, to establish and maintain knowledge 
of the dominance relations in one’s group, to determine the time of day that an 
event occurs, to determine the temporal interval separating a series of events, to 
estimate the numerical quantity of a perceived group or collection, to determine 
the numerical order in a series (e.g., in a series of landmarks), to determine which 
among alternative foraging locations produces the higher rate of return, to learn 
the distance and direction of one’s home location or a point of origin, and 
much else.7

However, it is easy to overlook the specialized nature of the learning mech an-
isms that go with these abilities if you don’t attend to the subtle behavioural 
details in which they are expressed. For instance, one might suppose that learn-
ing to avoid poisonous food is simply a matter of associating a negative event 
(such as becoming ill) to the sensory event that precedes it. The quicker the onset 
of the negative event, the easier it is to learn to avoid food of that type. But in fact, 
food aversions are not acquired via a general- purpose learning mechanism for 
associating sensory events with negative events that closely follow them. Rats that 
are rendered ill after ingesting flavoured water learn to avoid that taste, ignoring 
equally highly correlated visual or auditory cues, and the association can be 
eff ect ive ly formed after a long latency period— on the order of hours, not se conds. 
In contrast, rats that are punished via a shock can learn the visual and auditory 
cues, but the punishment does have to occur within seconds of ingesting the 
water (Garcia and Koelling 1966; Revusky and Garcia 1970). What’s more, the 
predisposition to link illness with taste rather than with visual cues isn’t universal. 
Bobwhite quail, whose food choices rely a great deal on vision, favour colour 
(Wilcoxon et al. 1971), and Vampire bats, who are monophagous feeders (they 
just eat blood), don’t form taste aversions at all, even though closely related bat 
species that are food generalists behave much as rats do (Ratcliffe et al. 2003). It 
would be easy to miss these patterns regarding the acquisition of food aversions. 
But once one attends to these patterns, it is clear that the learning processes that 
underlie food aversions are distinct from those that subserve arbitrary learned 
associations and that they are subject to different predispositions according to the 
feeding strategy of a species.8

7 For overviews of related empirical work, see Gallistel (1990); Olmstead and Kuhlmeier (2015); 
and Bueno- Guerra and Amici (2018).

8 In a defence of the role of associative learning in animal cognition, Heyes (2012) uses the ex ample 
of learned food aversions to illustrate the power of general- purpose learning and the danger of what 
she refers to as “association- blindness” or “the failure to consider associative learning as a candidate 
explanation for complex behaviour” (p. 2695). While we agree with Heyes that associative learning 
hypotheses should be considered as candidate explanations for behaviours, we don’t share her view 
that cognitive science as a field is guilty of association- blindness. In fact, food aversions, in our view, 
argue for precisely the opposite moral: researchers face the danger of seeing association everywhere, 
and of being all too willing to offer associative accounts of complex behaviour when the full range of 
data shows that they are inappropriate.
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Consider another example of a specialized learning mechanism that might 
easily be overlooked unless one attends to subtle behavioural details. After mean-
dering in search of food, desert ants can find their way home by following a 
straight line back to their nest. Incredibly, the ants are able to do this, in spite of 
the fact that their environment is relatively featureless (and so lacking in land-
mark cues), because of a mechanism for path integration (also known as dead 

reckoning), that is, one that keeps track of the cumulative changes in their direc-
tion of movement and the distance covered. Determining the position of the nest 
is a matter of combining this information periodically, just as sailors compute 
their position by noting each change in direction and the speed and duration of 
the ensuing segment of their journey (using speed and duration to compute 
distance).

The postulation of a special- purpose learning mechanism for path integration 
may at first seem unlikely for an animal as primitive as an ant. Couldn’t ants be 
using a simpler means, such as a scent emanating from the nest, or a chemical 
signal left on the trail? In principle they could be; however, these alternatives 
have been tested empirically and found not to work. Experiments reveal that if a 
desert ant is displaced from a food source on a foraging run, it will attempt to 
return to its nest by following a direct path in the direction that would have led 
back to its nest had there been no intervention. After travelling in a straight line 
the corresponding distance home, it enters into a characteristic search pattern for 
where its nest ought to have been (Wehner and Srinivasan 1981; Gallistel 1990). 
Likewise, if an ant’s legs are made longer or shorter (by the addition of stilts or 
through partial amputation), it will systematically overshoot or undershoot the 
distance to its nest (Wittlinger et al. 2006). Ants are simple creatures, but packed 
into their tiny brains is a mechanism for path integration (just one of the many 
types of specialized learning mechanisms that insects use for navigation). Once 
again, without carefully attending to the behavioural details, it would be easy to 
posit a broadly empiricist account of these abilities. But on closer examination, 
the behaviours turn out to be far more complex than one might initially have 
imagined, and the learning mechanisms underpinning these behaviours need to 
do justice to this complexity.

In our initial presentation of the argument from animals, we put the argument 
in terms of two equally important claims. The first is that special- purpose learn-
ing mechanisms are a characteristic feature of animal minds. The second is that 
humans are animals. Now no one would deny the second claim. But some may be 
reluctant to draw any inferences from our being animals, since human beings 
may be very different kinds of animals than non- human animals. Perhaps it is not 
so surprising that non- human animals have special- purpose mechanisms that 
support their limited forms of behaviour, but why think that applies to us? After 
all, human behaviour is strikingly flexible and open- ended compared to the 
behaviour of all other extant animals. So there may be doubts about whether it 
would be warranted to draw any conclusions about the human mind from facts 
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about the minds of insects and rodents, or even from closer relatives, such as 
monkeys and chimpanzees (Brown 2019). Or to put much the same point in 
terms of the evolution of the human mind, it is certainly true that traits are some-
times retained through the course of evolution, but sometimes they are lost as 
well (see, e.g., Wilson 2008). Maybe what happened in the case of the human lin-

eage was the disappearance of ancient special- purpose learning mechanisms and, 
in their place, one or more powerful general- purpose learning mechanisms 
emerged, effectively reconfiguring the organization of the human mind.

This is a possibility, to be sure. Humans are of course a remarkable species. 
And there should be no doubt that general- purpose learning mechanisms are a 
significant feature of the human mind. Nonetheless, many of the special- purpose 
learning mechanisms that appear in other animals would have continued to be of 
enormous value to the extent that our ancestors faced the very same problems 
these mechanisms evolved to address and that they address with remarkable effi-
ciency and reliability. Thus it is reasonable to suppose that these wouldn’t be 
replaced wholesale even if some of their functions could be handled in other 
ways by additional general- purpose learning mechanisms (e.g., the learning of a 
technology that is dependent on cultural transmission).

Take navigation. There are many ways of navigating in both familiar and 
un famil iar environments, and it turns out that evolution has produced a variety 
of special- purpose systems to this end. We have just seen that path integration is 
one of these. As long as an animal can keep track of the distance traversed for 
each directional change, it is possible to compute a direct path to its starting pos-
ition. This makes path integration particularly valuable in situations where land-
mark information isn’t available or easy to access. Notice, though, that this isn’t a 
circumstance that is peculiar to locating a nest in the middle of a featureless 
desert. Path integration is potentially valuable in any type of terrain where land-
marks can’t readily be exploited— because of recent changes to the landscape, 
because an animal is new to the area and hasn’t had the opportunity to note its 
salient stable features, or even for the simple reason that the environment’s fea-
tures are perceptually inaccessible (e.g., it is too dark for them to be seen). Path 
integration may also have a role to play even when an animal is in a position to 
identify landmarks in that it can support learning about landmark information 
(Müller and Wehner 2010). And it is common for animals to possess a number of 
redundant and overlapping systems for navigation. It shouldn’t be all that sur-
prising, then, that a wide range of animal species that inhabit environments very 
different from featureless deserts make use of path integration in navigation— 
for example, cockroaches, crabs, geese, hamsters, naked mole rats, dogs, and 
 primates (including humans).9

9 See Gallistel (1990) and Etienne et al. (1998) for path integration in animals, and Loomis et al. 
(1999) and Smith et al. (2013) for path integration in humans. Wolbers et al. (2007) show that the 
cortical system used in path integration in humans is similar to that used by rodents and non- human 
primates.
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Another navigational technique, which is associated with a distinct special- 
purpose learning mechanism, is one that we saw in Chapter 1. It keeps track of 
the geometrical properties of an area’s boundaries and surfaces to assist an animal 
in finding its way after becoming disoriented. This too is especially helpful in 
cases where landmark information isn’t available, can’t be used, or wouldn’t be 
expected to be reliable. Like path integration, there are many situations in which 
a mechanism of this kind would be valuable if not essential, situations that are 
hardly peculiar to non- human animals. As we noted in Chapter 1, this mech an-
ism, too, is widespread among animals and is present in humans.

Other ways of navigating make use of landmarks and feature information. For 
example, these can be used as a beacon that an animal can home in on or use to 
fix a compass bearing. More interestingly, landmarks can be plotted in a repre-
sentation that also includes the distances and geocentric relationships among dif-
fering locations in an area, essentially creating a cognitive map of the environment. 
Cognitive maps are an especially powerful navigational tool because they allow 
an animal to infer a novel and efficient path between previously encountered 
locations, as when a bee flies directly from one flower patch to another even if 
previously it had only visited those sites on independent excursions from its hive 
(Gould and Gould 1995; Cheeseman et al. 2014). Like path integration and 
geometry- based reorientation, the use of landmarks in navigation has also been 
demonstrated in a wide variety of species, from invertebrates to birds and mam-
mals. Given how widespread all of these navigational resources are among ani-
mals, the widespread presence of multiple and redundant systems of navigation 
in animals, and the obvious selection pressures on the formation and main ten-
ance of navigational abilities, it would actually be rather surprising, we think, to 
discover that humans alone lack these sorts of mechanisms.

This isn’t to say there aren’t differences of detail. For example, one would also 
expect that animals’ navigational abilities and proclivities would be influenced by 
particular features of the environment in which they live and forage, by their pat-
terns of migration, their breeding schedule and mating strategies, their lifespan, 
and so on. They should also differ according to a species’ sensory systems and 
mechanisms of locomotion. For example, a compass bearing can be fixed in vari-
ous different ways including by visually locating the sun (taking into account 
both the time of day and the time of year), by responding to the polarization of 
the sun’s light (on cloudy days and close to dusk or dawn), by detecting 
changes in the earth’s magnetic field, and by locating the Pole point in the 
night- time sky. But the claim that humans share some of the same basic 
 navigational systems as other animals doesn’t mean that they share all naviga-
tional systems that other animals possess— something not true of other 
 animals either— or that they rely upon them to the same extent, in exactly the 
same situations, or that the sensory and perceptual input that they draw upon 
has to be the same.
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A lot more could be said on behalf of the poverty of the stimulus argument and 
the argument from animals. When we turn to the case for concept nativism 
(in Part II), we will discuss a number of related arguments that pick up on similar 
themes. For the moment, however, we hope that this brief sketch indicates some 
of the motivations for adopting a rationalist view of the mind in general and why, 
at the very least, rationalism is a position worthy of detailed critical attention. 
The next step is to examine some of the influential objections to rationalism that 
are often cited by its critics.

4.2 Objections and Replies

Many theorists— philosophers and cognitive scientists— hold that rationalism as a 
perspective on the origins of psychological traits of any sort is not merely mistaken, 
but fundamentally and fatally flawed. The feeling is that there are a number of gen-
eral objections to rationalism that are so basic and so forceful that rationalism can 
be rejected without having to take a hard look at the evidence that might be mar-
shalled in its favour. If rationalism’s prospects are as dim as these critics maintain, 
then the project of this book— a full- scale defence of concept nativism— would be a 
pointless endeavour. For this reason, it is essential for us to address these general 
objections and to show why they don’t work. Addressing them will also help to fur-
ther clarify the rationalist framework and the rationalism-empiricism debate.

Rationalism is lazy science. One common complaint against rationalism is that it 
exhibits a kind of theoretical laziness for merely postulating complex innate 
structures, or an excessively rich acquisition base, rather than taking up the chal-
lenging task of truly explaining where psychological traits come from. For 
ex ample, Churchland (2012) characterizes the rationalist tradition as holding that 
“since one has no idea how to explain the origin of our concepts, one simply pro-
nounces them innate” (p. 15). In a similar vein, Karmiloff- Smith (2009b) praises 
Piaget for stressing “that nativism was a theoretical cop- out” (p. 99).

In our view, this type of criticism of rationalism would be valid if rationalists 
blindly and uncritically posited innate representations and rationalist learning 
mechanisms to explain the acquisition of cognitive traits. But they don’t. In all of the 
examples we have discussed so far— and in numerous examples that we will encoun-
ter in later chapters— rationalists are clearly engaging in a substantial explanatory 
enterprise. They aren’t unthinkingly taking psychological structures to be innate.

Notice as well that a similar charge of lazy science would extend to empiricists 
who blindly and uncritically suppose that most cognitive traits are acquired by a 
small number of domain- general learning mechanisms, that is, empiricists who 
“simply pronounce” that concepts or other psychological structures are acquired 
by domain- general learning mechanisms without truly explaining how they are 
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acquired. Clearly, then, if there is a problem here, it isn’t with rationalism per se 
but with any cursory assertions about where concepts and other psychological 
structures come from.

Rationalists and empiricists have the same burden of showing that their view 
provides the best explanation of the acquisition of given psychological traits. To 
put this in the terms laid out in Chapter 2, rationalists and empiricists both need 
to show why their view of the acquisition base should be accepted. Good rational-
ists (like good empiricists) take this responsibility quite seriously.

Finally, as also noted in Chapter 2, rationalism isn’t primarily about identify-
ing innate concepts or fully formed innate psychological mechanisms. Much of 
what rationalism is about is explaining how concepts, mechanisms, and other 
types of psychological traits are the product of rationalist learning mechanisms 
and psychological development, where the rationalist learning mechanisms 
involved are often themselves the product of learning and development, tracing 
back to a mix of characteristically empiricist and characteristically rationalist psy-
cho logic al structures in the acquisition base. These rationalist learning mech an-
isms are accepted precisely because they can explain aspects of development that 
are mysterious on empiricist theories (or, more generally, because they otherwise 
provide a better overall account of the origins of certain psychological traits than 
competing empiricist accounts do). Such work hardly amounts to simple pro-
nouncements. It requires painstaking experimentation. All this objection shows, 
then, is that rationalists and empiricists alike must provide arguments and evi-
dence to support their claims, a point that was never in dispute.

Rationalism is unparsimonious. Another common objection to rationalism is that 
it is unparsimonious. Many take it to be simply obvious that empiricism is more 
parsimonious than rationalism and hold that this has the consequence that 
empiricism should be regarded as the default view in the rationalism- empiricism 
debate. It is also often assumed that empiricism’s default status means that all 
empiricist alternatives need to be ruled out before rationalism can even be 
c onsidered a live option. For example, Prinz (2012) says “Empiricism is a more 
economical theory. There is no reason to postulate innate machinery without 
powerful evidence. Thus, Empiricism should be the default position until 
 evidence weighs in favour of Rationalism” (p. 90). Prinz further claims that 
rationalists “need to show that the kind of knowledge they attribute to infants is 
of a type that would be impossible to learn by observation” (2012, p. 110). In much 
the same spirit, Haith (1998) writes that rationalists who “pursue high- level cog-
nitive constructs [in explaining developmental data] must play the default game. 
That is, one must fend off every possible perceptual interpretation of differences 
to entertain default cognitive interpretations,” adding that “even when an imme-
diate perceptual explanation is not obvious, there is the danger that one will come 
along” (p. 170).
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This objection raises a number of important issues, and we will discuss it in 
greater detail in Chapter 17. Here we will focus on just two questions: (1) Is 
empiricism truly more parsimonious than rationalism? (2) Supposing it is, does 
this secure empiricism’s default status and give us reason to reject rationalism 
without further ado? It turns out that both of these issues are more complicated 
than they might first appear.

Regarding the first, there is certainly one sense in which empiricism is more 
parsimonious than rationalism: empiricism posits fewer (and fewer kinds of ) 
innate psychological structures in the acquisition base (see Chapter 2). However, 
comparing numbers of innate psychological structures isn’t the only way to meas-
ure the relative parsimony of a psychological theory. In fact, this measure cap-

tures just a single facet of the ontogenetic process— the psychological structures 
that psychological accounts of development begin with. But as Spelke (1998) 
points out, development is not simply a matter of what’s in the acquisition base; 
we need to attend to the full developmental process and ask which account of this 
full process is more parsimonious (see Figure 4.1).

For example, we need to compare proposed learning mechanisms in terms of the 
quantity of input they require to achieve a learning outcome. An account may be 
more parsimonious to the extent its learning mechanisms require less input, a 
dimension of parsimony we might call data set parsimony. This opens up the pos-
sibility that rationalism could be more parsimonious in some cases, since rationalist 
theories posit domain- specific learning mechanisms that build in assumptions 
about the domains in which they operate. As a result, they tightly constrain the 
space of options that a learner has to consider and, if successful, promise to get by 
with a learner having to make a smaller number of observations. Notice that this 
may well reduce demands on a learner’s memory and attention. This, in turn, 

Developmental 
Outcomes

Developmental ProcessesAcquisition  
Base

Focus of Empiricist 
Parsimony Claims

Full Developmental Process

INPUT

Figure 4.1 Parsimony in cognitive development. When evaluating a theory of 
development for how parsimonious it is, empiricists typically focus exclusively on the 
psychological traits that are claimed to be in the acquisition base. But the full 
developmental process needs to be considered.
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means that a rationalist account might be more parsimonious in another way. It 
might be more computationally parsimonious, requiring fewer computations in 
order to achieve a learning outcome than competing empiricist accounts. What’s 
more, parsimony in both of these senses might have the further effect of making a 
rationalist account more metabolically efficient— fewer observations and a quicker 
outcome means fewer expended calories— so that a rationalist account might be 
more energetically parsimonious too. Also rele vant are considerations having to do 
with phylogenetic development, or development on an evolutionary timescale. The 
argument from animals suggests that rationalist theories, in some cases, require 
fewer modifications leading to particular psy cho logic al traits, as certain acquisition 
systems may be evolutionarily ancient (e.g., acquisition systems related to spatial 
representation and navigation). In this situ ation, a rationalist account could turn 
out to be more phylo gen et ic al ly parsimonious (see Fitzpatrick 2008 for related 
discussion).

Where does this leave us with the question of whether empiricism is more parsi-
monious than rationalism? If considerations having to do with parsimony are going 
to be of any use, then we shouldn’t focus on just a single facet of development 
(numbers of innate traits, the quantity of data required, etc.); we need to consider 
the full developmental process. When we take this broader perspective, there will 
inevitably be trade- offs between different types of parsimony. One theory might 
be more parsimonious in terms of the number of innate learning mechanisms it 
postulates but at the expense of making its learning processes computationally 
unparsimonious. Another might be more parsimonious in terms of the quantity 
of data its learning mechanisms require but at the expense of postulating learning 
mechanisms that are phylogenetically unparsimonious. And so on. Since it is 
hardly obvious how to adjudicate between such trade- offs, there simply is no way 
to pre- empt having to actually compare competing empiricist and rationalist the-
ories. Considerations of parsimony are no reason for dismissing rationalism out 
of hand and forgoing a serious consideration of the arguments and evidence 
bearing on particular rationalist and empiricist accounts.

Still, suppose for the sake of argument that empiricists’ theories, in some 
instances, are more parsimonious than rationalist theories according to some 
agreed upon ideal regarding these trade- offs. Our second question is whether this 
fact on its own would constitute good grounds for dismissing rationalism. One 
might think so, since parsimony is widely considered a significant factor in the 
evaluation of scientific theories. It turns out that even under these circumstances, 
parsimony cannot be applied in this way.

One complication is that rationalism and empiricism are not individual the or-
ies, but rather large- scale frameworks for explaining the development of psy cho-
logic al traits. As a result, it is not clear what it would even mean to say that one of 
these frameworks is simpler than the other. Would every empiricist theory have 
to be more parsimonious than every rationalist theory? (But why couldn’t there 
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be at least some empiricist theories that were less parsimonious than at least some 
rationalist theories?) Would it be enough if most empiricist theories were more 
parsimonious than most rationalist theories? (But then why prefer the empiricist 
theories over their more parsimonious rationalist counterparts in the minority of 
cases where the rationalist theory is more parsimonious?)

Even if there were a principled way of answering these questions, there is a 
much deeper problem with the idea that empiricist theories being more parsi-
monious than rationalist ones (according to some agreed upon ideal of parsi-
mony) would provide sufficient grounds to accept empiricist theories over 
rationalist ones. This is that parsimony considerations are standardly taken to 
apply only in cases where the theories being compared are otherwise equally 
good at explaining the existing evidence. And there is a good reason why this 
is so. After all, it is not hard to find a more ontologically parsimonious theory 
to replace almost any current theory if the alternative theory needn’t be equally 
good at capturing existing data. This means that parsimony isn’t relevant until 
competing explanations prove to be equals in other respects (this is essentially 
the moral of the argument from Chomsky discussed in Chapter 1). Parsimony 

is not the sort of con sid er ation that can be used to establish that one theory 
(or  theoretical framework) wins by default; rather, we would need to look 
at  the relative explanatory merits of competing empiricist and rationalist 
 theories first.

So even if some empiricist theories were more parsimonious than competing 
rationalist theories in some agreed upon sense, and even if the more parsimoni-
ous approach should be accepted (other things being equal), this would still give 
us no reason at all to dismiss rationalism prior to a detailed examination of the 
evidence to which empiricist and rationalist theories are accountable.

Rationalism is overly intellectualist. Another charge that is often raised against 
rationalism is that rationalism overly intellectualizes the mind. This objection 
highlights the fact that the rationalism- empiricism debate is linked to a broader 
set of issues beyond questions of development. Rationalists and empiricists do 
not just differ in how they view psychological development, but also in how they 
view the mature mind. In particular, rationalists often take mature cognitive and 
behavioural capacities to require complex, sophisticated cognitive mechanisms, 
where empiricists take such capacities to involve relatively simpler cognitive mech-
anisms, or no cognitive mechanisms at all (for more on this theme, see 
Chapter 12). This difference between rationalists and empiricists makes sense 
given that, other things being equal, the richer and more complex the mature mind 
is, the harder it is to acquire using only a few, simple, domain- general learning 
mechanisms. This difference is one of the reasons why the rationalism- empiricism 
debate has been so fervent and difficult to resolve— and why it so important. 
In the end, the rationalism- empiricism debate involves very different 
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competing pictures of the overall structure the mind (Chomsky 1972/2006; 
Samuels 2002).

The empiricist tendency to see the mind as relatively lacking in complexity is 
starkly evident in the strands of empiricism that claim there is little more to the 
mind than perception and action- governing mechanisms. This tendency can be 
seen in behaviourists like B.  F.  Skinner and his proposal that a person’s verbal 
behaviour can be accommodated entirely in terms of a socially mediated history 
of reinforcement (Skinner 1957). But the same impulse is alive and well in more 
recent work in cognitive science. For example, Rodney Brooks describes the 
corner stone of his subsumption architecture approach to robotics as the realiza-
tion “that the so- called central systems of intelligence— or core AI as it has been 
referred to more recently— was perhaps an unnecessary illusion, and that all the 
power of intelligence arose from the coupling of perception and actuation sys-
tems” (Brooks 1999, p. viii). On this view, perception doesn’t interface with a dis-
tinct cognitive system that is needed to plan a course of action. Instead, perception 
directly leads to action.10 Brooks’ team has succeeded in building robots that can 
move about a room without bumping into obstacles, an achievement that he 
describes as approximating “simple insect level intelligence” (Brooks 1999, p. 98). 
Moreover, Brooks’ claim isn’t that the interest of this work is limited to insect- 
level cognition. He takes it to provide a model for understanding intelligent 
behaviour in general, suggesting that “the subsumption architecture (or one like 
it in spirit) can be expected to scale up to very intelligent applications” (Brooks 
1999, p. 175).11

We do not see any reason to suppose that this approach is likely to “scale up” to 
explain sophisticated human behaviour. Indeed, we would argue that Brooks has 
not even begun to capture the complexity of insect behaviour, much less anything 
that approximates human action. Consider the case of path integration discussed 
earlier— something that ants can do. Path integration involves combining infor-
mation about changes in distance and direction. At a minimum, this requires 
computations that have access to stored representations and hence cannot be 
accomplished by action- guiding systems that respond merely to what is immedi-
ately perceived (Gallistel 1990). Or, to take another example, Brooks is likewise in 
no position to explain the bee dance system of communication, in which bees 
consolidate information about the physical movements of fellow bees with other 
information (e.g., about food quality) and use this to determine whether to leave 

10 See Chapter 22 for discussion of a strand of research in the embodied cognition framework that 
argues for the related idea that there is a direct coupling between perception and action.

11 Commenting on the provocative title of one of his papers (“From Earwigs to Humans”), he notes 
that it alludes to the title of a paper that was a critical discussion of some of Brooks’ earlier work 
(Kirsh’s “Today the Earwig, Tomorrow Man?”). Brooks writes that Kirsh’s title “was meant in a some-
what contemptuous spirit, arguing that behavior- based approaches, while perhaps adequate for 
insect- level behavior, could never scale to human- level behavior. The Cog project, and in a little way, 
this paper, are my response. Or, more precisely ‘Yes, exactly!’ ” (Brooks 1997, p. 301).
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the nest and, if so, which direction and distance to fly in, all the while compensating 
for changes in the sun’s position owing to the amount of time spent in the nest 
(Gould and Gould 1995; Chittka 2023). Moreover, these difficulties just scratch 

the surface. In a great many cases, rich cognitive explanations are all but in ev it-
able once we begin to look closely at what actual living insects can do.

Take the way that ants select a nest site. Franks et al. (2003) show that ants 
(of  the species Leptothorax albipennis) are sensitive to a number of factors, 
including floor size, ceiling height, entrance size, darkness level, the hygiene of 
the cavity, and the proximity of hostile ant groups. The ants exhibit consistent 
ranked preferences for a range of such factors, both in pairwise choices between 
potential nests, and choices among a larger range of options. Franks et al. were 
able to rule out several relatively simple domain- general strategies (a satisficing 
strategy, for example, where the nest with the highest value on the top ranking 
feature is  chosen, with ties decided by the highest value on the second highest 
ranking feature, and so on). They conclude that ant colonies are using a weighted 
additive strategy, “one of the most thorough, computationally expensive, and 
time- consuming, decision- making strategies” (Franks et al. 2003, p. 222).12 These 
and other ex amples strongly suggest that Brooks has greatly underestimated real 
insect- level intelligence and consequently that approaches like his subsumption 
architecture underintellectualize the mind.

Of course, not all empiricists are as opposed to internal representational pro-
cesses as Skinner and Brooks. But even less extreme empiricists are prone to 
overlook behavioural complexities that speak to how intricate the innate struc-
ture of the mind may be. Another example, a particularly ironic one for em piri-
cists, is their treatment of learning in terms of strengthened associative bonds. 
Take conditioned learning. Empiricists have often maintained that the learning 
that occurs (e.g., learning to press a bar after seeing a light) doesn’t require spe-
cialized mechanisms. It only requires a general capacity to strengthen an as so ci-
ation between seeing the light and pressing the bar (or a corresponding 
association in the brain). The bond gets stronger when the interval between the 
events is shorter and as the reward increases in intensity. Although this model has 
been extremely influential, there is good reason to believe that conditioned learn-
ing is not simply a matter of strengthening an association but involves computing 
the rate at which a contingency occurs.

C. R. Gallistel and John Gibbon (2002) show that empiricists have neglected 
evidence, often available in the empiricists’ own data, that learned associations 
are in fact independent of each of the standard empiricist factors that are sup-
posed to determine strength of association— the temporal closeness of the pair-
ing, the repetition of the pairing, and the strength of the reinforcement. For 

12 Interestingly, given that ants are not likely to make frequent use of this complex and domain- 
specific inference procedure, there is good reason to favour a rationalist account of its acquisition.



122 the ViAbility of rAtionAlism

example, in standard bar press reward experiments, the temporal closeness of the 
pairing of response and reward is not relevant, provided that the ratio between 
(a) the time between trials and (b) the time between stimulus and reward is held 
constant. On Gallistel and Gibbon’s rate estimation theory, this is because the 
pairing of response and reward is highlighted when the contingency of the one on 
the other is made salient by fixing this ratio. Empiricists, under the influence of the 
bond strength model of conditioning, failed to consider this possibility. Much the 
same applies to the other factors that allegedly determine strength of as so ci ation. 
These and related findings strongly suggest that the psychological mech an ism 
that supports conditioned learning is a more specialized mechanism than it had 
been thought to be, perhaps one with an evolutionary history tied to foraging 
behaviour.

Seeing the complexity of behaviour— people talking, ants going about their 
business, etc.—is surprisingly difficult. As Chomsky (1972/2006) has noted:

One difficulty in the psychological sciences lies in the familiarity of the phe-

nomena with which they deal. A certain intellectual effort is required to see how 

such phenomena can pose serious problems or call for intricate explanatory 

theories. One is inclined to take them for granted as necessary or somehow 

“natural” . . . we also lose sight of the need for explanation when phenomena are 

too familiar and “obvious”. We tend too easily to assume that explanations must 

be transparent and close to the surface. (pp. 21–22)13

In responding to the charge that rationalists overintellectualize the mind, we have 
pointed to a few instances where empiricists succumb to the opposite error— they 
don’t posit enough cognitive structure. There are many further examples that we 
could mention along these lines, but this is not the place for that. For present 
purposes, our goal is simply to address objections to rationalism that are meant 
to undermine the very need to undertake a detailed examination of the evidence 
for rationalism. These few examples, we think, are more than enough to show 
that an examination of the evidence is essential. Whether rationalists sys tem at ic-
al ly overintellectualize the mind— or, for that matter, whether empiricists sys tem-
at ic al ly underintellectualize the mind— is not a matter that can be settled in 
advance of empirical inquiry, and is not really an independent question from the 

13 Historically, a further reason why philosophers have had trouble recognizing the complexity of 
the mind is that they have relied too heavily on introspection. While this is not the case for con tem-
por ary philosophers whose work is informed by the cognitive sciences, philosophers who are some-
what at a distance from the scientific study of the mind may not realize that there is no longer any 
serious scientific dispute about the enormous extent to which unconscious mental processes dom in-
ate mental life and consequently about the fact that introspection is often a poor guide to how the 
mind works. See, e.g., Searle (1992) for an example of a philosopher failing to appreciate this fact. It is 
no coincidence that Searle is sceptical both about the unconscious and about standard rationalist 
models of language acquisition.
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question of which type of account, rationalist or empiricist for any given psycho-
logical trait, is best supported by the available evidence.

Rationalism has a gene shortage problem. Another reason that rationalist accounts 
have been taken to be not deserving of any real consideration is that they have 
been thought to be inconsistent with what we have come to learn about the human 
genome. For example, Paul Ehrlich has argued that rationalist views suffer from a 
“gene shortage”. “Genes cannot incorporate enough instructions into the brain’s 
structure to program an appropriate reaction to every conceivable behavioral situ-
ation or even to a very large number of them” (Ehrlich 2000, p.  124). Paul 
Churchland, who has been a forceful critic of rationalist theorizing, agrees:

If we put Almighty God and Plato’s Heaven aside as nonstarters . . . [rationalism] 

confronts the difficulty of how to code for the individual connection- places and 

connection- strengths of fully 1014 synapses— so as to sculpt the target conceptual 

framework— using the resources of an evolved genome that contains only 

20,000 genes, 99 percent of which (all but a paltry 300 of which) we share with 

mice, with whom we parted evolutionary company some fifty million years ago. 

(Churchland 2012, p. 15)

Tempting as these views may be, they face a number of serious problems. One 
issue is that it is simply not known how many genes are required to produce a 
neural system that could subserve a given set of innate psychological structures 
(that is, a given acquisition base, whether it be a rationalist or an empiricist acqui-
sition base). Churchland tells us that 20,000 genes are not enough. Other critics 
running much the same argument (but on earlier estimates of the number of 
genes in the human genome) claim that even twice that number still wouldn’t be 
enough: “We have literally trillions of synaptic connections in our head. There is 
no way even 40,000 genes could code for that exactly” (Buller and Hardcastle 
2000, p. 314).14

One reason for these critics’ confidence seems to be that they are assuming that 
rationalists hold that every neuron and every connection between neurons must 
be individually coded for by our genes. However, there is no reason to suppose 
that rationalists are committed to this implausible view. As we saw in Chapter 2, 
the central rationalist claim is about the character of the acquisition base. 
Rationalists hold that there are a significant number of innate characteristically 
rationalist psychological structures that play an important role in cognitive 
development. The innateness claim here is that these psychological structures 
are part of the acquisition base, that is, their acquisition is not mediated by 

14 For further examples of this type of argument against rationalism, see Bates et al. (1998); 
Levinson (2003); and Evans (2014); among others.
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psy cho logic al-level processes. Since this in no way entails that the neural under-
pinning of these traits (much less the rest of the brain) is genetically specified on 
a neuron- by- neuron and connection- by- connection basis, there is no reason why 
rationalists must be committed to this view. And given its implausibility, it is 
unsurprising that no one— rationalists included— actually supposes that there are 
genes that specifically and individually code for each neural connection in the 
human brain.

Nonetheless, the core idea behind the worry about a gene shortage is still one 
that might be thought to challenge rationalism. Ehrlich, and others, can be read 
as being sceptical of the idea that even “a very large number” of psychological 
structures (representations, rationalist learning mechanisms, or resources in the 
acquisition base that such learning mechanisms trace back to) could be innate 
given the paucity of genes, a view that is much closer to mainstream rationalist 
thinking. One might naturally suppose that, other things being equal, the richer 
the acquisition base, the more difficult it is to explain its development on the basis 
of a genome containing only 20,000 or so genes. So it is worth examining the 
argument in more detail.

The first point to note is that the estimate of 20,000 genes concerns what we 
will refer to as protein- coding genes.15 Before we can discuss the significance of 
this point, it will be useful to have some background in place. As is well known, 
cell function and reproduction is governed by genetic material in DNA stored in 
cells. DNA codes for proteins indirectly. DNA produces messenger RNA (mRNA) 
through a process known as transcription. The structure of the mRNA molecules 
that are produced mirrors the structure of the portions of DNA it is transcribed 
from. These mRNA molecules are then used to produce particular proteins in a 
process known as translation. In translation, sets of three of the mirrored units in 
the mRNA known as codons are read off by cellular machinery, with each type of 
codon corresponding to a particular amino acid building block of proteins (one 
of the standard twenty amino acids in humans) or to a “stop” signal (which ter-
min ates the protein construction process). Different proteins are composed of 
different long strands of amino acids in different sequences drawn from this very 
small set.

Proteins are of enormous significance in cells and organisms— in fact, it is 
almost impossible to overstate their importance. Many key structural components 

15 There are a number of reasons why this remains an estimate. Among other issues, small portions 
of the genome have been relatively inaccessible to the technology that was used to determine the bulk 
of the genome. And though there are reliable ways to predict which portions correspond to protein- 
coding genes, the predictions are not yet definitive. A recent study aimed at comprehensiveness puts 
the current estimate at 19,969 protein- coding genes (Nurk et al. 2022). In earlier work in molecular 
biology, the term gene was exclusively used to refer to protein- coding genes. Today, however, it is com-
monly used in a broader way, which also includes stretches of DNA that code for other kinds of RNA 
(besides mRNA) that are discussed below. For this reason, we use the term protein- coding genes— for 
clarity— to refer specifically to genes that code for proteins.
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of cells are built out of proteins, and proteins underpin many specialized func-

tions of different types of cells— for example, the protein haemoglobin in blood 
allows blood to transport oxygen, the protein rhodopsin in the eyes allows organ-
isms to detect light, and keratin proteins are key structural elements in skin, hair, 
and nails. Proteins serve as intra- and intercellular signals. Antibodies are special-
ized proteins. Proteins combine together to form protein complexes that function 
as tiny machines within cells with “nearly every major process in a cell [being] 
carried out by [such] assemblies” (Alberts 1998, p. 291). Proteins are the primary 
catalysts for chemical reactions within cells, being responsible for “almost all the 
catalytic functions in” cells (Williamson 2012, p. v). And they are extraordinarily 
effective in this role, enabling as much as a one- hundred- trillion- fold increases in 
the rate of chemical reactions (Alberts et al. 2015, p. 58).

The core of the gene shortage argument is that 20,000 protein- coding genes is 
not enough to support a rationalist account of the origins of the human mind. 
Perhaps the thought is that 20,000 proteins just wouldn’t be enough to explain 
both the development of our bodies and all the psychological structures rational-
ists take to be innate. However, there are several reasons why it is misleading to 
focus on the figure of 20,000 here. First, though the one gene / one protein view 
was once the received view, it isn’t any longer. Far more than 20,000 different 
types of proteins are produced from our 20,000 protein- coding genes. One 
reason for this is due to the phenomenon known as alternative splicing, which 
is now thought to occur for 95% of human protein- coding genes. In producing 
an mRNA transcript in the process of transcription, a long portion of DNA is 
transcribed and then spliced with portions in the mRNA copy being sys tem at-
ic al ly excised after the initial copy is made. Alternative splicing refers to the 
fact that this editing process can be done in different ways, meaning that the 
same stretch of transcribed DNA (that is, the same protein- coding gene) can 
be used to prod uce different mRNA transcripts that can then be translated into 
different proteins.

Alternative splicing can in principle produce an enormous number of different 
proteins from a given protein- coding gene— in some cases, hundreds or even 
thousands of different proteins (Alberts et al. 2015). Moreover, any given mRNA 
transcript, including variants produced through alternative splicing, can produce 
multiple different proteins through processes of post-translational modification, 
where a protein that is generated through the process of translation can be modi-
fied after it is produced in a large variety of different ways. All of this yields many 
further types of proteins. Indeed, although the total number of different types of 
protein variants in humans is not known, when variation across humans is also 
taken into account, the total number of protein variants produced by the human 
genome is estimated to be in the millions (Twyman 2014; Aebersold et al. 2018; 
Timp and Timp 2020). This strongly suggests that we shouldn’t put too much 
weight on the number of protein- coding genes.
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A second, and more important, reason why it is misleading to focus on the 
estimate of 20,000 genes is the discovery that our 20,000 or so protein- coding 
genes account for less than 2% of the human genome (The ENCODE Project 
Consortium 2012, p. 58). For many years, it was thought that the so- called non- 
coding DNA was useless junk, a harmless but non- functional artefact of our evo-
lutionary history, much like a vestigial tail or appendix. But the monumental 2012 
ENCODE study found that at least 80% of the genome is functional (The 
ENCODE Project Consortium 2012, p. 57).16 While there is controversy about 
precisely how much of the genome is functional (in part, turning on different 
ways of characterizing what constitutes being functional), it is not controversial 
that protein- coding genes are not the only important elements in DNA and that 
significant portions of the genome beyond the 20,000 protein- coding genes are 
enormously important to cell function. In retrospect, this is perhaps unsurpris-
ing. After all, the simple nematode worm Caenorhabditis elegans, which has only 
302 neurons and (excluding gametes) roughly 1000 cells altogether (as compared 
to our roughly eighty- six billion neurons and roughly thirty- seven trillion cells), 
has a genome with roughly the same number of protein- coding genes as ours 
(approximately 20,000) (The C. elegans Sequencing Consortium 1998). And the 
genome of a widely cultivated form of rice (Oryza sativa L. ssp. indica) has more 
than double the number in our genome (Yu et al. 2002).

It turns out that, while less than 2% of the human genome is protein coding, as 
much 75% of the human genome may be capable of being transcribed, suggesting 
that a large portion of the genome is involved in coding for something other than 
proteins (Djebali et al. 2012). Much of this DNA seems to be involved in pro du-
cing regulatory RNA products. Regulatory RNA plays a key role in gene expres-
sion, helping to determine where (in which cell types), when, how many copies, 
and in which combinations transcripts are produced from different segments of 
DNA (including protein- coding genes) and can control such processes as alterna-
tive splicing.17

To get a sense of the importance of regulatory RNA, consider how proteins 
produce their effects. Proteins do not operate in a causal vacuum. Rather, any 
effect they have depends on interactions with cellular machinery of various kinds. 
Since a given protein’s effects may vary depending on the presence or absence of 
other proteins, its effects may vary as a function of the synchronous activation 

16 The Encyclopedia of DNA Elements Project (or ENCODE) aimed to “delineate all functional 
elements within the human genome” (The ENCODE Project Consortium 2012, p. 58). Functionality 
was operationalized as the participation “in at least one biochemical RNA- and/or chromatin- 
associated event in at least one cell type”) (p. 57). As the ENCODE team notes, the 80% figure is likely 
an underestimate, since they were not able to examine the activity of the genome in every cell type, 
and portions of the genome with no assigned function in the examined cell types may well be func-
tional in unexamined cell types (p. 60).

17 Marcus (2004) emphasized the importance of regulatory genes in an early response to the gene 
shortage argument.
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of  a large number of genes. This coordinated activity in the genome is also 

 controlled by the regulatory RNA through selective activation of regulatory RNA 
(by other regulatory RNA) in a complex hierarchical network of interrelations. 
This network is only just beginning to be understood. But it is clear that by 
 controlling when, where, and in which combinations protein- coding genes are 
activated, regulatory RNA can dramatically affect the impact that protein coding 
genes have on cells and organisms.

In light of the major role that regulatory RNA seems to play, it is perhaps 
unsurprising that, while the number of protein- coding genes is a poor indicator 
of the organism complexity, organism complexity does correlate with the fraction 
of the genome devoted to coding for regulatory RNA (Taft et al. 2007). In fact, 
together with the phenomenon of alternative splicing, regulatory RNA is now 
widely seen as the key to understanding why the number of protein- coding genes 
dissociates so dramatically from measures of organismic complexity.18 Many see 
the discovery of the major role of RNA produced by non- coding DNA (that is, 
DNA that codes for RNA but that isn’t protein- coding DNA) as completely trans-
forming our understanding of the genome. For example, Nobel Prize winner 
Thomas Cech and co- author Joan Steitz refer to a “noncoding RNA revolution” 
in which “every established ‘rule’ seems destined to be overturned” (Cech and 
Steitz 2014, p. 77). In a 2014 review of the role of regulatory RNA, Morris and 
Mattick (2014) likewise suggest that we have to completely rethink even our most 
basic assumptions about the genetic information:

in retrospect, it seems that we may have fundamentally misunderstood the 

nature of the genetic programming in complex organisms because of the 

assumption that most genetic information is transacted by proteins. This may be 

true to a large extent in simpler organisms but is turning out not to be the case 

in more complex organisms, the genomes of which seem to be progressively 

dominated by regulatory RNAs that orchestrate the epigenetic trajectories of 

differentiation and development. (p. 431)

Given this relatively recent appreciation of the enormous importance of regu-
latory RNA, we should expect to find substantial differences between the regula-
tory RNA of humans and organisms with simpler brains (e.g., mice). And this is 
exactly what has been found. While the human genome and the mouse genome 
are very similar in terms of protein- coding DNA, they differ dramatically in terms 
of regulatory RNA (Yue et al. 2014).

18 We should note that at least some of the proponents of the gene shortage argument put the argu-
ment forward before the importance of alternative splicing and the role of regulatory RNA came to be 
widely appreciated.
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In sum, the gene shortage argument goes wrong in a number of ways. It is 
 misleading to focus on the number of protein- coding genes. The one gene / one 

protein idea is outdated— in principle many different proteins can be produced 
from a single protein- coding gene because of such things as alternative splicing 
and post-translational modification. By controlling when, where, how many, and 
in which combinations proteins are produced, regulatory RNA has an enormous 
impact on behaviour and ontogeny. Moreover, some of the implicit assumptions 
connected with the argument are clearly false. For example, rationalism is not 
committed to individual genes coding for each and every neuron and synaptic 
connection. In addition— and this may well be the most important point here— 
since no one knows how many genes or proteins are required to produce any 
given acquisition base, claims that a given number of protein- coding genes 
doesn’t suffice are groundless. It is crucial to bear in mind that it is very much an 
open question how what happens at the level of proteins translates to the level of 
psychological structures. Without a clear sense of how protein numbers constrain 
varieties of psychological structures that can be produced, it is very much an 
open question whether limitations in the number of proteins significantly con-
strain the possible varieties of psychological structures that could be present in 
the acquisition base. Nature offers many examples where a relatively small num-
ber of different kinds of basic elements are capable of combining to generate 
enormous variety (e.g., as we have noted, a mere twenty amino acids in various 
combinations compose all of the myriad different proteins in humans, and just 
one hundred or so basic chemical elements in various combinations compose 
essentially all visible matter in the universe). So, for all we know, the components 
that figure in the biological basis for developing the acquisition base are capable 
of producing essentially any number of psychological structures as part of the 
acquisition base. Of course, none of this constitutes a positive argument for 
rationalism. But what it does show is that the gene shortage argument fails to 
establish that rationalism should be rejected out of hand.

Rationalism is anti- developmental. Another objection that is often raised against 
rationalism is that rationalists fail to recognize, or downplay to their detriment, the 
fact that meaningful conceptual change takes place in development. This charge— 
that rationalism is anti- developmental— is sometimes put by saying that when 
rationalists find any evidence for the early presence of a target cognitive capacity, 
they immediately jump to the conclusion that the full mature cap acity is innate. 
Haith (1998), for example, criticizes rationalists for using “indications for the earli-
est fragments of a concept as evidence for virtual mastery of the concept” (p. 168). 
This hasty inference is said to reflect rationalists’ dichotomous thinking, in which 
cognitive abilities are invariably assumed to be either wholly innate or learned. 
Rationalists are said to be ignoring the possibility that development is piecemeal. 
What may look like evidence for an innate cognitive ability to rationalists may just 
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be an initial stage in development; the full cognitive ability might only be learned 
over what may be an extended period in childhood. Prinz (2012) also makes this 
objection, saying that “developmental psychology has forgotten all about develop-
ment and assumes that knowledge is already in place” (p. 109).

There are a number of problems with this type of objection. First, it is wrong to 
associate rationalism with the view that psychological development doesn’t occur, 
taking rationalists to suppose that infants are exactly like older toddlers, toddlers 
exactly like preschoolers, and so on. Rationalists, just like empiricists, suppose 
that development takes place. It is just that the mechanisms of development that 
they posit are often different.19 Consider, for example, a rationalist theory of lan-
guage acquisition, in which the acquisition base is thought to incorporate the 
principles of Universal Grammar. Such an account takes language acquisition to 
be a gradual process and posits numerous distinct stages in the acquisition of 

phonology, syntax, the lexicon, and much else. An example we encountered earl-
ier, in section 4.1, was the temporary stage in which some English- speaking chil-
dren adopt a set of linguistic principles that allows for sentences like “What do 
you think what Cookie Monster eats?”, producing a pattern of speech that con-
forms to grammatical principles in German, Irish, and a number of other lan-
guages. Rationalists aren’t opposed to developmental changes, developmental 
stages, or piecemeal acquisition. However, in rationalist theorizing, these changes 
will often have a distinctively rationalist character.

Rationalists also recognize other forms of development, ones in which learning 
doesn’t take place but changes in a child’s cognitive processes occur all the same. 
One of these is when development is owing to processes of biological mat ur ation. 
Some cognitive traits may be innate (that is, part of the acquisition base) yet not be 
present at birth. Such traits may not appear until later in life, in the life stage in 
which they are needed (e.g., systems for mating or for parental care are of no use to 
newborns). Another form of development that rationalists can point to in explain-
ing behavioural change relates to the competence- performance distinction that we 
introduced in Chapter 2. This is development in performance factors that interact 
with cognitive competences. In such cases, development most defi n ite ly occurs, but 
what develops isn’t the basic competence. Rather, features of performance change 
as other systems (e.g., memory, attention, or motor control) develop. Thus, even 
when there are dramatic developmental changes, it remains an open question what 
is driving the development: an empiricist learning process, a rationalist learning 
process, maturation related to an innate competence, maturation or development 
related to performance factors, or some combination of these possibilities.

19 And, while they are different, it’s worth noting again that rationalist theories incorporate 
domain- general learning mechanisms that operate alongside of rationalist domain- specific learning 
mechanisms (see Chapter 2). So rationalists can and sometime do explain aspects of development in 
much the same way as empiricists.
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What about the claim that rationalists mistake evidence for an early form of a 
cognitive capacity to be evidence for the full- blown capacity? Here too the objec-
tion is misplaced. It is certainly true that in some instances rationalists maintain 
that the full capacity is present (perhaps somewhat obscured by limiting per form-
ance factors), but rationalism is in no way committed to this always being the case. 
As we have already seen in the examples discussed in Chapter 2 (involving 
Euclidean geometrical concepts and concepts of natural numbers) and will see in 
many more cases discussed in later chapters, rationalists often maintain that what 
is innate simply provides a starting point for learning about a given domain. Such 
a starting point might involve an innate rationalist learning mechanism, or one or 
more innate resources involved in such a mechanism. It might also involve innate 
representations that provide initial access to the domain in question, helping 
learners to represent and attend to key objects, events, or properties. Moreover, 
these innate starting points for development may not only be immature or incom-
plete. They may even be substantially altered or overridden later in development. 
The value of having innate rationalist structures that provide some form of initial 
access to a domain isn’t that it gives children a fully articulated adult- like response 
to items within the domain. It’s that it gets children past what may be the biggest 
stumbling block to development— being able to represent the often abstract and 
peculiar items in the first place (things like other people’s mental states, nu mer ic al 
quantities, and instances of physical causation).20

Rationalism is committed to primitives whose origins are unexplained or even unex-

plainable. Another way in which rationalism has been said to marginalize develop-
ment is by positing developmental primitives that are thought to be inherently 
problematic. Lewkowicz (2011) writes that “rationalists believe that evolution has 
endowed the human species with something like primitives, core cognitive capaci-
ties, or principles that are directly related to specific domains of knowledge includ-
ing language, object, number, geometry, space, social relations, morality, and 
religious belief ” (p. 333). According to Lewkowicz, the problem with positing such 
primitives is that their origin is left entirely unexplained: “even if one assumes that 
primitives exist, their development must be explained too. Instead of doing so, 
nativists ask us to take their existence on faith” (p. 356). Likewise, Spencer, 
Samuelson, et al. (2009) note that “positing innate building blocks does not inform 
our understanding because, as Moore (2009) correctly points out, building blocks 
must themselves be built” (p. 104). Indeed, Spencer, Samuelson, et al. go even fur-
ther, taking rationalists to be committed to primitives that are entirely uncaused 
and hence inexplicable, writing that “ ‘primitives’ are not developed or derived from 

anything else” (p. 79; emphasis in original).

20 For further discussion of how the need to overcome this stumbling block supports the case for 
rationalism, see Chapter 12.
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Are rationalists really committed to primitives with unexplained origins that 
must simply be accepted on faith or whose origins are in principle inexplicable? 
The answer is “no”. While it is true that rationalist are committed to psychological 
structures that are primitive, these primitives are not accepted merely on faith 
and they are not primitive in the problematic senses of “primitive” that these crit-
ics are assuming. The only sense in which rationalists are committed to explana-
tory primitives is in the sense of there being innate psychological structures in the 
acquisition base, as was explained in Chapter 2. This means that while these 
structures are involved in psychological processes that account for the develop-
ment of further psychological traits, there is no psychological explanation for 
their origins. But rationalists don’t think that there is no explanation of their 

development at all— that the origins of these structures is completely in ex plic-
able. The primitives that rationalists posit are part of the acquisition base, which 
means that they are primitive relative to the psychological level of explanation 
(they are not acquired via psychological- level processes). They are not primitive 
relative to all processes of acquisition; they don’t materialize out of thin air. 
Instead, they are acquired by biological processes operating within the develop-
ing organism that are not at the same time psychological processes— in particu-
lar, they are not learning processes.

Primitives in this sense are essentially mandatory when explaining the devel-
opment of psychological traits. As we argued in Chapter 2, any theorist at all who 
holds that there are psychological traits— whether they are a rationalist or an 
empiricist— has no choice but to accept there are psychological traits that are 
primitive in this sense, which aren’t acquired via a psychological processes. Given 
the importance of this point, it is worth working through the argument for it once 
more. Consider a given psychological trait, T.  Trait T is either acquired via a 
psychological- level process or not. If it isn’t, then T itself is primitive in the rele-
vant sense and we could just stop here— there would be no question about the 
existence of primitive psychological traits. So let’s suppose that it is acquired via a 
psychological process and that there is a psychological mechanism involved in its 
acquisition, which we will call LM1 (for learning mechanism 1). Now we have to 
ask whether LM1 is acquired via a psychological- level process or not. Again, if 
it isn’t, then LM1 is primitive in the relevant sense, and we have arrived at the 
conclusion that there is at least one psychological primitive. To avoid this, we’d 
have to say that LM1 is acquired via a psychological process that involves a sec-
ond learning mechanism, LM2. Clearly this process cannot go on forever, with 
LM2 being acquired by LM3, LM3 being acquired by LM4, and so on, ad infini-
tum. This would require that before a mind could possess a single psychological 
trait, it would already have to possess infinitely many prior learning mechanisms. 
(The only other alternative— but not a real possibility since it is viciously circular— is 
a situation where something like this occurs: LM1 is learned by using LM2, LM2 
is learned by using LM3, and LM3 is learned by using LM1.)
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Empiricists, then, are committed to the existence of innate primitives in exactly 
the same sense as rationalists and for exactly the same reasons that rationalists 
are. Of course, empiricists will not posit the same set of innate primitives as 
rationalists. Empiricists will posit primitives appropriate to an empiricist acquisi-
tion base, while rationalists posit primitives appropriate to a rationalist acquisi-
tion base. But the primitives that each type of theorist posits will be primitive in 
exactly the same sense. And while the origins of such primitives will not be 
ex plic able at the psychological level, this does not make them mysterious or 
unnatural as their origins will be explicable in terms of biological processes oper-
ating within the developing organism (even if the details of such explanations are 
not presently known).

Rationalism implies that psychological traits and human behaviour are in flex ible. 
Another objection often levelled against rationalism is that it does not sufficiently 
allow for cognitive and developmental flexibility. This type of objection comes in 
a variety of forms, some of which are more focused on the flexibility of mental 
faculties and the psychological traits involved in development and others of 
which are more focused on the flexibility of human behaviour and social 
structures.

As applied to innate psychological traits, the main worry is that rationalist 
accounts imply that innate psychological traits are fixed and unchangeable, espe-
cially general traits and aptitudes, such as personality traits, intelligence, or gen-
eral cognitive abilities, such as a talent for science or music. The objection here is 
that it is a major mistake to view psychological traits in this way and that rational-
ists are forced to view them in this way. Perhaps the most prominent versions of 
this general type of objection, however, focus on the flexibility of human behav-
iour, and charge that rationalist accounts are incompatible with such flexibility. 
An especially strong form of this objection claims that because rationalism is 
committed to an erroneous picture of the mind in which environmental cues 
activate innate domain- specific mechanisms causing them to issue in specific 
types of behaviour, this means that once a critical environmental condition is 
encountered, the corresponding behavioural outcome is all but inevitable. 
This objection has particularly been raised against rationalist theories associ-
ated with evolutionary psychology and evolutionary theorizing about the 
mind. The perceived inevitability of the resultant behaviour has been 
described as a pernicious form of determinism and reductionism. As Hilary 
and Steven Rose (2000) remark, “This new determinism . . . claims . . . our 
 biology is our destiny, written in our genes by the shaping forces of human 
evolution through natural selection and mutation” (p. 4). And Steven Rose 
(2000) adds that “[evolutionary psych ology] offers yet another reductionist 
account in which presumed biological explanations imperialise and attempt to 
replace all others” (p. 247).
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Related criticisms of rationalism have also been given regarding the societal 
implications that critics take to be (or to be seen as) a consequence of such inflex-
ible forms of behaviour. One of these associates rationalism with patriarchy, the 
idea being that if rationalism were true, then there would be no way of avoiding a 
patriarchal division of labour. For example, Eagly and Wood (2011) remark that 
the debate between evolutionary psychology and many of its critics comes down 
to a disagreement about “the potential for change in female and male behavioral 
patterns” (p. 759). Eagly and Wood take the critics of evolutionary psychology to 

hold that these patterns are malleable but take evolutionary psych olo gists to 
deny this:21

[E]volutionary psychologists . . . view sex differences, especially male- female 

inequality, as inevitable consequences of evolutionary adaptations and therefore 

as largely unresponsive to socioeconomic and political changes in society. Their 

essentialist explanations of sex differences are rooted in Darwinian sexual selec-

tion theory, which has fostered the view that male dominance and female 

dependence derive from inherited dispositions. (p. 759)

In our view, it is a mistake to think that rationalism— including rationalism as 
developed in many accounts in evolutionary psychology— entails that human 
behaviour is inflexible or that patriarchy (or any other similarly objectionable 
social arrangement) is an inevitable feature of human social life.22

21 Eagly and Wood frame this as a debate between feminists and evolutionary psychologists. Since 
evolutionary psychologists have at times adopted a condescending and dismissive attitude towards 
explanations suggested by theorists who have self- identified as feminists, this framing is under stand-
able. But as we see it, framing the debate in this way is also unfortunate both because it may discour-
age theorists who see themselves as falling into one of these groups from productively engaging with 
theorists taken to be in the other group and because there is no reason why theorists cannot be both 
evolutionary psychologists and feminists. In fact, there is now arguably substantial overlap of exactly 
this kind, with many evolutionary psychologists considering themselves to also be feminists. In a 
report on the number of women working in their field, Frederick et al. (2009) remark: “As feminists 
and evolutionary social scientists, we agree that studies of women’s psychology have lagged behind 
those of men in the social sciences and that the field of evolutionary social science was historically 
male- dominated (as is true of most academic fields) . . . Today, one third of evolution and human 
behavior and human nature authors are women (January 2001–March 2008), as are one third of cur-
rent editors and three of the five chief editors. Among the younger generation, 40% of poster present-
ers (typically graduate students) at the 2007 Human Behavior and Evolution Society were women. 
The increasing presence of women in evolutionary social science has coincided with an explosion of 
research concerning women’s lives and sexuality” (p. 302).

22 Even though rationalism doesn’t entail inflexibility, the belief that a person’s nature is fixed and 
immutable can be inimical both to personal development and to improvements in relations among 
conflicting groups. There is research suggesting that introducing the idea that people’s psychology is 
mutable helps to increase people’s ability to succeed in areas they would otherwise take to go against 
their nature (Dweck 2006) and even to increase the extent to which individuals from groups in long-
standing conflicts view compromise as a genuine option (Halperin et al. 2011). This is another reason 
why it is important for rationalists to emphasize the fact that rationalism is a thesis regarding the 
character of the acquisition base and does not entail fixed or immutable cognitive or behavioural 
outcomes.
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Let’s start with the concern about the fixed nature of innate psychological 
traits. The easiest way to see that this worry about rationalism is misplaced is to 
return to the characterization of rationalism that we developed in Chapter 2. On 
this account, rationalism’s central claim is that the acquisition base isn’t confined 
to domain- general learning mechanisms and that it also includes many charac-
teristically rationalist psychological structures (such as innate concepts or innate 
domain- specific resources that rationalist learning mechanisms trace back to). 
These psychological structures in the acquisition base are understood to be innate 
in the sense that they aren’t acquired on the basis of more fundamental learning 
mechanisms. Rationalism needn’t— and doesn’t— hold that innate psychological 
traits cannot be changed, overridden, or even eliminated in the course of devel-
opment. And general traits like intelligence and aptitudes for things like math em-
at ics, science, and music are all demonstrably open to a substantial amount of 
change, all of which is perfectly compatible with rationalism. In later chapters, we 
will see numerous examples in which rationalist theories of development fully 
embrace the fact that innate psychological structures can be altered or supplanted 
in the course of development and the fact that psychological traits can undergo 
extensive development and can be subject to an enormous amount of cultural 
variation.

When the objection to rationalism is developed in a way that implies that both 
the psychological traits acquired via rationalist learning mechanisms and the 
human behaviour that stems from them are inflexible, it is problematic in other 
ways as well. In particular, this way of objecting to rationalism implicitly takes 
rationalism to be committed to the view that behaviour is governed by behav-
ioural programmes that operate like reflexes. However, this is an erroneous view 
of how rationalists generally explain human behaviour. It is certainly true that 
there are cases where animals have psychological mechanisms that lock them into 
a fixed behavioural response. For example, Lettvin et al. (1959) explain how feed-
ing behaviour in frogs is grounded in a simple mechanism that is responsive to a 
single narrow stimulus condition:

The frog does not seem to see or, at any rate, is not concerned with the detail of 

stationary parts of the world around him. He will starve to death surrounded by 

food if it is not moving. His choice of food is determined only by size and move-

ment. He will leap to capture any object the size of an insect or worm, providing 

it moves like one. He can be fooled easily not only by a bit of dangled meat but 

by any moving small object. (p. 1940)

If the psychological traits acquired by innate special- purpose learning mech-
an isms that rationalists postulate all functioned in this way, then human behav-
iour would indeed be inflexible. And perhaps it is understandable that some of 
rationalism’s critics who push this type of objection suppose that rationalism’s 
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resources are like behavioural reflexes, as these critics’ views are sometimes more 

informed by the sociobiology of the 1970s than contemporary rationalist psych-
ology. Sociobiology in its heyday did see much speculation about simple mech an-
isms for controlling behaviour in humans (Laland and Brown 2002). However, 
con tem por ary rationalist theories rarely postulate behavioural programmes of 
this kind. Rather, they take behaviour to depend upon the interaction of many 
cognitive systems. On this approach, how one behaves isn’t dictated by the ac tiv-
ities of any one of these systems. It emerges from many factors, including which 
other systems are operative and how they are related to one another in general 
and at the moment at which the behaviour occurs. These further systems will 
include, among others, such things as internalized cultural norms, social roles, 
and stereotypes, all of which are both changeable and exert an enormous influ-
ence on behaviour (see the discussion below of women in engineering).

Finally, as we have noted a number of times, rationalism isn’t opposed to learn-
ing. On the contrary, rationalist theories incorporate the idea that development 
often involves learning and consequently that a developmental outcome is sensi-
tive to the details of a learner’s experience. This means that rationalism allows for, 
and in fact predicts, a fair amount of behavioural and cognitive variability across 
populations and individuals. Rationalist learning mechanisms may be focused on 
a particular domain, but they can be responsive to variations in this domain, so 
that different life experiences lead to different behavioural proclivities— ones that 
are more suited to the respective environments in which the learning took place.23 
In addition, it is important to remember that rationalism also embraces general- 
purpose learning mechanisms; it just holds that these mechanisms don’t on their 
own suffice to explain what the mind can do and that many special- purpose 
learning mechanisms are needed too (see Chapter 2). So rationalists are free to 
accept that much environmental sensitivity arises from the operation of general- 
purpose mechanisms that are responsive to variation in the environment, or from 
the interaction of rationalist learning mechanisms or the innate characteristically 
rationalist psychological structures that they trace back to. We can see, then, that 

23 There are a number of ways in which a rationalist learning mechanism might work, and this 
introduces further respects in which a rationalist cognitive architecture can exhibit environmental 
sensitivity. For example, one type of rationalist learning mechanism has much of its basic structure 
already in place, and its learning consists in its sampling the environment to select among a small 
number of critical innately specified options (e.g., the parameter- setting model in syntax). A rather 
different type of rationalist learning mechanism might provide a learner with a schematic cognitive or 
behavioural response to items of a certain type, leaving experience to fill in which items in the en vir-
on ment instantiate this type (see, e.g., the discussion of rationalist mechanisms for responding to 
dangerous animals and plants in Chapters 14 and 19). A third type of rationalist learning mechanism 
might provide a learner with initial access to a given domain and the motivation to track items in this 
domain, but be open to discovering the sorts of information that might be relevant to explaining pat-
terns in this domain (see, e.g., the discussion of how infants learn about physical objects in Chapters 
14 and 17). This list isn’t meant to be exhaustive, but merely to convey that there are a number of dif-
ferent types of rationalist learning mechanisms and that each of these offers its own type of behav-
ioural flexibility.
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rationalists aren’t lacking for resources to explain the flexibility of human 
behaviour.24

Let’s turn now to the charge that rationalist mechanisms would still restrict 
human behaviour in ways that would necessitate contentious forms of interper-
sonal relations— for example, social arrangements like a patriarchal division of 
labour. We should first note that it is true that some rationalist theorists, and in 
particular some rationalist evolutionary theorists, have advocated theories of 
innate sex differences that they have thought are bound to lead men and women 
to occupy different positions in social life, including the workplace. For example, 
Eagly and Carli (2007) quote Kingsley Browne, a law professor and evolutionary 
theorist, as holding that “Across human history, male status has led to greater 
reproductive success, leading to a predisposition among males to engage in the 
kinds of status competition that today so often have workplace implications” 
(Browne 2002, p. 117; Eagly and Carli 2007, pp. 29–30). Elsewhere Browne has 
alleged that “men’s temperament gives them an advantage” in the workplace and 
that this has the consequence that “women will be forever consigned to lower 
status” (Browne 1999, p. 57; quoted in Eagly and Carli 2007, p. 30). Others have 
held that evolutionary considerations show that, in light of innate sex differences, 
women are unlikely to succeed in specific fields. For example, Ellis (2011) claims 
that, even in an environment maximally conducive to developing engineering 
skills in women, “only a minority of engineers will be females because few have 
brains that are configured for the sort of spatial- mathematic reasoning that will 
sustain an interest in such an area of study” (p. 711).

We can certainly see how views like these might lead theorists to be hostile 
towards evolutionary theorizing, and perhaps rationalism in general, taking such 
theorizing to be more interested in promoting a social and political agenda than 
in discovering the truth about the origins of social roles. This makes it all the 
more important to recognize that there is no inherent link between rationalism 
and views like these. As we have been emphasizing, rationalism is about what is 
in the acquisition base. But exactly which structures are in the acquisition base, 
whether they lead to sex differences in cognition, and whether such differences 

24 Another way of interpreting the objection that rationalism entails behavioural inflexibility— one 
that is closely linked to the charge about biological determinism— is as a worry about rationalism’s 
reliance on law- like casual generalizations in its explanation of behaviour. It is certainly true that 
many rationalists understand human behaviour in such terms. However, this broad orientation is 
hardly unique to rationalists; it is just as common for empiricists to understand human behaviour in 
precisely the same terms. It should also be noted that taking behaviour to be the product of law- like 
casual generalizations does not entail determinism. Rationalism (like empiricism) can be developed 
in ways that make behavioural outcomes probabilistically related to stimuli, rather than de ter min is tic-
al ly related to them (no doubt, this is how many psychologists view the matter). And regardless of 
whether behavioural outcomes are deterministic or probabilistic, rationalists and empiricists can both 
avail themselves of the same options regarding the philosophical problem of free will (e.g., both can 
adopt a compatibilist metaphysics, or, for that matter, a libertarian metaphysics). For more on the 
different philosophical positions in the free will debate, see Kane (2005).



objeCtions And rePlies 137

place significant constraints on human social relations are further issues that are 
very much up for debate within rationalist circles. The problem with views like 
Brown’s isn’t that they are rationalist views, it’s that they are wrong. 

Many rationalists, including many evolutionary psychologists, claim that there 
are no innate sex differences that push men and women into different occupa-
tional roles or that imply that men are better equipped to achieve higher status in 
the workplace or in other areas of social life. To illustrate this type of rationalist 
perspective, we will briefly consider the example of the demographics in the field 
of engineering. Despite substantial advances in the representation of women in 
many occupations in recent decades, women continue to be greatly underrepre-
sented in this corner of the workplace. Why is that? Ellis’s explanation is that 
there are innate sex differences in spatial and mathematical abilities and that 
these put women at a disadvantage in areas that depend heavily on spatial and 

mathematical reasoning. But a competing explanation— one that many rational-
ists endorse— is that various social factors work together to account for why there 
are so few women in this and related fields. We will mention just a few important 
social factors, drawing on an analysis given by Elizabeth Spelke, a leading figure 
in developmental psychology and herself a noted rationalist (Edge 2005; 
Spelke 2005).

One of the key points that Spelke highlights is the fact that in many societies 
boys and girls are assumed to have different qualities and aptitudes from the 
moment they are born. For example, in one study, parents who had just learned 
the sex of their baby described their newborns differently. The boys were 
described as being stronger, sturdier, and heavier than the girls. But independent 
assessments of these children found no such differences. The boys and girls were 
indistinguishable when it came to their true strength, coordination, and weight 
(Rubin et al. 1974; Karraker et al. 1995). Spelke also points out that adults con-
tinue to have similar biased perceptions of children as they grow up and that 
these biases are commonplace. Although 12- month- old boys and girls have equal 
motor abilities, parents don’t see it this way. When asked to predict whether their 
child would be able to successfully crawl down a ramp, parents have been found 
to be more confident that their child can do this if the child is a boy (Mondschein 
et al. 2000). In another study, parents of sixth graders were examined regarding 
their views of their child’s mathematical abilities. It was found that sons were 
thought to be more talented at mathematics than daughters, contrary to any 
objective measure— the boys and girls did equally well on standardized tests, 
were receiving similar grades in the classroom, had equal interests in math em at-
ics, and so on (Eccles et al. 1990).

Other work has confirmed that parents’ and educators’ beliefs about children’s 
mathematical abilities directly influence children’s self- perceptions of their own 
abilities (Tiedemann 2000). Given widespread stereotypes about gender and 
mathematical ability, these self- perceptions can lead to stereotype threat, a 
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cognitive phenomenon where performance is impaired in light of a stereotype 
that one’s group performs poorly in a given domain (Inzlicht and Schmader 2012; 
Spencer et al. 2016). For example, in one study, women underperformed on a dif-
ficult math test when they thought that the test was likely to show sex differences 
in performance (the usual negative stereotype), but when they were told in 
advance that men and women do equally well on this type of test, the underper-
form ance vanished (Spencer et al. 1999). The impact of stereotype threat on 
women’s performance in mathematics has been replicated many times in numer-
ous circumstances (Spencer et al. 2016). What this work shows is that women are 
at a disadvantage in many settings that lead up to a career in engineering— not 
because of a difference in aptitude for mathematics, but because of mistaken 
expectations that women aren’t well suited to this kind of work.

Stereotype threat exists in part because of the prevalence of a negative stereo-
type. Another social factor that differentially affects men’s and women’s career 
prospects is the widespread prevalence of implicit bias, a form of prejudice that 
largely operates at the unconscious level and that is present even in people who 
have no conscious explicit prejudices against a given group.25 Implicit bias can 
hold women back from awards, jobs, promotions, and other forms of career 
advancement. In one study, professors were asked to evaluate CVs of candidates 
for a tenure- track position, where the name on a CV was randomly varied to indi-
cate that the candidate was male or female (Steinpreis et al. 1999). It was found 
that when comparing average CVs, male and female professors rated a CV more 
favourably if the candidate was thought to be a man. For example, the same num-
ber of publications was considered to indicate a high level of productivity when 
the candidate’s name was “Brian”, but was considered insufficient when the candi-
date’s name was “Karen”.26

There can be little doubt that all of these social factors have a cumulative 
impact.27 As Spelke has remarked, “From the moment of birth to the moment of 

25 Implicit bias even operates in people who are members of the group that is the object of bias. For 
example, female academics (who generally hold no explicit biases against women’s academic ability) 
are subject to the judgement biases we describe below just as much as their male counterparts.

26 Fortunately, there has been some progress on the question of how to mitigate the harmful effects 
of stereotype threat and implicit bias. For example, it has shown that strong positive role models are 
helpful in reducing stereotype threat (McIntyre et al. 2003), and that teaching women about stereo-
type threat helps to reduce its effects during mathematics examinations (Johns et al. 2005). Policies 
such as anonymous marking and anonymous reviews of CVs, writing samples, and so on, can also go 
some way towards eliminating the harmful effects of implicit bias. For work addressing these issues in 
philosophy, see Antony (2012) and Saul (2013).

27 An interesting example of the complexity of interacting social factors can be found in work on 
why there have historically been fewer women than men studying computer science and why women 
who have studied computer science have often left the field. Margolis and Fisher (2002) have docu-
mented many ways in which women were deprived of essential precollege experience with computers 
and discouraged from pursuing computer science before and during college. Moreover, this discour-
agement came from all directions— from parents, teachers, and peers— and was exacerbated by the 
structure of the standard computer science curriculum. These negative experiences often led young 
women to have unwaranted doubts about their capacity for doing a computer science degree.
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tenure, throughout this great developmental progression, there are unintentional 
but pervasive and important differences in the ways that males and females are 
perceived and evaluated” (Edge 2005). For present purposes, what we want to 
emphasize is that this likely alternative explanation for why women aren’t as well 
represented as men in certain occupations is perfectly compatible with rational-
ism. As we noted earlier, Spelke’s own rationalist views includes a commitment to 

innate representations and innate domain- specific systems for representing and 
reasoning about physical objects, agency, numerical quantity, geometry, and lan-
guage (Spelke 2003, 2022). But this commitment doesn’t prohibit her from hold-
ing that social factors, not innate sex differences, are the key to explaining why 
there continue to be relatively few female engineers.

We can also see from Spelke’s analysis that the goal of achieving the sort of 
positive social change that is associated with feminist social critiques doesn’t turn 
on the rejection of rationalism and that such concerns shouldn’t be at issue when 
taking a stand on the rationalism- empiricism debate. As the feminist— and 
rationalist— philosopher Louise Antony has remarked,

I believe that the fear that any concession to nativism can and will be used 

against [feminism] largely explains the unfortunate bias of many feminist and 

progressive theorists toward radically empiricist, social constructivist views of 

language and the mind, and their correlative hostility toward nativist accounts 

of the sort proposed by Noam Chomsky in linguistics and by many in cognitive 

psychology. The result, in my opinion, is a truly unfortunate disjunction 

between empirically well- grounded work in cognitive science and feminist dis-

cussions of language and the mind. (Antony 2000, p. 10)

Spelke’s analysis of why women aren’t as well represented as men in engineer-
ing highlights how a rationalist cognitive architecture doesn’t force any particular 
social outcome. There is nothing about rationalism per se that says that society 
has to recognize that people are bound to be more suited to certain occupations 
because of their gender. More generally, rationalism does not entail that innate 
psychological structures in the acquisition base or the products of rationalist 
learning mechanisms— or behaviours that are dependent on either of these 
things— are inflexible. Rationalism is perfectly compatible with both change and 
variable outcomes. This is a good thing as there is overwhelming reason to sup-

pose that both mundane psychological traits and many of the psychological traits 
that are the most highly valued and closely associated with being human, from 
musical or artistic ability to intelligence and abstract reasoning ability, can be 
dramatically affected by environmental factors, practice, and training (Dweck 
2017; Nisbett 2009). Our focus in this book is not with the origins of such general 
capacities or with how these lead to differences in individuals’ aptitudes, but rather 
with the origins of human concepts. However, the moral here is the same in both 
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cases. Human behaviour, and the psychological traits that underpin it, are indeed 
flexible, but this fact in and of itself is just as compatible with rationalist accounts 
of the mind as it is with empiricist accounts.

Rationalism is undermined by the explanatory failures of adaptationist theorizing. 
The last objection to rationalism that we will consider in this chapter stems from 
the association of evolutionary psychology and evolutionary theorizing about 
adaptive features of the mind with rationalism.28 This association is seen by some 
as a major strike against rationalism because the field of evolutionary psychology 
has been taken by many to be riddled with theoretical confusion.

For those who are opposed to any connection with evolutionary theorizing, it 
should be noted that rationalism does not require accepting an evolutionary or 
adaptationist perspective, and in fact some rationalists have shown a great deal of 
scepticism about adaptationist theorizing about psychological traits (e.g., Fodor 
2000). And evolution and adaptationism play no direct role in our characteriza-
tion of rationalism (or empiricism) (see Chapter 2). So evolutionary approaches 
and adaptationist theorizing aren’t essential to maintaining a rationalist position. 
Nonetheless, in our view, evolutionary theorizing can be a valuable tool in gener-
ating hypotheses about the mind and suggesting productive avenues of research. 
Our aim here is not to provide a full evaluation of evolutionary psychology or 
evolutionary theorizing about the mind, but instead just to address some com-
mon charges that have been made against this work that have been taken to bear 
on the status of rationalism. In particular, we will focus on three recurrent charges 
that claim that, in one way or another, such theorizing is fundamentally flawed 
and can simply be dismissed without careful consideration of individual claims 
or hypotheses.

The first is that theories in evolutionary psychology are nothing more than 
just- so stories— fanciful, purely speculative hypotheses that aren’t supported by 
any evidence. This charge, which we mentioned in Chapter 1 as a worry in con-
nection with the example of geometrical concepts, derives from Gould’s critique 
of sociobiology: “Rudyard Kipling asked how the leopard got its spots, the rhino 
its wrinkled skin. He called his answers ‘Just So stories’. When evolutionists study 
individual adaptations, when they try to explain form and behavior by recon-
structing history and assessing current utility, they also tell just- so stories” (Gould 
1978, p. 530). As we noted in Chapter 1, much the same criticism is now routinely 
made against evolutionary psychology.29 What this comes to is the charge that it 
is a trivial matter to devise an account that postulates an innate psychological 

28 For overviews of the field of evolutionary psychology, see Buss (2015, 2019) and Barrett (2015).
29 Recall from Chapter 1 that Fodor alluded to “the outpouring of just- so stories by which the 

mainstream of evolutionary cognitive psychology is very largely constituted” (Fodor 2001, p. 627). 
For further examples of this charge, see S. Rose (2000) and Richardson (2007).
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trait and an accompanying “explanation” of its adaptive function, or to come up 
with multiple accounts with no serious way to choose between them. Often this 
same point is made by saying that evolutionary psychology’s theories are untest-
able, since they make substantial assumptions about inaccessible features of the 
distant past regarding the environments in which much of human evolution took 
place, the environment of evolutionary adaptiveness (or EEA). As Gould puts it, 
“claims about an EEA usually cannot be tested in principle but only subjected to 

speculation . . . how can we possibly know in detail what small bands of hunter- 
gatherers did in Africa two million years ago?” (Gould 2000, p. 100).

Second, evolutionary psychologists are said to see adaptations everywhere, or 
to be panadapatationists who hold that nearly every psychological trait is an 
adaptation. Critics see this as meaning that evolutionary psychologists thereby 
ignore the significance of evolutionary processes other than natural selection 
(e.g., genetic drift) and the possibility that any given trait could turn out to be a 
byproduct of selection rather than one that was selected for as such. Gould has 
even suggested that, for all we know about the evolution of the mind, very few 
psychological traits may turn out to be adaptations: “Natural selection made the 
human brain big, but most of our mental properties and potentials may be 
spandrels— that is, nonadaptive side consequences of building a device with such 
structural complexity” (Gould 2000, p. 104).

Finally, the third charge is that explanations in evolutionary psychology are 
really pseudo- explanations because they are so flexible that they can accommo-
date nearly any behavioural outcome. Dupré (2001) voices this objection using an 
example taken from the study of human mating behaviour. He notes that evolu-
tionary psychologists have attributed to women a mating psychology for long- 
term pair bonding, and that, at the same time, they have attributed to women an 
evolved mating psychology for short- term mating outside of a long- term partner-
ship. The result is that, however a woman behaves, there is a mechanism that can 
be invoked to accommodate the behaviour. Thus “the theory is almost infinitely 
malleable and consequently empirically empty” (p. 64). Likewise, H. Rose (2000) 
mentions an example in which evolutionary psychologists have postulated sys-
tems that dispose a mother to be protective of her newborn and also systems that 
promote abandoning an infant in certain extreme conditions. “Used like this 
selection explains everything and therefore nothing” (p. 123).

What should we make of these criticisms? Let’s start with the allegation that 
evolutionary psychology is little more than a collection of just- so stories. In our 
view, this objection can be seen to be misplaced once one is clear about the stand-
ard methodology that guides much of the research in evolutionary psychology. 
This research proceeds by using evolutionary thinking to devise hypotheses 
regarding the innate structure of the mind, hypotheses that are informed by cur-
rent views about the conditions in which humans lived for the vast majority of 
the existence of our species. Once a hypothesis is on the table, it is then subject to 
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experimental testing in exactly the same way that any other psychological theory 
is tested. As David Buller (a staunch critic of evolutionary psychology) puts it, 
evolutionary psychology proposes “to discover our universal human nature by 
analyzing the adaptive problems our ancestors faced, hypothesizing the psy cho-
logic al mechanisms that evolved to solve them and then testing those hypotheses 
using standard- fare psychological evidence” (2009, p. 76).30

Given this methodology, it should be clear that the charge that evolutionary 
psychology’s theories are merely just- so stories doesn’t hold up. After all, they are 
tested in exactly the same way that other psychological theories are tested. Hence 
they aren’t any more speculative or fanciful than psychological theories that 
aren’t grounded in evolutionary thinking (e.g., standard psychological theories of 
memory, attention, or decision making). Many of evolutionary psychology’s 
hypotheses may well turn out to be false— a likely outcome given that many 
hypotheses in any area of science will turn out to be false— but they shouldn’t be 
discounted simply because they derive from views about the evolution of our spe-
cies. In evaluating a hypothesis, the origin of the hypothesis shouldn’t matter. 
What we need to focus on is the evidence for or against the hypothesis, regardless 
of why the hypothesis was initially proposed.31

The contention that we aren’t in a position to know anything about the EEA— 
and that this makes theories in evolutionary psychology untestable— is also 
unwarranted. Gould and others talk as if we can’t make any reasonable conjec-
tures about the physical and social environments of our ancestors, that views 
about the EEA are nothing but pure speculation. But while it is true that we lack 
direct evidence regarding many important details, information from different 
disciplines can be combined to form a reasonable picture of some of these condi-
tions, including information from behavioural ecology, evolutionary biology, 
genetics, palaeoanthropology, hunter- gatherer archaeology, primatology, and 
the anthropology of living hunter- gatherers (Tooby and Cosmides 2005). For 
ex ample, there is little question that our ancestors were omnivores. The 
 fossil  record includes evidence of sites where ancestral hominids extracted 
animal products, and this is consistent with practices found in contemporary 

30 See Buss (2019) for many specific examples of psychological experiments that have been used to 
test hypotheses about psychological traits that have their origins in evolutionary thinking.

31 Precisely the same point holds for hypotheses that reflect a theorist’s social values and political 
viewpoint, for example, hypotheses that have been put forward by theorists hoping to promote gen-
der equality. As Eagly and Wood note: “One avenue to defusing nonproductive name- calling is to 
accept that the source of hypotheses should not be a central issue in science. Whether ideas come 
from political preference, observations of everyday life, intuition, or prior science, they should be sci-
entifically tested, subjected to methodological critique, and replicated to test their generalizability 
beyond the initial demonstration. Therefore, the argument should not be about whether feminists 
and evolutionary psychologists possess values that influence their scientific activity. Surely they do. 
Scientists’ values influence their choice of hypotheses and research methods as well as their in ter pret-
ations of their findings. Nevertheless, debates should properly focus on the reasoning and research 
offered by these scientists, regardless of their political persuasions” (Eagly and Wood 2011, p. 760).
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hunter- gatherers. Similarly, there is little question that ancestral hominids faced 
exposure to dangerous toxins and pathogens (including meat- borne bacteria and 
fungi) and that ancestral hominids, like other animals, had to deal with danger-
ous predators. Such facts about the ancestral world— and there are many like 
this— can guide psychological research by helping researchers to form valuable 
hypotheses about psychological systems that may then be tested for and exam-
ined in greater detail.32

What about the charge that evolutionary psychologists are panadaptationist in 
that they hold that nearly every psychological trait is an adaptation? In criticizing 
evolutionary psychology, it is common to point out that the fact that a hypothesis 
deriving from evolutionary thinking about the mind is supported by standard psy-
chological tests does not by itself show that the psychological trait in question is an 
adaptation (Lloyd 1999; Downes 2018). This is true. For our purposes, however, 
what matters most about evolutionary theorizing about the mind is its role in gen-
erating rationalist hypotheses about the contents of the acquisition base, not 
whether the psychological structures posited through such theorizing are taken to 
be adaptations. What rationalism cares about is what psychological structures are 
in the acquisition base, not whether such structures are adaptations or not. Once a 
proposal that is based on evolutionary theorizing has been tested and has been 
found to be well supported using the same types of tests that are used to evaluate 
any other psychological hypothesis, the additional claim that the trait is an adapta-
tion doesn’t add anything to the case for a rationalist account of the trait.

If evolutionary psychologists have been prone to advance adaptationist 
hypotheses, it is not because they have failed to recognize that there are other 
processes besides natural selection that have had an influence on the innate struc-
ture of the mind. For example, an early and influential overview of evolutionary 
psychology’s basic theoretical commitments includes the observation that 
“in addition to adaptations, the evolutionary process commonly produces two other 
outcomes visible in the designs of organisms: (1) concomitants or by- products of 
adaptations (recently nicknamed ‘spandrels’; Gould and Lewontin 1979); and (2) 
random effects” (Tooby and Cosmides 1992, p. 62). And evolutionary psych olo-
gists have at times actively favoured alternatives of these types. For example, 
Pinker (1997) holds that music cognition is a byproduct, Boyer (2003) that con-
cepts of supernatural agents in religious and spiritual thought are byproducts, 
and Kurzban et al. (2001) that racial thinking is a byproduct.33 In any case, the 

32 For discussion of some examples, see Chapters 14 and 15.
33 We will return to Kurzban et al.’s work on racial cognition later (see Chapter 15). For the 

moment, we will merely note that part of the reason to suppose that racial thinking isn’t an adaptation 
is that ancestral conditions wouldn’t have given rise to selection pressure for racial classification. This 
is because ancestral hunter- gatherers wouldn’t have travelled sufficient distances in their lifetimes to 
encounter individuals with the type of systematically different superficial physical characteristics 
associated with being considered to be of a different race—another example of a reasonable 
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key point for us is that whether a hypothesis that posits a particular type of psy-
cho logic al structure as being part of the acquisition base sees this structure as an 
adaptation is simply irrelevant from the perspective of the rationalism- empiricism 
debate. All that matters is whether there are good independent grounds to sup-
pose that the structure is in fact part of the acquisition base.

This leaves us with the charge that explanations in evolution psychology are so 
flexible that they can accommodate nearly any behavioural outcome. This last 
criticism rests on a misunderstanding of how evolutionary psychologists explain 
human behaviour. Evolutionary psychologists quite reasonably postulate systems 
that can produce different reactions, including contrary reactions, depending on 
contextual factors. These context- sensitive reactions are part of what make the 
cognitive architecture flexible, reflecting the differing pressures on fitness that 
ancestral hominids would have faced. A disposition for long- term pair bonding 
(given the right conditions) along with a disposition to seek sex outside of long- 
term partnership (given the right conditions) is no less explanatory than, say, a 
disposition to eat in some circumstances (one is hungry and the meat is fresh) 
and a disposition to not eat in others (one is hungry but the meat shows clear 
signs of being rotten, and so is dangerous to eat) (Kurzban 2002).

Finally, we should note that while we think that what really matters for ration-
alism isn’t whether a given psychological trait is an adaptation but just whether it 
is part of the acquisition base, we think that adaptationist thinking can neverthe-
less be a valuable research tool, and the claim that a given psychological trait is an 
adaptation can sometimes be quite compelling. Consider again the case of 
species- specific food aversions, which came up in connection with the argument 
from animals. The claim that certain animals possess cognitive adaptations for 
acquiring a food aversion isn’t needed to draw useful (rationalist) conclusions 
from the food- aversion studies reviewed in section 4.1. However, the overall pat-
tern in the data makes an adaptationist explanation very plausible all the same— 
one that can be used to guide further research. And this is exactly how the 
research has played out. Insightful early commentators noticed that both the dif-
ferential emphasis on taste in rats and the potentially long durations that pass 
between the “association” of stimulus and punishment make perfect sense from a 
biological and ecological perspective (see, e.g., Rozin and Kalat 1971). As general-
ist eaters, rats have to figure out which foods to avoid, and since the toxins in a 
food might not have an immediate impact, rats have to learn to avoid foods they 
may have eaten some time ago and not focus on the most immediate stimulus. 
A  food- aversion system that functions in this manner would have considerable 
adaptive  value. But notice that it would be useless for monophagous 
 feeders— animals that eat only one type of food and consequently have little 

evidence-based inference about the EEA that informs an evolutionary hypothesis but which plays no 
role in the testing of the hypothesis.
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choice in the matter. This reasoning subsequently led researchers to make predic-
tions about species that should, and species that shouldn’t, be able to acquire 
food aversions, predictions that have held up under experimental testing 
(Ratcliffe et al. 2003).34 Later, we will come across a number of similar examples 

that pertain to human psychology— examples in which evolutionary thinking has 
had a substantial payoff in vindicating rationalist views of the acquisition base.

Evolutionary psychology and evolutionary theorizing about the mind have 
been the subject of much acrimonious debate. Our conclusion here is not that all 
work under these banners is unproblematic— it is not— but only that such work 
isn’t systematically undermined by the sorts of objections that we have been dis-
cussing and consequently that theorists should evaluate particular rationalist 
arguments and claims which involve an element of evolutionary theorizing using 
the same criteria as apply to rationalist or empiricist hypotheses that are not tied 
to evolutionary theorizing.

4.3 Conclusion

In this chapter, we have considered a range of fundamental challenges to rational-
ism as an approach to the origins of different sorts of psychological traits. These 
challenges are often thought to show that rationalism is so flawed that it can be 
rejected without having to examine in any detail particular rationalist theories or 
the evidence that proponents have offered on behalf of such theories. We have 
argued that none of these challenges systematically undermine rationalist 
accounts in this way. In fact, many of these arguments involve mistakes and con-
fusions and in the end don’t actually raise any substantive difficulties for rational-
ism at all. We have also seen that a strong preliminary case can be made for 
rationalism built around the poverty of stimulus argument and the argument 
from animals. The upshot of these considerations, we would argue, is that ration-
alism is not only a viable general theoretical framework, but one that is deserving 
of serious attention.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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34 As we saw in section 4.1, the monophagous feeders (vampire bats) weren’t directly compared to 
rats in these experiments. They were compared to other species of bats, ones with varied diets. As a 
result, the adaptationist explanation made two substantive and correct predictions— that the vampire 
bats wouldn’t develop the taste aversion and that the other species of bat would.



5
Abstraction and the Allure of Illusory 

Explanation

Our aim in Part I is to comprehensively rethink the rationalism empiricism 
debate regarding the origins of cognitive traits. So far, in Chapters 2 through 4, we 
have outlined our positive account of how to understand rationalism and empiri-
cism, we have addressed concerns about the coherence and value of the debate 
between rationalism and empiricism (particularly with reference to the global 
debate about the origins of psychological structures in general), and we have 
addressed a series of concerns regarding the viability of rationalist accounts 
within this global debate. Our discussion in these chapters has been aimed at 
establishing a theoretical framework for understanding the rationalism- 
empiricism debate that can make space for and encourage a productive debate 
between rationalists and empiricists regarding the origins of cognitive traits while 
addressing some of the biggest misunderstandings responsible for resistance to 
such productive engagement with the debate and to rationalist accounts in 
particular.

This chapter begins our shift toward focusing on the rationalism- empiricism 
debate as it applies to the origins of concepts in particular. The central aim of this 
chapter is to highlight and address a type of resistance to rationalist accounts that 
differs from those that we discussed in the previous chapter in that it tends to 
operate below the surface. The resistance stems from a cognitive bias that can 
illicitly lead to empiricist accounts seeming to be obviously correct. When this 
bias is active, rationalist accounts are often not seriously entertained as compet-
ing alternatives. The underlying bias responsible for this dynamic has to do with 
what we call the allure of illusory explanations. This refers to the tendency 
for explanations that are essentially vacuous to fail to be recognized as such in 
 certain contexts.

Illusory explanations that paper over the complexity of a psychological cap-
acity can often seem to be perfectly satisfactory in the context of the rationalism- 
empiricism debate, making alternative accounts appear to be needless and 
extravagant. We will see that historically this tendency has been a major factor in 
fostering an unwarranted presumption in favour of empiricism. To illustrate this 
point, we will work through a case study involving one of the most enduring ideas 
about conceptual development— the idea that much conceptual development is 
grounded in a process known as abstraction. We will show that historically 
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influential empiricist accounts of the origins of general representations— accounts 
that rely heavily on the process of abstraction— turn out to be illusory ex plan-
ations. The chapter then turns to a brief digression from the main line of argu-
ment in Part I. Having argued that traditional accounts of abstraction offer only 
illusory explanations, we sketch the outlines of a new framework for understand-
ing abstraction in which abstraction can offer a substantive account of conceptual 
development. We also briefly explore the question of what theories in this frame-
work might tell us about the origins of concepts. One of our main conclusions is 
that the process of abstraction, once it is reimagined in this way, isn’t uniquely 
suited to empiricist theorizing; it turns out to be equally compatible with 
rationalism.

5.1 Illusory Explanations of Cognitive Capacities

To get an initial sense of the problem of the allure of illusory explanations before 
we turn to its application in conceptual development, we will begin by looking at 
the problem in the context of the intellectual climate at the origins of the cogni-
tive revolution and the beginning of contemporary linguistic theory. A persistent 
theme in much of Chomsky’s early theoretical work involved highlighting the 
inadequacies of empiricist explanations of the origins of know ledge of language 
that were formulated in terms of linguistic habits being the product of processes 
seen as involving something like training, instruction, or conditioning.

Chomsky noted that although this type of account was held by many of the 
most prominent theorists of the time in linguistics (Bloomfield), philosophy 
(Quine, Wittgenstein), and psychology (Skinner), it was not really an explana-
tory account grounded in observations so much as a set of “a priori assumptions 
about what [these theorists] believe must take place” (Chomsky 1966, p. 144). 
Though this approach to explaining the origins of language was widely seen as 
being obviously correct, even truistic, Chomsky argued that, at best, the accounts 
offered were explanatory placeholders which, when subjected to scrutiny, turned 
out to be either clearly wrong or completely empty. Many of these explanations 
used quasi- technical terms like “generalization”, “analogy”, “habit structures”, and 
“dispositions to respond” which gave the appearance of a substantive explanation, 
but such explanations were manifestly false when they were understood using the 
official meanings of the terms. Chomsky noted that one could attempt to salvage 
such claims by reinterpreting them so that they effectively say nothing more than 
that language is acquired through some process or other involving experience 
with language. In that case, the claim that language is acquired via training or 
instruction is essentially vacuous.

In perhaps the most famous discussion of these issues— in his (1959) review of 
Skinner’s book Verbal Behavior— Chomsky showed that even the most detailed 
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and sophisticated attempt to develop this general approach to language faced this 
type of problem. Skinner’s account was framed using the terminology of scientific 
behaviourism (“stimulus control”, “response strength”, “stimulus generalization”, 
“history of reinforcement”, and so on) which ostensibly picks out purely objective 
physically describable variables for explaining behaviour. However, Chomsky 
pointed out that if these explanations were understood in terms of the official 
account, the theory has no chance at all of explaining even the most basic facts 
about our knowledge of language. And in practice, the terms were used in so 
loose a manner that they had no substantive connection with either their tech-
nical or their ordinary uses. As a result, the explanations offered by the theory are 
simply illusory.

By way of illustration, consider Chomsky’s discussion of a hypothetical case 
where a person is shown a painting by a Dutch artist. On Skinner’s account, the 
painting acts as a stimulus that elicits a verbal response, and the utterance that 
ends up being produced depends on the speaker’s prior history of reinforcement. 
This response is said to be under the control of the stimulus. In this situation, one 
might respond by commenting on the style of the painting, saying something like 
Dutch! But as Chomsky notes, one might equally instead say any of the following: 
“Clashes with the wallpaper, I thought you liked abstract work, Never saw it before, 
Tilted, Hanging too low, Beautiful, Hideous, Remember our camping trip last 

 summer?” (Chomsky 1959, p. 31) or any of a multitude of other things.
The point is that, in any given situation, there is an enormous range of differ-

ent things a person might say and consequently there is no substantive sense in 
which what is said can be understood as being controlled by the stimulus. The 
obvious way to see the situation is that what is said depends on what the speaker 
believes (about the painting, the situation, etc.), what the speaker’s goals, prefer-
ences, and desires are, and of course the speaker’s understanding of language. But 
understanding the situation in these terms is simply abandoning any pretence of 
understanding what is said as being in accordance with stimulus generalization, 
response strength, the speaker’s history of reinforcement, or the other variables 
that Skinner’s theory officially has at its disposal.

Similarly, Chomsky notes that on the model that one’s utterances of the word 
“chair” are under the stimulus control of chairs, one might equally hold that 
utterances of “Eisenhower” and “Moscow” are under the stimulus control of 
Eisenhower and Moscow— despite the fact that most of us make such utterances 
without ever having any direct contact with either Eisenhower or Moscow. But if 
an utterance can be under the control of a stimulus that one has never encoun-
tered, and if (as we just saw) one might make pretty much any utterance in 
response to a given stimulus, then the terms “stimulus” and “response” are being 
used in a way that is completely disconnected from the scientific theory they 
derive from and that is ultimately supposed to account for linguistic behaviour. 
So, while these sorts of explanations were not only taken very seriously but, in 
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broad outlines, were taken to be obviously correct by the leading theorists of the 
time, they weren’t really explanatory at all. They offered only an alluring but 

ul tim ate ly illusory form of explanation.
Although Chomsky’s central concern was with the origins of language, similar 

issues arise for other aspects of cognition, including, as we will see, the origins of 
concepts. While work in psychology (including contemporary work in cognitive 
science) has not been immune to the allure of illusory explanations, this allure 
has been especially problematic in philosophy, particularly in approaches that 
rely heavily on introspection in developing explanations of psychological 
 phenomena.1 One consequence of this overreliance on introspection is an inability 
to recognize the complexity of the very phenomenon at issue and therefore to 
even attempt to capture this complexity in explanations of the phenomenon. The 
resulting superficial explanations can create the illusion of fully accounting for 
those aspects of cognition that are at issue.

An overreliance on introspection is problematic in developing explanations of 
psychological capacities because introspection provides essentially no access to 
most of the psychological activity that is involved in such capacities. Introspection 
is largely blind to the internal working of psychological capacities like vision, 
memory, language, decision making, reasoning, and categorization, as well as 
those involved in cognitive and conceptual development.

Consider, for example, the process of segmenting a spoken sentence into its 
constituent words. Introspection doesn’t tell us anything about how we manage to 
do this. In fact, to the extent that it does tell us anything at all, what it tells us is 
very misleading. A common and natural supposition outside of cognitive science 
is that, just as there are spaces between words in a typed sentence, so there are 
spaces between spoken words in the stream of sound when people speak. But 
normally there are no such spaces. One way to see this is to listen to someone 
speaking in an unfamiliar language. Their speech will often sound like it is in 
“high speed” mode with no gaps at all. This is because spoken language isn’t like 
the words on a page; there are no drops in acoustical energy to mark the word 
boundaries. So how do we manage to pick out each word? From the perspective 
of an ordinary speaker, relying only on introspection, the most that can be said is 
“I just do it”.

As a statement about the phenomenology of language, this is unobjectionable. 
But comparable “explanations” have been given by some philosophers who have 

1 Unsurprisingly, lay explanations of cognitive development are also subject to the allure of illusory 
explanations. For example, a common type of lay explanation takes children to be like sponges “soak-
ing up” information around them. In light of this kind of explanation, rationalist accounts can seem 
implausibly complex. But without an account of the sponge- like quality of young minds, we aren’t 
actually being told anything more than that children are prodigious learners. The appearance of 
explanation here is merely illusory. Moreover, for all that such accounts say, it could be that the reason 
why children are able to soak up information so easily is precisely because they have a rich innate 
endowment that guides their learning in particular ways in a variety of domains.
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taken them to be fully satisfactory, as if nothing more needs to be said. Striking 
examples of this kind can be found in Wittgenstein, one of the most influential 
thinkers of the last century. A major recurring theme in his writings is his disdain 
for efforts at explaining ordinary psychological phenomena by positing inner 
states and processes. In the opening section of the Philosophical Investigations, he 
famously says “Explanations come to an end somewhere”, implying that we 
shouldn’t suppose that psychological abilities (categorizing, reading, attributing 
thoughts to others, etc.) have explanations in terms of inner states and processes 
(Wittgenstein 1953, p. 2). He advises us to “try not to think of understanding as a 
‘mental process’ at all” (Wittgenstein 1953, p.61). Later in the Philosophical 

Investigations, Wittgenstein considers and rejects the possibility of there being 
mental processes underlying memory and recollection. “ ‘There has just taken 
place in me the mental process of remembering . . .’ means nothing more than: 
‘I have just remembered . . .’ ” (p. 306; ellipses in original). Wittgenstein isn’t merely 
remarking on what it is like to experience remembering something, the feeling 
that it just happens. In passages like these, he is warning readers not to be tempted 
by the desire for a deeper account— really, any account— as there is nothing 
further to say about the matter.2 But, of course, if the explanation of cognitive 
development amounts to no more than “you just do it”, accounts that posit a rich 
rationalist acquisition base and rationalist learning mechanisms (whose existence 
and operations are invisible to introspection) will seem excessive and extremely 
implausible.

One might have thought that these sorts of objections to scientific psy cho-
logic al explanations would no longer have much sway. However, contemporary 
philosophers in a number of influential philosophical traditions continue to be 
attracted to remarkably superficial explanations of psychological abilities. 
Consider John McDowell’s remarks on cognitive development, which arise in the 
context of his influential and highly regarded views on concepts (McDowell 
1994).3 McDowell maintains that prelinguistic children do not have genuine con-
cepts and thoughts and cannot engage in reasoning, since, in his view, these 

2 To the extent that Wittgenstein has an argument for this view, it’s that the absence of conscious 
access to an internal process shows that such processes aren’t real (e.g., at another point in the 
Philosophical Investigations, he writes: “I said that when one reads the spoken words come ‘in a spe-
cial way’: but in what way? Isn’t this a fiction? . . . Read the letter A.—Now, how did the sound come?—
We have no idea what to say about it” (1953, p. 67)). However, it can hardly count as evidence against 
postulated unconscious mental states and processes that we have no conscious experience of them. If 
unconscious mental states and processes exist, then by their very nature, we shouldn’t have conscious 
access to them. Wittgenstein is essentially in the same position as someone who rejects the existence 
of microscopic organisms on the grounds that they can’t be seen by the naked eye. Given that the 
theories that postulate their existence are themselves telling us that microscopic organisms aren’t vis-
ible to the naked eye, the fact that they can’t be seen in this way is hardly a reason for concluding they 
don’t exist.

3 When McDowell makes these claims about concepts, he is adopting a different philosophical 
account of concepts than the one that we are using. However, this doesn’t affect our criticism here. We 
discuss his alternative view of concepts (which takes concepts to be the meanings of natural language 
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require natural language.4 So how then do infants make the transition from their 
prelinguistic condition to become rational adults with genuine concepts and 
thoughts? According to McDowell:

This transformation risks looking mysterious. But we can take it in our stride if, 

in our conception of the Bildung that is a central element in the normal mat ur-

ation of human beings, we give pride of place to the learning of language. In 

being initiated into a language, a human being is introduced into something 

that already embodies putatively rational linkages between concepts, putatively 

constitutive of the space of reasons, before she comes on the scene. This is a 

picture of initiation into the space of reasons as an already going concern; there 

is no problem about how something describable in those terms could emanci-

pate a human individual from a merely animal mode of living into being a full- 

fledged subject, open to the world. (p. 125)

In short, McDowell’s answer is that the rational relations between concepts that 
need to be acquired appear in language itself.

But this view is highly problematic. The explanation that McDowell’s reply 
offers is essentially an illusory one as he fails to recognize that it immediately 
raises the question of how children are able to be “initiated into a language” in the 
first place (Laurence and Margolis 2012a). McDowell’s account requires that chil-
dren come to grasp the rational linkages in language despite not having any con-
cepts or the ability to reason. But how could a child come to appreciate these 
rational linkages without engaging in some form of reasoning? The mere fact that 
language itself “embodies putatively rational linkages between concepts” cannot 
explain this accomplishment, since pet hamsters and potted plants— even ones 
whose human caretakers talk to them on a daily basis— do not learn language. If 
the noises, marks, and gestures in language convey reasons or exhibit aspects of 
rationality, they do so only for beings who are able to understand and appreciate 
these things.

Although McDowell claims otherwise, his account does nothing at all to 
remove the mystery of how children can learn language when it is assumed that 
they come to this task without genuine concepts, thought, and reasoning abilities. 
What’s missing is any recognition that something has to be said about learners’ 
minds and how they are able to appropriately process the purported rational 
linkages in language.5 Any substantive explanation of how this is accomplished— or 
of how reading, memory, or virtually any cognitive capacity works— has to go 

words and not mental representations) in Chapter 6 and show how the psychological issues about 
conceptual development can be reformulated given an alternative view of concepts of this type.

4 McDowell is not alone in this view. See also Davidson (1975); Dummett (1993); and 
Brandom (2000).

5 Similar issues in related philosophical work have been highlighted by Rey (2001).



152 abstraCtIon and thE allurE of Illusory E xplanatIon

deeper by providing an explanation of how these processes actually work. And 
since these workings are not accessible to conscious introspection, this means 
that they will invoke unconscious states and mental processes.

As it turns out, there is overwhelming reason to accept that much of the mind 
is inaccessible to conscious introspection. In cognitive science, unconscious men-
tal states and processes function as theoretical posits that play crucial roles in 
detailed explanations of a wide range of everyday psychological abilities. It is no 
exaggeration to say that without unconscious states and processes, cognitive sci-
ence as we know it would not be possible. Virtually every substantive explanation 
of a cognitive ability relies extensively and ineliminably on the supposition of 
unconscious mental activity.6 As Dehaene (2014) notes regarding the unconscious 
processes underlying visual experience:

what we experience as a conscious visual scene is a highly processed image, 

quite different from the raw input that we receive from the eyes. We never see 

the world as our retina sees it. In fact, it would be a pretty horrible sight: a highly 

distorted set of light and dark pixels, blown up toward the center of the retina, 

masked by blood vessels, with a massive hole at the location of the “blind spot” 

where cables leave for the brain; the image would constantly blur and change as 

our gaze moved around. What we see, instead, is a three- dimensional scene, 

corrected for retinal defects, mended at the blind spot, stabilized for our eye and 

head movements, and massively reinterpreted based on our previous experience 

of similar visual scenes. All of these operations unfold unconsciously— although 

many of them are so complicated that they resist computer modelling . . . At a 

glance, our brain unconsciously infers the sources of lights and deduces the 

shape, opacity, reflectance, and luminance of the objects [we see]. (p. 60)

With the discovery and acceptance of the cognitive unconscious, the study of the 
mind was revolutionized in much the same way that astronomy and geology were 
revolutionized by the discovery and acceptance of deep space (the fact that the uni-
verse is vastly larger than prescientific thinkers supposed) and deep time (the fact 
that the Earth and the universe are vastly older than prescientific thinkers supposed).

In some ways it is surprising how long it took the unconscious to enter into the 
intellectual mainstream and why it has received so much resistance in philosophy. 
Philosophers are known for their theoretical imagination and their willingness to 
entertain highly speculative conjectures in an effort to explain perplexing phe-
nomena. The history of philosophy is replete with extraordinary theories— for 
example, that physical objects are really mental (Berkeley 1713/1975), that souls 

6 See, for example, standard textbooks discussing vision, language processing, learning, memory, 
categorization, and so on, such as, Frisby and Stone (2010); Gleitman et al. (2010); Gilovich et al. 
(2015); Schacter et al. (2017); Gazzaniga et al. (2019); and Baddeley et al. (2020).
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and bodies function independently but in parallel in a “preestablished harmony” 
(Leibniz 1714/1965), or that there is a distinct non- physical realm where the eter-
nal and unchangeable ideals of beauty and goodness exist as abstract entities 
(Plato 360 bCE/1992).

And yet despite this openness to unusual new ideas and to theories that are 
hardly commonsensical, the postulation of unconscious phenomena has often 
been deemed beyond the pale. For example, Locke (1690/1975) clearly thought 
that inaccessible psychological states verge on incoherence, a factor that played a 
major role in his argument against innate ideas:7

it seeming to me near a Contradiction, to say, that there are Truths imprinted on 

the Soul, which it perceives or understands not; imprinting, if it signifies any 

thing, being nothing else, but the making certain Truths to be perceived. For to 

imprint any thing on the Mind without the Mind’s perceiving it, seems to me 

hardly intelligible. If therefore Children and Ideots have Souls, have Minds, with 

those Impressions upon them, they must unavoidably perceive them, and neces-

sarily know and assent to these Truths, which, since they do not, it is evident 

that there are no such Impressions . . . To say a Notion is imprinted on the Mind, 

and yet at the same time to say that the mind is ignorant of it, and never yet took 

notice of it, is to make this Impression nothing. No Proposition can be said to be 

in the Mind, which it never yet knew, which it was never yet conscious of. (I.ii.5)

Likewise, consider Berkeley’s dismissive response to Descartes’ proposals 
regarding depth perception. In the Optics, Descartes made the prescient sugges-
tion that perceived distance in vision is based on a form of geometrical reasoning 
“quite similar to that used by surveyors when they measure inaccessible places by 
means of two different vantage points” (1637/1985, p. 170). In this case, the two 
vantage points are given by the positions of the eyes: “When our two eyes A and 
B are turned towards point X, the length of the line AB and the size of the two 
angles XAB and XBA enable us to know where the point X is” (1637/1985, p. 170). 
Berkeley would have none of this. The problem, as he saw it, was that no one is 
aware of the processes of geometrical reasoning that Descartes claimed to be 
involved in visual distance perception:

I appeal to any one’s experience, whether, upon sight of an object, he compute 

its distance by the bigness of the angle made by the meeting of the two optic 

axes? Or whether he ever think of the greater or lesser divergence of the rays, 

which arrive from any point to his pupil? . . . Every one is himself the best judge 

of what he perceives, and what not. In vain shall all the mathematicians in the 

7 See De Rosa (2004) for an argument that Locke’s case against innate ideas is unsuccessful pre-
cisely because he fails to take seriously the possibility of unconscious mental states.
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world tell me, that I perceive certain lines and angles which introduce into my 

mind the various ideas of distance; so long as I myself am conscious of no such 

thing. (Berkeley 1709/1975, p. 10)

In hindsight, however, there is no question that Berkeley got this wrong and that 
the source of his error was the fact that he readily inferred that these representa-
tions couldn’t be involved in computing distance if they weren’t consciously 
accessible in introspection. There is now overwhelming evidence that depth per-
ception is resolved, in part, by the sorts of factors that Descartes had identified. 
As Carey (2009) has remarked in discussing this exchange between Berkeley and 
Descartes, “there is hardly any classical debate from the history of philosophy of 
mind that has been more conclusively settled” (p. 31).

Scepticism about unconscious states and process among philosophers never 
fully dissipated. In some ways, it only intensified in the twentieth century in reac-
tion to Chomsky’s rationalist proposals regarding unconscious rules of grammar.8 
And while most philosophers of mind and cognitive science today are happy to 
acknowledge the existence of unconscious states and processes, there remains 
continued resistance to theories that postulate them among some very influential 
contemporary philosophers.

Much of our discussion in this section has focused on philosophy and on his-
torical examples of the allure of illusory explanation. Such examples can be par-
ticularly useful ones to consider because it can be easier to recognize this bias in 
hindsight with the benefit of some additional theoretical distance and because 
some of these examples offer especially clear illustrations of the bias. This is not 
to say, however, that contemporary scientific accounts in cognitive science are 
immune to this bias. They aren’t.

One place where we take these kinds of issues to be in play is in connection 
with the way that the technical concept of an affordance sometimes gets used. An 
affordance is a potential way that an organism can interact with an object owing 
to both the features of the object and the organism’s body (Gibson 1979). For 

8 For example, in a discussion that strongly echoes Locke, Goodman (1967) offered a scathing cri-
tique in which he proclaimed that the very idea of mental states that can’t be brought to conscious 
awareness is unintelligible:

a: . . . Now I gather that the theory here proposed is that certain ideas are implanted in the mind as 
original equipment.

J: Roughly that.
a: And being ideas, they are in consciousness?
J: No, not necessarily; not even usually.
a: Then they are in the subconscious mind, operating upon cognitive processes, and capable of being 

brought into full consciousness?
J: Not even that. I may have no direct access to them at all. My only way of discovering them in my 

own mind may be by the same methods that someone else might use to infer that I have them, or 
I to infer that he does.

a: Then I am puzzled. You seem to be saying that these innate ideas are neither innate nor ideas. 
(pp. 27–28)
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example, a chair has the affordance of sitting- on (being sitting- on- able) for most 
adults, given the shape, size, and sturdiness of typical chairs and the normal 
range of motion and postures that people can comfortably undertake. There is 
nothing wrong with this notion of an affordance in itself. However, there is a dan-
ger in relying on affordances in explanations of cognition, given how easy it is to 
slip from the affordance being present— in the sense that this type of organism- 
object interactions is biomechanically possible— to a much more loaded sense in 
which the presence of the affordance means that such interactions are recognized 
for what they are simply by virtue of the objects themselves being perceived.

A young child’s shoelace may have the affordance of being tie- able, and the 
child may want to secure her shoe and have the biomechanical potential to draw 
the lace ends together to form a knot. But that doesn’t mean that she can mentally 
represent the tie- ability of the laces or that she knows how to tie them. Likewise, a 
juvenile chimpanzee may want the termites that are encased in a log and have the 
biomechanical potential to retrieve them using a twig. But that doesn’t mean that 
the termite- extraction affordance of a twig is part of its psychology, since juvenile 
chimps haven’t yet figured out how to use them in this way. Affordances of these 
types are often seen as explaining how an agent comes to possess a cognitive 
capacity, but on their own, they don’t explain anything at all. The illusory ex plan-
ation here is fundamentally of the same type as that involved in McDowell’s illu-
sory explanation of language learning. An agent’s ability to recognize an 
affordance that an object offers cannot be substantively explained merely by the 
fact that the object has that affordance. The real explanation only begins when an 
account is given of how such affordances come to be recognized and appreciated.9

To be clear, we are not saying that the problem of illusory explanations is a 
problem for all empiricist accounts. It isn’t. And we will be discussing many sub-
stantive empiricist explanations later in the book. However, the allure of illusory 
explanations has historically been a persistent issue affecting empiricist accounts, 
and has been a significant factor when it comes to understanding why rationalist 
explanations of many cognitive phenomena haven’t been given serious con sid er-
ation.10 Given how easy it has been for even the most gifted philosophers to fall 
prey to the allure of illusory explanations, it is important to consider an example 

9 In later chapters, we will see further examples of seemingly explanatory accounts which in real-
ity only provide illusory explanations in connection with a number of current large- scale empirical 
research programmes in cognitive science (see Chapters 12 and 21).

10 It’s worth noting there are also contexts outside of the rationalism- empiricism debate where illu-
sory explanations have proven to be tempting. One of these is in the context of explanations that 
incorporate neuroscientific details. When people are given a choice between two explanations for a 
psychological phenomenon only one of which includes neuroscientific details, the explanation that 
includes them is often found to be more satisfying— even when the neuroscientific details are com-
pletely irrelevant and so don’t contribute substantively to the explanation (Weisberg et al. 2008). 
A similar pattern has been found regarding people’s assessment of other types of scientific explanations, 
including ones in biology and chemistry. More reductionistic explanations are often preferred even 
when the reductive information does not contribute substantively to the underlying logic of the 
ex plan ation (Hopkins et al. 2016).
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that is more directly connected with the origins of concepts, the main question in 
this book. The example we will discuss is of both historical and contemporary 
interest— offering an especially clear case in the history of empiricist thought, 
while at the same time, involving a type of psychological process that can be 
reimagined in a way that is directly relevant to ongoing research in cognitive 
science.

5.2 Abstraction as a Theory of the Origin 
of General Representation

Our central case study of an illusory explanation of conceptual development 
involves what is perhaps the single most important type of positive empiricist 
account of conceptual development in the history of philosophy. It has dom in-
ated philosophical thinking about conceptual development for centuries, with 
variants having been proposed by virtual every major empiricist philosopher, 
including John Locke (1690/1975); Bishop George Berkeley (Berkeley 1710/1975); 
David Hume (1739/1978); Thomas Reid (1785/2002); John Stuart Mill (1882); 
William James (1890); and Bertrand Russell (1912), among others. The fact that 
the key features of this account have persisted through generation after gen er-
ation of leading philosophers, and the fact that it was absolutely central to their 
empiricism, highlights just how difficult it can be to recognize an illusory ex plan-
ation for what it is and how strong the allure of such explanations can be.

The account in question is that certain core aspects of conceptual development 
are made possible through a process known as abstraction. What is abstraction? 
Roughly speaking, it is a form of perceptual learning that is supposed to explain 
how general representations can be learned through observation. For example, it 
might be thought that a colour concept like rEd is acquired via abstracting the 
concept from perceptual experiences of a number of red objects.

Arguably the most important discussion of abstraction is in Locke’s (1690/1975) 
An Essay Concerning Human Understanding. As we will see, Locke’s account is 
deeply flawed, but his discussion is nonetheless singularly illuminating and high-
lights issues of continuing contemporary relevance. Distinguishing general ideas 
(representations that denote types of objects or events) from particular ideas 
(representations that denote specific individuals), Locke famously claims that 
abstraction doesn’t just explain where some general representations come from. It 
is meant to be the source of all general representations.11

11 In this section, we will often use the term general representation in place of Locke’s term general 
idea. This term is intended to capture both conceptual and nonconceptual general representations 
(and likewise, we will extend our use of the small caps notation to cover all general representations for 
this section). We discuss the distinction between conceptual and nonconceptual representations in 
the next chapter. The conceptual/nonconceptual distinction is not one that Locke made, and 
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According to Locke, abstraction is the power of mind that involves “separating 
[Ideas] from all other Ideas that accompany them in their real existence; this is 
called Abstraction. And thus all its General Ideas are made” (1690/1975, II.xii.1). 
Locke gives several examples that are meant to illustrate the workings of abstrac-
tion. Regarding the origins of the general representation whItE, he writes:

the same Colour being observed to day in Chalk or Snow, which the Mind yes-

terday received from Milk, it considers that Appearance alone, makes it repre-

sentative of all of that kind; and having given it the name Whiteness, it by that 

sound signifies the same quality wheresoever to be imagin’d or met with; and 

thus Universals, whether Ideas or Terms, are made. (II.xi.9)

The claim is that a general representation for a simple quality is formed by (in 
some sense) leaving out specific details about where and when it originated, as 
well as other ideas that may have initially accompanied it. Later, Locke discusses 
a different kind of example— the formation of a complex idea. He suggests that 
children may acquire man by first attending to particular individuals, such as 
their nurse or mother, and later observing that other things resemble them. This 
leads children to:

frame an Idea, which they find those many Particulars do partake in; and to that 

they give, with others, the name Man, for Example. And thus they come to have 

a general Name, and a general Idea. Wherein they make nothing new, but only 

leave out of the complex Idea they had of Peter and James, Mary and Jane, that 

which is peculiar to each, and retain only what is common to them all. (III.iii.7)

There is debate as to how best to interpret Locke’s remarks about the nature of 
abstraction and even whether he has a single account. This is understandable, 
since there is some unclarity about whether Lockean general ideas are formed by 
retaining the full representations associated with the particular objects that an 
agent perceives. To some readers, it sounds like the full representations are 
retained and that abstraction involves attending to certain features as opposed to 
others. However, to other readers, there is the suggestion that an abstract idea 
may involve the construction of a new representation, one that takes some  
features from the representations of particular objects while omitting others.12 

unsurprisingly his use of the notion of a general idea blurs the distinction as it is variously understood 
by contemporary theorists. For present purposes, the key point is that Locke sought to explain the 
origins of all general representations via abstraction. For Locke, as for many other empiricists, 
generality— that is, the ability to represent what particular things are taken to have in common— is not 
something that is built into the mind. It must be learned.

12 See Mackie’s (1976) description of abstraction as selective attention and Dancy’s (1987) contrast-
ing claim that abstraction is subtraction.
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Regardless of what the right story is about Locke, it is clear that he views abstrac-
tion as a process that is grounded in perception and that operations on the repre-
sentations resulting from contact with particulars are the source of the ability to 
represent far more than the items that were originally perceived— not just this 
white paper but all white objects, not just this man but all human beings, 
and so on.

But how exactly can abstraction be the source of literally all general ideas? To 
see the force of this question, we need to step back and consider more carefully 
what input gets the process going. If abstraction is to explain the origins of all 
general representations, what kinds of representations can it draw upon and how 
do they depict the particular objects that an agent perceives? We will argue that 
there are four models of the representational input that are available to Locke, 
but that when these models are fleshed out, it is clear that none of them can pro-
vide a satisfactory account of the origins of all general representations— and that 
reflection on these models shows how accounts like Locke’s, despite their enor-
mous influence, turn out to provide nothing more than the illusion of 
explanation.13

To simplify the discussion, we will suppose that the general representation 
whose acquisition we are trying to understand is whItE and that the experience 
from which it is abstracted is the visual perception of a snowball (or a number of 
snowballs). We can now rephrase the issue as identifying how the snowball is 
initially represented so that whItE can be acquired via abstraction from the 
ex peri ence. We will consider the four potential models in turn.

1. Individual-representations and feature-representations. The first model takes as 
input a combination of individual- representations (i.e., representations which 
function like names or demonstratives and represent individuals as individuals) 
and representations for each of the salient features of the experienced particular. 
Thus the snowball might initially be represented with such representations as 
that, Cold, sphErICal, and solId.

This model faces a number of problems, but the most serious is that it simply 
presupposes that the process of abstraction takes as input general representations. 
This clearly won’t do if the goal is for abstraction to explain the acquisition of all 
general representations, as the supposition that there are prior general represen-
tations will lead to a regress. Moreover, colour will undoubtedly be among the 

13 As we will see, these considerations also suggest that not only is it the case that abstraction can-
not plausibly be the source of all general representations, but that it is highly unlikely that any learn-
ing process could be the source of all general representations. If an organism has any general 
representations at all, then, in all likelihood, some of these must be innate. We should emphasize that 
our argument for this claim is intended as an inference to the best explanation, not a proof. We do not 
claim that it is logically impossible for all general representations to be acquired without there being 
some innate general representations. Rather, our point is that exceedingly austere empiricist models 
incur prohibitive explanatory costs.



salient general features of the snowball that would comprise the input to the 
acquisition process, and it would presumably be the perception of its colour that 
would support the acquisition of whItE. But then the process of acquiring whItE 
would depend upon prior representations that include, among others, the repre-
sentation whItE. The model is plainly circular. It ends up saying that whItE is 
the product of a process that takes whItE as its input.

2. Individual-representations only. In order to address the problem with the previ-
ous model, one might suppose instead that particulars are initially represented 
only by individual- representations without any general representations coming 
into it until abstraction has taken place.

We don’t know of any empiricists who have proposed a model of this kind, 
however, and for good reason. The problem is that individual- representations 
alone don’t provide enough information to get the process of abstraction going. If 
particular objects are represented simply as individuals, without representing any 
of their features, then the input just isn’t rich enough. After all, with the paradig-
matic individual- representations— demonstratives— the whole idea is that they 
represent their referents directly, conveying no information about what the repre-
sented objects are like. But if all the mind has to go on in representing two white 
objects is thIs and that, it would have no basis for cognitively grouping the two 
together and certainly no basis for bringing them under a specific general repre-
sentation such as whItE. By only representing the individual objects as such, the 
initial representations would effectively leave the agent representationally cut off 
from all the features of the objects.

Suppose, however, that we overlook the question of why different individual- 
representations get grouped together cognitively and simply allow that they are. 
Then a number of individual- representations could be combined, yielding a rep-
resentation like thIs and thIs and thIs (with each ‘thIs’ referring to one of 
three different white snowballs). Still, the resulting representation wouldn’t do for 
two reasons.

First, it lacks the representational breadth of whItE. whItE covers the full 
scope of white items and has open- ended application (including application to 
the many white objects that the agent hasn’t and won’t ever encounter), whereas 
the conjoined individual representations only pick out the particular objects that 
have been encountered. Second, it fails to single out the relevant feature that 
these objects have in common (whiteness, as opposed to, for example, spherical-
ity, coldness, snowballness, etc.). It’s one thing to represent whiteness (or to rep-
resent white things in general) and quite another to represent a number of 
perceived objects that happen to be white. But it’s the general representation 
whItE that we are after, not a representation of several things that, as it turns out, 
happen to be white. No finite conjunction of individual- representations of white 
things would constitute a general representation of whiteness. And, of course, if 
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abstraction requires an infinite conjunction of individual- representations, then 
it is not the type of process that finite creatures like ourselves could ever 
accomplish— no general representation would ever actually be acquired.

3. Tropes. The third possibility for what the input might be to a process of abstrac-
tion that is taken to be the source of all general representations is that this input 
consists of representations of what in contemporary philosophy are called tropes 
(Daly 1994).14 Tropes are somewhat counterintuitive for many people, but we can 
get at the basic idea in the following way. There are two aspects to what makes 
something a property (e.g., the property greenness, which a given leaf might 
have). One aspect is that properties constitute features of the object that have 
them (the leaf ’s greenness). The other aspect is that properties are the kind of 
thing that are in principle shareable. Other objects (another leaf, a grape, a blade 
of grass, etc.) might also have the same property. Tropes have the first aspect of 
properties in that they constitute features of particular objects, but they lack the 
second in that, by their very nature, they cannot be shared or possessed by differ-
ent objects. On the trope view, where the greenness of a particular leaf is a trope, 
this trope constitutes the feature of the leaf ’s being green, but the trope that is the 
leaf ’s greenness is a feature that cannot— even in principle— be something that 
any other object has. This is not merely because no other particulars happen to 
have that feature (that particular shade of green), but because by its metaphysical 
nature a trope just is the kind of thing that can only be possessed by a single 
individual— tropes aren’t multiply instantiable. So, on the trope view, when there 
are two green leaves, each possesses a trope which makes it green, and the 
trope that each possesses is utterly unique. It’s not something that is (or could be) 
instantiated by any other leaf.

Returning to the snowball example, the proposal is that the input to the pro-
cess of abstraction includes a representation of the snowball’s whiteness, where 
this is taken to be a trope that is inherent to the snowball; no other object can 
share this very whiteness. This model might be thought to combine the best elem-
ents of the previous two models without having any of their drawbacks. This is 
because this model restricts the input to the process of abstraction to representa-
tions of individuals and contains no representations of general features of objects 
(tropes being abstract individuals). At the same time, however, it offers the hope 
that the agent is no longer cut off from representing the features of the particulars 
she perceives, since it does in a way represent the features of objects. It is just that 
these features are not general features in that they can be possessed only by the 
single individual that has them (tropes being property- like entities). In this way, 
the proposal aims to ground abstraction in the representation of features while 

14 Historically, perhaps the most famous advocate of abstraction as grounded in the representation 
of tropes was Reid (1785/2002).



at the same time avoiding any general representations being illicitly smuggled 
into the foundations of the acquisition process.

Unfortunately, promising as this suggestion may initially appear, tropes don’t 
help. The problem is that the whiteness of a given snowball is constituted by its 
possession of a trope that constitutes the whiteness of this snowball and no other. 
A second snowball’s whiteness is constituted by something else entirely— its pos-
session of a different trope constituting its whiteness (even if the two snowballs 
are the very same shade of white). So, to represent the whiteness of two white 
objects, an agent would have to deploy two distinct representations, whItE

1
 and 

whItE
2
, to represent these two whiteness tropes as such. Because these represen-

tations are essentially of individuals (namely, the two tropes), this gives rise to 
exactly the same sorts of difficulties that arose for the previous model. In particu-
lar, there is a question about why these individuals (the two whiteness tropes) are 
to be grouped together and how representing them together yields a fully general 
representation as opposed to one that merely picks out the individuals that have 
been encountered thus far.15 And, just as with representations of conjunctions of 
particulars in the previous model, any representation of the form whItE

1
 and 

whItE
2
 (for any finite number of conjuncts of this sort) will always fall short of 

representing the open- ended character of whItE. Once again, it looks as if we 
need a richer source of input if we are going to explain how general representa-
tions are acquired.

4. Generality without discrete representations. Thus far, we have considered 
three general approaches to the question of what representations might ground 
the process of abstraction: (model 1) approaches that take a combination of 
representations of individuals as such and representations of features as such 
as input, (model 2) approaches that take only representations of individuals 
as such as input, and (model 3) approaches that take as input representations 
of particularized properties (tropes) as such. These come close to exhausting 
the options that ought to be considered. However, one further possibility 
is  that more complex metaphysical entities than individuals and features 

15 It may be tempting to think that some headway can be made on the question of why tropes are 
grouped together by holding that the agent also represents the similarity among these tropes. 
However, this approach flounders as soon as one considers the question of how this similarity would 
be represented. If it is represented through employing a general representation of the feature of simi-
larity, this would make the approach circular (as it would be taking general representations to be part 
of the input to the abstraction process, as in the first model we considered). On the other hand, if it 
instead employed further trope representations— for example, a trope representing the similarity 
between the trope constituting the whiteness of the first snowball and the trope constituting the 
whiteness of the second snowball— then we would again fall short of representing anything approach-
ing the open- ended character of whItE, instead merely representing the particular feature of the simi-
larity of these two tropes. And, further iterations of this type of strategy (e.g., attempting to represent 
the similarity of this similarity trope to another similarity trope) would only lead to a pernicious 
regress of trope representations (Laurence and Margolis 2012b).
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figure in the input and are represented as such— something akin to events or 
states of affairs.

The initial representations that form the input to the abstraction process in 
this case might be taken to be unstructured representations that manage to pick 
out these more complex entities without any components representing any 
objects, properties, or tropes that are present in the event. For example, a snow-
ball might be represented as being cold, spherical, and white but without separate 
representations corresponding to each of these features. The snowball’s being 
cold, spherical, and white would be represented by a single unstructured repre-
sentation (thIs-Is-Cold-sphErICal-whItE), not by a structured representation 
composed of distinct representations capable of independently representing the 
object and these several features (thIs, Cold, sphErICal, and whItE). In this 
way, whItE wouldn’t have to be a precursor to abstraction, nor would there have 
to be prior access to any other general representations corresponding to a par-
ticular’s features.16

Although this model isn’t obviously circular or inherently problematic for rely-
ing on input that is manifestly too austere, it won’t do either. One problem with 
the model stems from the productivity of human cognition— the fact that our 
minds can represent an indefinite number of distinct combinations of features. 
The best explanation of the productivity of human thought is that discrete mental 
representations are combined and recombined in accordance with a com pos-
ition al semantics, where the meanings of complex representations are a function 
of the meanings of representations that they are composed of and their manner of 
combination.17 However, the model under consideration (generality without dis-
crete representations) is built on the assumption that the representational system 
doesn’t have the compositional structure that this explanation requires. Instead, 
for each new combination of features attributed to an object there would have to 
be a corresponding new and unique primitive (that is, unstructured) representa-
tion. Taking such representations to be foundational, however, is singularly 
implausible given the sheer number of such representations that would be 
required to represent even a very small sample of what we can represent. Since 
for any n features there are 2n possible combinations of these features, this means 
that in order to represent a single object and just one hundred basic features 
and their combinations which it might possess— a grossly simplifying 
assumption— there would have to be 2100 distinct representations. That’s roughly 
1,250,000,000,000,000,000,000,000,000,000 distinct representations— about 
2.5 trillion times more representations than there have been seconds in the 

16 An account involving something like this kind of model seems to have been suggested in 
James (1890).

17 See Chapter 6 for further discussion of productivity and compositional semantics in relation to 
theories of concepts.



history of the universe.18 The truly staggering number of primitive representations 
at play is enough to undermine any model that relies wholly on unstructured 
representations.

But the problem with this model isn’t just the sheer number of primitive repre-
sentations that it would require. The real problem is with how it could account 
for our ability to acquire whItE from such representations as thIs-Is-Cold-
sphErICal-whItE without a representational basis for homing in on just the 
whiteness in the experience. To mentally focus on whiteness itself would seem to 
require the prior ability to represent whiteness as such, but this amounts to help-
ing ourselves to the general representation whItE. Once again, the account in 
question turns out to be circular. It cannot explain how the system could derive a 
representation of whItE from the input without presupposing that the system 
already has the ability to represent whiteness.

Locke took it to be simply obvious that abstraction explains conceptual develop-
ment and that it is the source of all general representations. “That this is the way, 
whereby Men first formed general Ideas, and general Names to them, I think, is so 
evident, that there needs no other proof of it, but the considering of a Man’s self, 
or others, and the ordinary proceedings of their Minds in Knowledge” (1690/1975, 
III.iii.9). But by attending to the details of how such a process might work, we can 
see that it is anything but obvious how abstraction could play such a role. While 
abstraction may seem to offer an explanation for the origin of all general repre-
sentations, it turns out that all four of the options for how abstraction might actu-
ally work abysmally fail to explain how it could do this. The failure is so profound 
that while it initially appears as if abstraction can provide such an explanation, 
this appearance turns out to simply be illusory. In each case, the account either 
presupposes elements that it claims to explain the origin of, or it simply does not 
have the resources to even begin to provide a substantive explanation of the 
explanatory target.

While our discussion has focused on Locke’s account, it is important to note 
that Locke was not alone in failing to appreciate the sorts of difficulties that we 
have been pointing to in which the explanation involving abstraction turns out to 
be illusory. It is just a particularly illuminating example to consider. Famously, 
Locke’s account of abstraction was rejected by Berkeley, and by Hume as well 
(largely based on Berkeley’s vigorous criticism of the account). However, Berkeley 
and Hume did not reject Locke’s account for the sorts of reasons that we have 
been pointing to. In fact, despite their spirited critique of Lockean abstraction, 
the alternatives to abstraction embraced by Berkeley and Hume turn out to face 

18 This comparison is based on the supposition that the universe is around fourteen billion years 
old (which is roughly 450,000,000,000,000,000 seconds).
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much the same sorts of problems as Locke’s account regarding the input to the 
process of abstraction and thereby the vacuity of the resulting account.19

Consider Berkeley’s own theory of the origins of general representations. 
According to Berkeley, a general representation arises as an image becomes used 
to represent a range of particulars that are similar to the one that the image ini-
tially picks out. In this way, a representation that is initially particular can become 
general. Berkeley gives as an analogy a drawing of a line in a geometrical proof. 
Although the line may be 1 inch long, it comes to represent all lines, not just 1 inch 
lines, because the proof doesn’t turn on its particular length:

And, as that particular line becomes general by being made a sign, so the name 

line, which taken absolutely is particular, by being a sign, is made general. And 

as the former owes its generality, not to its being the sign of an abstract or gen-

eral line, but of all particular right lines that may possibly exist, so the latter 

must be thought to derive its generality from the same cause, namely, the vari-

ous particular lines which it indifferently denotes. (Berkeley 1710/1975, intro-

duction, §12)

Hume described Berkeley’s treatment of general representation as “one of the 
greatest and most valuable discoveries that have been made of late years in the 
republic of letters” (1739/1978, I.i.7). But despite this high praise, it’s hard to see 
how Berkeley’s account is any improvement at all on Locke’s. Basically, we are 
told that an image achieves generality because it is used as a general representa-
tion. An agent starts out with an image of a particular and goes on to enlist it to 
reason about other things by ignoring irrelevant aspects of the image and focus-
ing on just the relevant ones. The problem with this account becomes apparent 
when we ask how the mind manages to achieve this feat.

19 Though it is not relevant to the main point that we are making here, it is worth pointing out that 
from a contemporary perspective, Berkeley’s criticisms don’t cut very deep in any case, since an advo-
cate of abstraction can simply drop the assumptions that these criticisms turn on. Berkeley attacks 
Locke’s construal of ideas as mental images and the view that these images can only represent what 
they resemble (Berkeley 1710/1975). Among other things, Berkeley points out that images are deter-
minate in ways that bar them from achieving the generality that Locke requires. For example, you 
can’t have an image of a generic man that represents men in general. To be recognizable as an image 
of a man, it would have to include specific details (e.g., size, shape, and colour) that might be true of 
some men but not of others. However, a contemporary advocate of abstraction needn’t be committed 
to the view that concepts or ideas are mental images or to the view that resemblance explains repre-
sentation, not even for the representations that subserve perceptual processes. We mention this in 
part because in the next section we will argue that there is a way of reconceiving abstraction, or at 
least an account that we think is still deserving of the name of abstraction, which can provide an 
important type of mechanism for the acquisition of at least some concepts— though, as we will see, 
this type of account would necessarily have to abandon Locke’s explanatory project and it would no 
longer be distinctively empiricist. Nonetheless, given the view we will defend in the next section, it is 
useful to see that Berkeley’s criticisms of abstraction lose their force when the assumptions they turn 
on are rejected.



Suppose the image is of a specific snowball that a child has just seen and that 
she ignores the depicted shape and texture, among other things, in the service of 
thinking about white things in general. To do this, she needs to selectively attend 
to the colour in the image. Yet Berkeley tells us nothing about how he proposes to 
account for the ability to selectively attend to certain aspects of an image while 
ignoring others. In order to psychologically focus one’s attention on whiteness, 
one must, in effect, represent whiteness. But in order to do this, the options are 
essentially those we considered above for the Lockean account. Representing 
only particulars, whether concrete particulars or tropes, doesn’t allow one to 
attend to whiteness as such. Employing a general representation of whiteness 
would of course allow one to attend to whiteness, but that would require prior 
possession of the general representation whItE and hence reintroduce the prob-
lem of circularity. And general representations aren’t really an option for Berkeley 
anyway, since the whole point of his treatment of generality is that it is supposed 
to do away with fully abstract general ideas.

The situation for Berkeley isn’t relevantly different than the situation for 
Locke.20 What’s remarkable about all of this is that such explanations have been 

20 Is there any type of account that could provide a substantive psychological- level account of the 
origins of all general representation? Our view is that such an account is unlikely and that a large part 
of the problem with the accounts of abstraction that we have been discussing— and the fundamental 
reason why they fail to provide substantive accounts of the origins of all general representations— is 
that at least some general representations have to be available to get any such acquisition process 
going. In other words, some general representations should be supposed to be innate.

Of course, there is always the possibility that there might be some further model of how abstraction 
gets started that we have not considered, one that can (somehow) account for the origins of all general 
representations. One possibility, for example, is an Aristotelean model where sensible forms are taken 
to be literally transmitted from an object through a perceiver’s sense organs into the mind. Adams 
(1975) succinctly describes such a view as follows: “Perception was interpreted as a transaction in 
which a form (the sensible form) is transmitted from the perceived object to the perceiver . . . There is 
something (the sensible form) which literally comes into the mind from the object. This theory of 
perception is the basis for the Aristotelian empiricist answer to the question, how we get our ideas” 
(p.  73). For contemporary theorists, this approach isn’t at all attractive as it treats perception as a 
nearly magical process. And in addition, it also faces a number of potent objections (Annas 1992). For 
example, if the shape of an object is literally transmitted from the object to the mind, why do objects 
exhibit perspectival differences in appearance (as when a coin has a circular appearance when viewed 
from above but an elliptical appearance when viewed from the side)? Why don’t we see the true 
 colours of objects in dim lighting? And why do we sometimes mistakenly take an object of one type to 
be of a different type?

There is also, of course, the option of abandoning the idea that the acquisition process is represen-
tational, taking all general representations to be acquired via a wholly non-psychological process. If we 
do that, then the input needn’t include any representations at all, much less general ones. All that is 
required are causal interactions with property instances. We will see later that a proposal along some-
thing like these lines has been made by Fodor (2008) as a general account of the origins of concepts. 
As theories of the origin of all general concepts, we think that such non-psychological accounts are 
decidedly unattractive. They effectively postulate mysterious neurological processes that inexplicably 
yield content- appropriate general representations simply on the basis of causal contact with the 
world. To explain the origin of all general concepts in this way is extremely implausible (see Chapter 
26 for discussion of Fodor’s proposal and the difficulties it faces). On the other hand, it seems entirely 
reasonable that there should be a non-psychological account of the origins of at least some general 
concepts— indeed this is effectively what it means to say that some general concepts are innate on the 
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put forward as though they were providing substantive developmental accounts 
of the origins of general representation and have been endorsed— and lauded— by 
generation after generation of empiricist philosophers who simply failed to notice 
that in fact such accounts only create the illusion of an explanation. And while the 
example of abstraction as an explanation of the origin of all general representa-
tions allows for a particularly nice illustration of this phenomena, we saw in the 
previous section that illusory explanations are not restricted to this case study. 
The targets of Chomsky’s critique were just as eminent and just as susceptible to 
illusory developmental explanations as the advocates of abstraction we have dis-
cussed here.

5.3 A New Framework for Theories of Abstraction

While the accounts of abstraction that we have just been looking at offered noth-
ing more than the appearance of explanation, we don’t think that this means that 
the idea of explaining aspects of conceptual development by a process something 
like that of abstraction is completely misguided or that it should just be aban-
doned altogether. In fact, we think that abstraction can actually be turned into a 
powerful account of conceptual development that can explain the origins of an 
important class of concepts. However, doing this— developing an account of 
abstraction that provides a substantive developmental explanation— requires 
shedding many of the details that empiricist advocates of abstraction have found 
most attractive about abstraction. In particular, we need to abandon some of the 
empiricist aspirations that have long been associated with abstraction, along with 
the claim that it can provide an explanation of the origin of all general 
representations.

In this section, we will present a new way of understanding abstraction that 
does just this. We believe that accounts based on this new understanding are still 
worthy of the name “abstraction” and that they can provide an important part of 
the story of how concepts are acquired. Spelling out this new understanding of 
abstraction and exploring some of its consequences will involve a small digression 
from our main line of argument in Part I. But the digression is of direct relevance 
to contemporary theories of conceptual development and is valuable both for the 
light it sheds on the space of options available in the rationalism- empiricism debate 
and for its instructive contrast with the illusory explanations provided by traditional 
accounts of abstraction. Rather than develop any particular version of abstraction 
based on this new understanding, our aim instead will be to sketch the broad 
outlines of a framework in which many specific accounts can be developed.

account we gave in Chapter 2, as such representations would be part of the acquisition base in virtue 
of not being acquired via a psychological- level acquisition process.
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The core idea behind our framework is that abstraction- based accounts involve 
a developmental process of moving from relatively specific— but nonetheless 
general— representations as input (e.g., a representation for a given shade of 
 colour or a narrowly circumscribed type of shape) and delivering representations 
with a greater degree of generality as output (e.g., broader colour or shape repre-
sentations such as rEd or trIangular). The relative specificity of the input rep-
resentations is able to capture the particularity of the represented qualities in 
experience— what is often called the fine- grainedness of perceptual experience. 
While the output representations can be seen as “abstracting” away from the par-
ticularities of the individually experienced colours, shapes, and so on, through 
being comparatively more general representations. This general approach to how 
the process of abstraction works is based on a suggestion that we take from 
W.  V.  O.  Quine’s treatment of learning in his paper “Natural Kinds” (Quine 
1969b). Though we reject many elements of Quine’s account of learning, we think 
that it contains an important kernel that can be adapted and expanded in various 
ways to provide a promising basis for understanding abstraction. For this reason 
we will refer to the framework we develop as a neo- Quinean framework for 
understanding abstraction.21 This framework makes it possible to explain how 
abstraction can account for the origins of many concepts without falling prey to 
the difficulties associated with the accounts of abstraction discussed in the previ-
ous section.

Let’s start by looking at Quine’s account, which is couched in terms of an 
account of word learning rather than as an account of concept learning. His 
account has three main components. First, Quine assumes that the learner can 
innately discriminate a range of fine- grained properties in the learning domain, 
for example, different shades of colour in learning colour words like “white” and 
“green”. These fine- grained discriminatory capacities provide the input to the 
process of abstraction. By building generality (albeit fine- grained generality) in 
from the outset in the form of general capacities for discriminating shades of 
 colour, Quine dramatically limits the scope of his account in comparison with the 
empiricist philosophers we discussed in the previous section. He doesn’t take 
abstraction to explain the origin of all general discriminatory capacities. 
Nonetheless, for Quine abstraction can explain how a general word like “white” 
could be learned on the basis of the fine- grained discriminatory capacities associ-
ated with particular shades of colour.

The second component of Quine’s account is a similarity metric. Quine 
assumes that the fine- grained discriminatory capacities are innately ordered in 
terms of similarity (an innate “spacing of qualities”), which he interprets behav-
iouristically. “A standard of similarity is in some sense innate. This point is not 

21 We should note, however, that Quine doesn’t describe himself as offering a theory of abstraction.
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against empiricism; it is a commonplace of behavioral psychology” (1969b, 
p. 123). Quine’s innate similarity metric incorporates a further element of innate 
generality, but it also facilitates learning, allowing the account to avoid the 
 difficulties that earlier empiricist accounts of abstraction had in capturing the 
similarity in the input without any innate general representations.

The third and final component of Quine’s account is a selection process. Quine 
assumes that learners engage in hypothesis testing, where overt behaviours (e.g., 
calling a colour sample “white”) are selected through positive and negative feed-
back in accordance with the principles of conditioning. The selection process 
operates in tandem with the innate quality space to isolate a region within that 
space corresponding to a conventional term (e.g., the white region within the 
innate similarity space). In this way, the innate similarity space can come to be 
partitioned in culture- specific ways.22

The structural features of Quine’s basic account— a set of innate fine- grained 
general discriminatory capacities, an innate similarity space, and a selection pro-
cess to isolate regions within that similarity space— provide the foundation to 
develop a workable theory of abstraction. However, the details of Quine’s account 
are problematic in various ways. The most serious difficulties stem from his 
behaviourism. Consider his explanation of the innate similarity space. Quine’s 
account of what it is to have an innate similarity space is essentially that we are 
innately disposed to respond to certain stimuli in a similar manner. “A response 
to a red circle, if it is rewarded, will be elicited again by a pink ellipse more readily 
than by a blue triangle” (1969b, p. 123). This explanation is little more than a 
restatement of the phenomenon to be explained. It is no better than saying that 
we tend to respond to certain stimuli similarly (thing to be explained) because we 
are innately disposed to respond to those stimuli similarly (proposed ex plan-
ation). True enough, but what we need to know is why people have the same 
response to the stimuli. This requires at least the outlines of an underlying 
psy cho logic al mechanism.

For this reason, a better account would be one that explains the innate 
sense of similarity in terms of an innate computational process operating over 
an  innate class of fine- grained mental representations, where features of the 
 representations and the computational process produce the similarity effects. 
Many computational- representational systems are possible, and this is not 
the  place to try to adjudicate between such accounts. We will assume that 
some  such account of similarity is the right way to proceed, as an account 
that  sticks purely to behavioural dispositions isn’t substantive. This is the 
first step in developing the neo- Quinean framework for understanding abstrac-
tion. And once a computational- representational system is used to explain the 

22 Quine also envisions more radical changes to the similarity space through further language 
learning, formal education, and the impact of science.
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similarity space, it is only natural to adopt representational versions of the other 

components of Quine’s account— the fine- grained discriminatory capacities and 
the selection process. So, our neo- Quinean framework will also include innate 
fine- grained general representations and a selection process that is a computa-
tional process— one that operates over a quality space of representational states, 
not a field of behavioural dispositions.23

The most important aspect of Quine’s account that needs to be addressed, 
however, is the character of the selection process. Quine narrowly focuses on a 
single type of selection process (hypothesis testing guided by conditioning). This 
is really only the tip of an iceberg of possibilities, however. Though a representa-
tional version of this suggestion can account for the acquisition of general per-
ceptual representations, accounts based on this idea constitute only one of the 
many possibilities for how a selection process might function, and the neo- 
Quinean framework should be taken to encompass the full range of such possi-
bilities. And while there are many ways the selection process may work that do 
not involve hypothesis testing, even among those that do, there will be differences 
in the assumptions they make.

Here we will just briefly mention some of the variables in terms of which such 
accounts might differ. (We will consider some examples of these different 
approaches in the next section.) At one end of the spectrum, the way that a region 
in the innate quality space is isolated might involve a relatively unconstrained 
process (e.g., it might involve a simple summation of positive instances, a min-
imal subspace including all positive instances, or simple regularly shaped regions 
containing all positive instances). At the other end of the spectrum, the way that a 
region in the innate quality space is isolated might involve a highly constrained 
process (e.g., it might involve selection from a prespecified and highly circum-
scribed hypothesis space, or a hypothesis space that evolves in an innately speci-
fied manner). In delimiting regions in the quality space, the abstraction process 
might also begin with a set of default regions that is broadened, narrowed, or 
otherwise altered through the selection process. The important point for present 
purposes is that a wide variety of options are available for the selection process, 
each of which isolates a region of the innate quality space in response to the fine- 
grained general representations that are taken as input in its own way.

23 Without a representational account of the selection process, we would need an explanation of 
why reinforcement has its effects on overt behaviour and would face difficulties arising from the fact 
that the principles of conditioning don’t apply to many instances of learning, including word learning 
(Chomsky 1959). Citing only external factors (the impingement of stimuli, the imposition of rewards, 
etc.) is inadequate, since these clearly don’t have the same effects on every physical system. There has 
to be something about the intrinsic character of the learning system that explains why conditioning 
shapes its responses. The best account that psychology has to offer is that, in many cases, the mech an-
ism is deeply cognitive. It’s because of the way that the contingencies of rewards and punishments are 
represented that the principles of conditioning have any purchase on changes in behavioural re gu lar-
ities (Gallistel 1990; Gallistel and Gibbon 2002).
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There are also a number of other important sources of potential variation in 
accounts within the neo- Quinean framework that Quine himself does not discuss 
but which ought to be included in the neo- Quinean framework. For example, the 
fine- grained representations that form the basis of abstraction needn’t always be 
innate. In some cases, they might be learned. Likewise, the innate quality space 
might not be developmentally fixed. The size of this space or the number and 
types of similarity dimensions might be altered. There is also no reason to have 
only one quality space in play. There could be multiple distinct quality spaces, 
and quality spaces that stand in different relations of psychological accessibility to 
one another. And, of course, another variable is the class of concepts that might 
be acquired by such a process. This is likely to include standard perceptual con-
cepts (e.g., concepts for colours, textures, and odours). But it might also include 
concepts for bodily sensations (pleasure, pain, heat, etc.) as well as concepts for 
amodal categories such as shape concepts and concepts for spatial relations, 
among others. Taken together, these and the previously mentioned sources of 
variation introduce considerable flexibility within the neo- Quinean framework. 
Since our aim is simply to sketch the general outlines of a framework for learning 
by abstraction, we won’t attempt to systematically explore all these different 
possibilities.24

In sum, the neo- Quinean framework that we are proposing takes the following 
form. Abstraction is a computational- representational learning process that oper-
ates over one or more quality spaces of fine- grained general representations that 
are ordered by one or more similarity metrics. These similarity metrics needn’t be 
simple. In fact, they might be quite complex and multifaceted. Abstraction 
involves a selection process which delimits or carves out regions of a quality 
space. This selection process can take many different forms. Despite the variation 
across these accounts, all accounts in the neo- Quinean framework have in com-
mon the fact that they build in sufficient structure as input to the process— some 
general representations organized in terms of a suitable similarity metric— to 
avoid the criticisms that were so damaging to the theories of abstraction discussed 
in the previous section.

If we return to the example of the general concept whItE, there are numerous 
alternative models for how such a representation might be acquired in the neo- 
Quinean framework. Just to get the feel of the framework, one possibility is a 
model much like the computational- representational analogue of Quine’s own 
account of colour words. In this case, a learner comes equipped for the task with 
general representations for different shades of white (among other colours), as 

24 However, see the next section for discussion of a small selection of possible models for the 
acquisition of colour concepts within the neo- Quinean framework and for their implications regard-
ing the rationalism- empiricism debate.
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well as an innate similarity metric that organizes her colour space. Then upon 
encountering different instances of white things (snowballs, paper, milk, etc.), she 
would represent the particular shades of those encountered objects, and through 

a process of positive and negative feedback, develop a representation that in corp-
or ates all of the shades that received a positive signal and none of the shades that 
received a negative signal.

This is just one example, but notice that such a model avoids the difficulties we 
raised in the previous section for Locke and others, specifically by abandoning 
the Lockean ambition of trying to explain the origins of all general representa-
tions via abstraction. Instead, the model works by supposing that some general 
representations are innate (e.g., the fine- grained but still general representations 
of particular shades of white). Abstraction, according to the neo- Quinean frame-
work, can’t account for all general representations, but that doesn’t matter, since 
no framework can account for the ability to learn all general representations. 
What this new framework does do, however, is very much in the spirit of earlier 
theories of abstraction in that it explains how certain concepts can be learned on 
the basis of fine- grained perceptual experience.

5.4 Why Our Framework for Understanding Abstraction Is 
Compatible with Rationalism as Well as Empiricism

The neo- Quinean framework has profound implications for the rationalism- 
empiricism debate. The first of these, which will be the topic of this section, is 
that abstraction as it is understood on the neo- Quinean framework is not a 
distinctively empiricist account of conceptual development. Although abstrac-
tion has historically been seen as an account of development that vindicates 
empiricism, as it is understood in the neo- Quinean framework, there is noth-
ing about abstraction per se that limits it to an empiricist psychology. 
Abstraction is equally compatible with rationalist views of the mind. Of course, 
abstraction is a learning process, but as we have emphasized in earlier chap-
ters, rationalists and empiricists do not disagree about whether learning is 
critical to development— they both agree that it is. Instead, their disagreement 
is about the character of the acquisition base (or what they take to be innate) 
and how learning takes place. In this section, we will consider some sample 
rationalist and empiricist accounts of abstraction for the domain of colour 
concepts.

Let’s begin with a sample account towards the empiricist side of the spectrum. 
Consider the following description provided by Regier and Kay (2009) of a view 
that should sound familiar:
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Debi Roberson and colleagues . . . [concluded] that “color categories are formed 

from boundary demarcation based predominantly on language” . . . subject to the 

constraint of “grouping by similarity”: namely, that categories must form con-

tiguous regions of color space. The implication is that apart from that rather 

loose constraint, category boundaries are determined exclusively by local lin-

guistic convention. (Regier and Kay 2009, p. 442)

Put in these terms, Roberson et al.’s position bears a striking resemblance to 
Quine’s (minus the behaviourism).

In support of their view, Roberson et al. point to cross- cultural evidence dem-
onstrating significant variation in colour concepts. For example, an important 
study reports that the Berinmo of Papua New Guinea use five basic colour terms 
that cross- cut the basic colour terms in English (Davidoff et al. 1999). One 
Berinmo term covers both yellow (i.e., what’s called yellow in English) and 
numerous shades that English speakers think of as green. On Roberson et al.’s 
account, colour concepts are learned by identifying different culturally salient 
regions within a common initial similarity space. Since there are only weak 
in tern al constraints on the learning process, colour concepts end up varying 
significantly across cultures.

This model is certainly more empiricist than many. While it does posit an 
innate set of fine- grained representations, an innate similarity metric, and an 
innate constraint on the selection process (which selects only continuous regions 
in the similarity space), the model employs a domain- general selection mech an-
ism, namely conditioning.

In contrast, what might a broadly rationalist account of concept learning via 
abstraction look like for colour concepts? One possibility would be a model that 
is based on the idea that certain portions of the innate colour space are innately 
privileged, creating an innate domain- specific bias in the selection process. One 
way that a view like this might be developed is suggested by a landmark cross- 
linguistic and cross- cultural study examining colour naming in over one hundred 
non- industrialized societies around the world (Regier et al. 2005). This study 
showed that the best examples of colours picked out by colour terms across all of 
the languages in these societies tended to cluster around the best examples of 
 colours picked out by the English terms “black”, “white”, “red”, “yellow”, “green”, 
and “blue”. A best example of a colour for a given colour term— also known as a 
focal colour— is a shade that is taken to be paradigmatic for the broader colour 
category denoted by the term. For example, a shade like fire engine red is gener-
ally considered to be the best example for the English term “red”. It is highly 
unlikely that the best examples of colours should cluster in this way across such 
diverse societies on an empiricist model. If there are no built- in ways to group 
colours, why should people from such different cultures wind up with highly 
similar best examples of colour terms, especially when their colour terms pick out 



different regions in colour space? Importantly, this study also compared the best 
examples of colour terms to the centre points of the extensions of these terms 
(a centre point being the shade that represents the mean of all of the points in the 
extension of a colour term). What was found was that the best examples of colour 
terms across these many languages were more closely clustered than the centre 
points across these languages. This suggests that the best examples of colour cat-
egories are not simply derived from the colour fields associated with the terms by 
taking the best examples to be the centres of the colour category extensions. 
Instead, it suggests that it is the best examples of colour categories that are pri-
mary and that they function as privileged elements in the colour space— and so 
colour concepts may be generated by colour fields forming around focal colours, 
albeit in different ways in different cultures.

The upshot of these findings is that colour concepts may be learned via an 
abstraction process that takes the selection process to be influenced by innate 

representations of the best examples of colour categories, making the selection 
process more domain specific. Note that while this type of model is clearly more 
rationalist, this does not mean that it is insensitive to cultural input. A rationalist 
model along these lines could explain the strong universalist tendency Regier et al. 
found, while at the same time allowing for cases where there is substantial cross- 
cultural variation, as in the Davidoff et al. study. This point can be seen even 
more clearly if we consider another type of rationalist account of abstraction for 
colour concepts.

On this second sort of rationalist account, the selection process involved in 
learning colour concepts might be taken to be influenced not by focal colour rep-
resentations but by a preliminary set of innate colour concepts. Mature colour 
concepts might then develop through a process that adjusts the borders on the 
colour categories represented by this initial innate set of colour concepts in a way 
that is sensitive to cultural factors, resulting in different sets of colour concepts 
for different cultures. While our aim is not to defend any of the rationalist 
accounts we are offering as illustrations of rationalist accounts of abstraction, it is 
useful to develop a fuller sense of this sort of model to consider some of the evi-
dence that might be offered in favour of it.

One source of evidence for a model like this comes from studies of colour cat-
egorization in infants. In an important early study, Bornstein et al. (1976) showed 
4- month- old infants different samples of the same shade of a primary colour 
until the infants began to lose interest in the new samples, and then showed them 
novel shades of the same colour as well as equally novel shades of a new colour 
(one that was equally different from the original shade but that crossed the colour 
boundary).25 For example, infants were repeatedly shown a shade of blue  

25 The general experimental method being used here is called the habituation method. See 
Chapters 8 and 9 for more on this and related ways of investigating infants’ representational abilities.
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(480 nm light, i.e., 480 nanometre light) and then subsequently shown a novel 
shade of blue (450 nm light) and an equally novel shade of green (510 nm 
light). The result was that the infants looked significantly longer at the novel 
shade of the new colour (green) but not at the novel shade of the old colour 
(blue). Since the infants responded differently to the two shades— shades that 
were objectively equally similar to the shade of the original samples they were 
shown— this suggests that they represented them differently. In particular, it sug-
gests that they represented the shade in which they showed renewed interest as a 
new colour relative to the original samples and that they represented the shade to 
which they showed reduced interest as the same colour as the original. That is, 
they didn’t merely represent the shades as being particular fine- grained colours, 
but also represented them in terms of more general colour categories.26

Subsequent work with infants has provided a more comprehensive picture of 
infants’ colour categorization. The most important study of infant categorization 
to date systematically explored infants’ colour categorization using evenly spaced 
shades across the full colour spectrum (Skelton et al. 2017). This study used 
essentially the same methodology as Bornstein et al.’s study, but by sampling the 
full colour spectrum in this way, they were able to get much more detailed infor-
mation about infant colour categorization. What they found was that infants par-
tition the colour spectrum into five general colour categories: red, yellow, green, 
blue, and purple. Infants sharply distinguish minimal colour differences at the 
boundaries of these categories while treating different colours within them as 
equivalent. This is so even though it was also shown that infants are perfectly 
capable of discriminating colour differences within these colour categories, too.27

How might this work bear on rationalist accounts of abstraction? If infants 
possess innate colour concepts, these initial concepts would not be learned, and 
so would not be learned via abstraction. But a process of abstraction might still 
explain the origins of adult colour concepts, which are known to vary across cul-
tures. While Regier et al.’s massive survey of colour terms across non- 
industrialized societies shows that such variation is subject to some constraints, 
we also know that in at least some cases the variation can be quite dramatic, as  
in Davidoff et al.’s study of Berinmo colour terms. A rationalist model of abstrac-
tion could explain the results from both of these studies, as well as the studies on 
infant colour categorization. On the sort of model we have in mind, rather than 
starting with an innate similarity space that lacks category boundaries, the 
abstraction process would start with a similarity space that comes with its own 
innately bounded regions that are modified in light of later experience. The 

26 The representation of broader regions of colour space as general colour categories (as opposed 
to just sensitivity to the different fine- grained colours) isn’t unique to humans. For related findings 
with birds, see Caves et al. (2018) and Zipple et al. (2019).

27 For related neurological evidence supporting infant colour categories, see Clifford et al. (2009) 
and Yang et al. (2016).



selection process would involve adjusting these boundaries in light of evidence 
regarding the colour categories that are represented by words in the learner’s lin-
guistic community, leading to the innate colour concepts being replaced by new 
ones during the course of development.

A variation on this rationalist model might take both initial colour concepts 
and focal colours to be innate. A model of this sort would mean that there is an 
initial innate partitioning of the colour space into colour categories, which might 
subsequently be modified or overridden. The fact that there are also innate focal 
colours might mean in addition that some types of subsequent changes in devel-
opment would be more likely than others. For example, adjustments to colour 
boundaries might be biased towards ones where the new boundaries continued 
to include a focal colour over ones which exclude focal colours. Rationalist 
 models of abstraction of any of these types— focusing on innate focal colours, 
innate bounded regions in the similarity space, or both— would be able to explain 
the findings on infant colour categorization and would also be fully compatible 
with the cross- cultural variation in adult colour concepts that has motivated 
broadly empiricist models like the proposal by Davidoff et al. (1999).

The compatibility of rationalism with variation in colour categories is useful in 
highlighting a crucial point that we emphasized earlier, particularly in Chapter 4, 
namely that rationalist accounts of the origins of concepts don’t entail that innate 

psychological structures can’t be changed or overridden in development. A psy cho-
logic al structure’s being part of the acquisition base is perfectly compatible with 
its being altered or eliminated in subsequent development. This point is easy to 
miss, particularly as it is obscured within the debates that are often used to frame 
the sorts of experimental results that we have just mentioned. Work such as the 
study by Davidoff et al. or the study by Regier et al. is typically presented in the 
context of a debate between universalist accounts and accounts involving linguis-
tic relativity. This debate is often characterized in terms of a question of whether 
elements of colour concepts or colour cognition are either universal or vary with 
language.28 It is now common to reject this whole debate, noting that colour con-
cepts and colour cognition are influenced both by linguistic and cultural factors 
and by universal aspects of human psychology or biology.

While we agree that both of these types of influences are important, we think 
that it is a mistake to simply dismiss the debate on these grounds. We will be 
discussing arguments based on universality in Chapter 11, but for now the 
important point is that the debate about whether colour concepts or colour 
cognition is universal or influenced by cultural factors is essentially a proxy for 

28 Many different factors have been explored to explain apparent constraints on the pattern of vari-
ation (Lindsey and Brown 2021). One factor that has played an important role in recent discussions 
in this debate has been the role of communicative needs when making use of categories in a social 
setting (see, e.g., Gibson et al. 2017; Zaslavsky et al. 2019).
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the rationalism- empiricism debate regarding the origins of these traits. So the 
situ ation here is analogous to the one in which rationalism- empiricism debates 
are rejected on the grounds that we should reject the nature- nurture debate— 
since both nature (i.e., genetic factors) and nurture (i.e., environmental factors) 
contribute to development. As we emphasized in Chapter 3, while the fact that 
genetic factors and environmental factors both contribute to development may 
undermine the nature- nurture debate, it leaves the rationalism- empiricism debate 
perfectly intact. The moral regarding the debate between universality and linguis-
tic relativism is similar. The larger issue that the controversy about universality 
and linguistic relativity regarding colour categories was getting at is how to think 
about the origins and development of colour concepts vis- à- vis the acquisition 
base— in effect, a local rationalism- empiricism debate focusing on colour con-
cepts. This is not resolved by broad agreement that the development of colour 
concepts is subject to both linguistic and cultural factors and universal aspects of 
human psychology or biology; there is still a question of whether the best account 
of how colour categories develop is rationalist or empiricist.

The rationalist models of abstraction for learning new colour concepts that we 
have sketched so far have largely focused on making the selection process more 
rationalist. But it’s also worth noting that there are ways in which the similarity 
space might be made richer and more rationalist as well. One way to see this is to 
consider the phenomenon of colour constancy, in which the colour of an object 
or different parts of an object are experienced to be the same across different 
lighting conditions. While it may be tempting to suppose that applying a colour 
concept is a simple matter of detecting the different wavelengths in the light cor-
responding to a given region, the phenomenon of colour constancy shows that 
the situation is actually rather more complicated than that.

Consider, for example, the two squares labelled “A” and “B” in the left- hand 
side image of a checkerboard in Figure 5.1. These are readily categorized by our 
visual systems as being of contrasting colours (square A being blackish or dark 
grey, and square B being whitish or light grey), while at the same time, B looks 
like it is the same colour as the light square on the bottom right of the checker-
board. Incredibly, however, in terms of luminance, not only is B not the same 
colour as the bottom right corner square, it is actually exactly the same colour as 
square A! It only appears otherwise because our visual system is making assump-
tions about the levels of illumination over the checkerboard, taking into account 
the shadow cast by the cylinder.29

How does colour constancy bear on the issues we have been discussing? If 
 colour concepts apply to a colour space that incorporates colour constancy, as 

29 Given the importance of colour as diagnostic of the value of real- world objects, it is unsurprising 
that colour constancy isn’t unique to humans. For evidence of colour constancy in non- human 
 animals, see Neumeyer (1998); Chittka et al. (2014); and Olsson et al. (2016).



seems to be the case, then they don’t just carve out regions of a representational 
space that is organized around the different amounts of light of different wave-
lengths that are reflected off of a surface. Instead, it seems that they apply to a 
colour space that involves richer and more sophisticated representations of 
 colours that factor in different assumed levels and types of illumination, based on 
such things as representations of the relations among surfaces, orientations of 
light sources, and the presence of shadows. This means that the fine- grained gen-
eral representations and their similarity relations (all of which constitute the 
input to the selection process in abstraction) are likely to be far richer and more 
abstract than they would be on a simpler account which doesn’t factor in colour 
constancy.

And, if, as is widely assumed, the processes underpinning colour constancy are 
themselves innate (and specific to the domain of colour), then this means that all 
of the models of abstraction that we have briefly sketched in this section are likely 
to be more rationalist than has been noted so far. Even an account as seemingly 

Figure 5.1 Checkerboard image illustrating colour constancy. Colour constancy 
allows us to see a coloured object as being the same colour in different illuminations. 
In the image on the left, the two squares A and B are seen to have contrasting colours 
due to colour constancy, which causes B to be seen as considerably lighter than A, 
compensating for the fact that B is in the shadow of the cylinder. In fact, these two 
squares are precisely the same shade of grey, as can be seen when the squares are 
viewed independent of context; see squares A and B on the right, where the  
context is removed. (Figure credit: image by Edward H Adelson, CC- BY, https://
creativecommons.org/licenses/by/4.0/. The checkerboard image on the left is the 
original except that the image credit has been removed and put in the caption; the 
image of the two squares on the right is the same as the one on the left but with 
everything except the two squares masked by white overlay; the labelled red arrows 
have also been added for clarity.)
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empiricist- friendly as the one we attributed to Roberson et al. would need to 
involve sophisticated innate domain- specific machinery that plays a key role in 
concept learning. Their account would still be more empiricist than the other 
models we have mentioned, but the initial description of the model we gave omits 
a significant innate domain- specific element that results in their model being 
considerably more towards the rationalist side of the rationalism- empiricism 
spectrum than it would otherwise be.

Other models could be considered as well, but the models we have mentioned 
are sufficient to illustrate how abstraction is compatible with both empiricist and 
rationalist accounts of the origin of concepts. We should emphasize that our aim 
has not been to argue for a rationalist account of the origins of colour concepts, 
but only to show that there is nothing that ties our framework for understanding 
abstraction to an empiricist psychology, even though abstraction is usually asso-
ciated with empiricist accounts of conceptual development. Rationalists and 
empiricists can both help themselves to the process of abstraction.

5.5 Abstraction, Conceptual Structure, and the ABC Model 
of Conceptual Development

In this section, we consider a second important implication for the rationalism- 
empiricism debate stemming from the neo- Quinean framework. This implication 
concerns a less familiar issue than the question of whether abstraction is compat-
ible with rationalist accounts of conceptual development, and so it requires us to 
back up a little bit to introduce the issue involved.

One of the most widely held assumptions concerning conceptual development is 
that semantically primitive concepts— concepts that are not themselves composed of 
other representations— cannot be learned and therefore must be innate. This assump-
tion about primitive concepts is widely accepted by both rationalists and empiricists. 
In fact, it is closely tied to a standard way of thinking about conceptual development, 
which we will call the Acquisition by Composition model (or the ABC model) of con-
ceptual development.30 According to this way of thinking about conceptual develop-
ment, concept learning requires a complex concept to be formed from a compositional 
process drawing on its semantic constituents. These semantic constituents might 
themselves be learned in a similar way, but eventually development has to bottom out 
in the semantic primitives that are the basis for all complex concepts. For this 

30 In early work, we referred to this model as the building blocks model of conceptual development. 
We now prefer “Acquisition by Composition”, which does more to convey the nature of the process. In 
calling this book The Building Blocks of Thought, we aren’t endorsing the ABC model of conceptual 
development. Rather, we have adjusted our terminology to co- opt the image of a building block as a 
picturesque way of talking about concepts in general.
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reason, the ABC model takes them to constitute a fixed stock of innate representa-
tions and maintains that they set a fixed limit on the expressive power of the concep-
tual system.

Steven Pinker conveys much of the spirit of the ABC model in a discussion of 

the rationalism- empiricism debate:

On the nurture side, empiricists tend to make do with the abstemious inventory 

of sensori- motor features, invoking only the process of association to build more 

complex ones. On the nature side, nativists argue that a larger and more abstract 

set of concepts, such as “cause,” “number,” “living thing,” “exchange,” “kin,” and 

“danger,” come ready- made rather than being assembled onsite.

Both sides, if pressed, have to agree that the simple building blocks of 

cognition— like the keys on a piano, the alphabet in a typewriter, or the crayons 

in a box— must themselves be innate. Type on a standard typewriter all you 

want; though you can bang out any number of English words and sentences, 

you’ll never see a single character of Hebrew or Tamil or Japanese. (Pinker 

2007, p. 93)

In other words, rationalists and empiricists agree about one thing: primitive con-
cepts are the fundamental semantic units that learning draws upon, so a theory of 
how they in turn are learned is not just improbable— it is downright impossible.

While a full evaluation of the ABC model will have to wait until later, we will 
argue here that the neo- Quinean framework for understanding abstraction pro-
vides a possible model for how some primitive concepts might be learned. In this 
way, the neo- Quinean framework casts doubt on the ABC model and the wide-
spread assumptions that only complex concepts can be learned and that primitive 
concepts must be innate.31

To see how the neo- Quinean framework allows for learned primitive concepts, 
consider again colour concepts like whItE, which are often taken to be primitive 
representations. Given the neo- Quinean framework, we can take the input to the 
process of abstraction to be a set of representations of various specific shades 
within a similarity space (particular shades of white, each corresponding to the 
colour of an experienced white object). A selection process operating on this 
input results in the demarcation of a field within this similarity space (a region in 
the colour space corresponding to whiteness is delimited). Let’s suppose that this 
process also generates a new concept, whItE, which is linked to each of the repre-
sentations in the selected field such that the activation of any element in the field 
brings about the activation of this new higher- level representation. We can now 

31 We will return to this issue when we take up the question of why rationalists should reject 
Fodor’s case for his claim that concepts can’t be learned (see Part IV).
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ask whether this new concept should be understood as primitive or complex. 
(Our discussion in the remainder of this section will draw on some ideas about 
mental representations and their meaning or content which will be more system-
atically introduced and explained in the next chapter. Readers who are less famil-
iar with philosophical thinking about concepts and theories of mental content 
may want to return to this section after reading Chapter 6.)

Complex concepts are concepts that are composed of simpler concepts accord-
ing to the principles of a compositional semantics. For example, brown Cow is 
composed of brown and Cow, and whItE haIr is composed whItE and haIr, 
where, in each case, the complex concept’s content is a function of the contents of 
the concepts that it is composed of. There has been much debate concerning the 
question of whether lexical concepts (concepts associated with individual words) 
might also have a compositional structure that isn’t manifest in language.32 At the 
same time, colour concepts like whItE and brown are examples of concepts that 
have seemed unlikely to possess such an internal structure, even if many other 
lexical concepts do.

Supposing that colour concepts are primitive, how should we think about their 
content? What could make it the case that they represent what they do? This is a 
difficult question and one for which no one has a fully satisfying answer. One 
option, which we will make reference to for illustrative purposes, is that the con-
tent of the representation is determined by the environmental conditions that it is 
causally dependent on and that it has the function of responding to (Dretske 
1995). On this type of account, the concept whItE represents whiteness because 
there is a systematic causal dependence between occurrences of the concept 
whItE and instances of whiteness, and the concept has the function of respond-
ing to whiteness.33 Then the role of the representations for specific shades of 
white would simply be that they serve to mediate the mind- world link between 
external conditions (whiteness) and the concept whItE. Elsewhere, we have 
called such mediating factors sustaining mechanisms (Margolis 1998; Laurence 
and Margolis 2002). A sustaining mechanism doesn’t directly determine a con-
cept’s content— and, in particular, doesn’t underwrite a compositional semantics 
for the content of the concept. Rather, it makes its contribution indirectly, 
by  establishing the mind- world relation that directly determines the concept’s 
content. On such an account, the products of the process of abstraction— concepts 
like whItE, CIrCular, smooth, etc.—would not have their content determined 
compositionally but rather by the mind- world relations established by sustaining 

32 See Laurence and Margolis (1999) and Murphy (2002) for discussion.
33 What makes the concept whItE have this as its function, on this type of account, is ultimately 

the fact that the concept is the product of an evolutionary selection process, where the selection for 
the concept depended on the concept’s having been responsive to whiteness. This general approach to 
functions is due to Wright (1973).
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mechanisms.34 Hence, in this case, abstraction would provide a mechanism 
whereby new primitive concepts could be learned.

So, there is at least some reason to suppose that abstraction, as it is understood 

in the neo- Quinean framework, provides a direct challenge to one of the most 
widely held views regarding the origins of concepts, a view embodied by the ABC 
model that is endorsed by most rationalists and empiricists alike and that implies 
that primitive concepts cannot be learned and must be innate. The reason that we 
are being tentative about our claim here— saying only that it provides some rea-
son to call into question the ABC model and its associated claim that primitive 
concepts cannot be learned— is that the model of content determination for 
 colour concepts that we have just outlined isn’t mandatory. There are other 
approaches that are consistent with the neo- Quinean framework that would treat 
the output of the process of abstraction as a complex representation, not as a 
primitive one.

How might an account like this go? How might we understand the output— in 
this case the concept whItE— as a complex representation? As before, we can 
take the input to abstraction on the neo- Quinean framework to be a set of repre-
sentations of various specific shades within a similarity space, and a selection 
process will result in the demarcation of a field within the similarity space. This 
time, though, we will suppose that this process also generates a new concept that 
is a highly disjunctive representation whose many disjuncts are just the represen-
tations that appear in the demarcated field— that is, a representation of the form 
shadE

1
 or shadE

2
 or . . . shadE

n
, where each of these disjuncts represents a differ-

ent shade of white. On this model, the semantics of the abstracted concept is 
plainly compositional. The content of whItE is a function of the contents of its 
constituents and their compositional structure.

Both the compositional model and the sustaining mechanism model are com-
patible with the neo- Quinean framework. Abstraction could produce complex 
concepts that incorporate the fine- grained representations that are the input to 
the process through a compositional semantics, or it could produce simple con-
cepts that are activated by sustaining mechanisms that incorporate the fine- 
grained representations. Nonetheless, a number of considerations suggest that 
the sustaining mechanism model may be preferable in many cases. We will briefly 
mention some of these in closing.

34 Unlike brown and Cow in brown Cow, the representations of the various fine- grained shades 
of white aren’t constituents of the concept whItE. Theorists who opt for sustaining mechanisms rather 
than constituency relations often do so specifically because it weakens the relationship between the 
representations in the sustaining mechanism and the concept whose content is indirectly established, 
thus allowing for the possession of a given concept despite a great deal of perceptual and cognitive 
variability across agents in how the mind- world link is established and maintained (see Dretske 1981; 
Fodor 1987; Laurence and Margolis 1999). Different agents can possess very different sustaining 
mechanisms for the very same concept, provided that each agent’s sustaining mechanism supports 
the same general content determining relations.
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One consideration in favour of the sustaining mechanism model concerns the 
computational load for processes that occur at the level of the abstracted concept. 
If these processes have to operate on a highly complex structured representation 
and deal with each of its numerous constituents, this is likely to place a heavy 
processing burden on the system. On the other hand, if the processes can stick to 
an unstructured concept and ignore all of the structure that is inherent in its sus-
taining mechanism, the computational load would be considerably eased.

Presumably this type of consideration is a large part of the reason why we pos-
sess so many different general concepts— it is significantly easier on processing 
systems to work with the thought anImals nEEd EnErgy to survIvE than to 
work with the thought aardvarks, allIgators, antEatErs, . . . and zEbras nEEd 
EnErgy to survIvE. There may also be advantages in the informational loss that 
is inherent to the employment of an unstructured concept. If what matters in 
applying a learned rule is the more general category white, then a representation 
that focuses attention on just that category (and not on various particular shades) 
puts the emphasis just where it should be. When it doesn’t matter which precise 
shade is at issue, it is important not to fixate too strongly on any particular shade.

For these reasons, we think it isn’t merely possible that abstraction produces 
primitive concepts. It seems like this should be the preferred account in this case. 
At the same time, it is only natural to suppose that the bar should be high when it 
comes to overturning something as deeply entrenched as the ABC model and its 
associated claim that primitive concepts cannot be learned. However, as we will 
see in Part IV, there are other learning mechanisms in addition to our recon-
ceived process of abstraction which can also explain how some types of primitive 
concepts can be learned. After looking at those in detail and how they comple-
ment the considerations we have just given, we will see that there is ample reason 
to call the ABC model into question.

5.6 Conclusion

This chapter had two primary aims— one was to highlight the phenomenon of 
illusory explanations and how they can illicitly impede serious consideration of 
rationalist theories, and the other was to explore how we might move beyond 
illusory explanations in the case of a particular type of psychological process that 
has been especially influential in the history of empiricism (namely, the process 
of abstraction). In the first part of the chapter, we showed that illusory ex plan-
ations can be remarkably hard to see for what they are and argued that this has 
led to an unwarranted presumption in favour of empiricism. And we have high-
lighted how this tendency has been fostered, in certain philosophical circles, by 
the assumption that the inner workings of the mind must be accessible to con-
sciousness. In the second part of the chapter, we presented our new neo- Quinean 
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framework in which abstraction is reconceived in a way that drops many of the 
details that empiricists have associated with abstraction but retains the idea that 
abstraction provides a mechanism for learning new general concepts on the basis 

of fine- grained perceptual experience. These changes allow particular theories 
based on abstraction in the neo- Quinean framework to provide substantive 
accounts of conceptual development. Finally, we ended the chapter by highlight-
ing two important implications that this new framework for understanding 
abstraction has for the rationalism- empiricism debate concerning the origins of 
concepts. The first is that this framework isn’t inherently empiricist. Abstraction 
within this framework is perfectly compatible with rationalism as well; concept 
learning mechanisms based on abstraction provide a useful tool for understand-
ing conceptual development for empiricists and rationalists alike. The second 
implication is that the neo- Quinean framework arguably provides an account not 
only of how new concepts can be learned, but of how new primitive concepts can 
be learned, thereby calling into question the ABC model of conceptual development 
and its associated claim that primitive concepts must be innate.
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6
Concepts, Innateness, and Why Concept 

Nativism Is about More Than Just Innate 

Concepts

The central aim of this book is to offer a systematic defence of the rationalist 
framework for understanding the origins of concepts and to make the case for 
our own version of concept nativism. Our main focus in Part I, however, has 
been on the closely associated secondary aim of comprehensively rethinking 
what the rationalism- empiricism debate is about and introducing and clarifying 
the theoretical notions that we take to be central to understanding this debate. 
This chapter serves as a bridge between Part I and the remainder of the book. In 
it, we outline how the account that we developed for understanding the 
rationalism- empiricism debate applies specifically to the origins of concepts. We 
begin, in  section 6.1 and section 6.2, by exploring in greater detail two funda-
mental questions: the question of what innateness is and the question of what 
concepts are. Although we have argued that the rationalism- empiricism debate 
can be framed without relying on the notion of innateness, we think the notion 
still has a role to play in the debate. To make clear why, we explain our own 
understanding of what innateness consists in and why we think much recent 
scepticism about this notion is misguided. Our discussion of what concepts 
are is meant to help readers navigate a complex set of questions and issues that 
are naturally entwined with the question of how concepts are acquired. But 
more importantly, it will help us address a common but deeply mistaken view 
about rationalist accounts of the origins of concepts— the view that these just 
claim that there are innate concepts. We argue that this is simply wrong. 
Building on our explanation of the rationalism- empiricism debate in Chapter 2, 
which highlighted the diversity of views within the rationalist framework as it 
applies to any type of psychological trait, we show that there is a similar diversity 
of rationalist accounts of the origins of concepts, and that the extent to which 
an account is rationalist depends on a number of factors and is not simply a 
matter of how many innate concepts it posits. As we turn to our positive case 
for concept nativism in Part II, this clarification of what concept nativism 
does, and does not, entail will be essential for fully appreciating what counts 
as a successful argument for concept nativism.
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6.1 What Is Innateness?

In this section, we begin by taking a closer look at the question of what innateness is. 
Rather than provide a comprehensive survey of the many different accounts on offer, 
we will focus on the account that we favour, briefly explaining some of its advantages 
and comparing it to two close alternatives.1 These comparisons are meant to high-
light several key features of our account, to help clarify the sorts of constraints on the 
notion of innateness that we think matter most, and to illustrate the advantages of 
our general approach. In addition, we will address the increasingly common charge 
that the notion of innateness should be abandoned altogether on the grounds that 
there are so many different conceptions of what innateness is and that this is bound 
to foster confusion among theorists who have very different ideas about what it 
means to say that a trait is innate. Our own view is that this concern about the con-
tinued use of the notion of innateness is overstated and that there is nothing wrong 
with— and a lot to be gained by— its continued use.

So, what is it for a psychological trait to be innate? In Chapter 2, we suggested 
that a psychological trait’s being innate essentially comes down to whether the 
trait is part of the acquisition base. Our own account of innateness is based on the 
core idea behind an account in the literature known as primitivism. The most 
carefully worked out version of primitivism is due to Richard Samuels (2002; see 
also Cowie 1999). Samuels’ primitivist account takes the form of a set of necessary 
and sufficient conditions for innateness according to which a psychological trait 
is innate just in case the following two conditions hold.

 (i) The psychological trait is psychologically primitive in the sense that it is 
not acquired by a psychological process.

 (ii) The psychological trait is acquired in the normal course of development.2

In our view, condition (i)—the core of the account— is basically the right way to 
understand innateness. This is because, on our understanding of the rationalism- 
empiricism debate, what is at stake in the debate comes down to the composition 
of the acquisition base, and this in turn is a matter of which traits are psy cho logic-
al ly primitive in Samuels’ sense (i.e., which psychological traits aren’t learned or 
otherwise acquired via psychological processes).

1 For other accounts of innateness that we won’t be able to discuss here, see Stich (1975); Ariew 
(1996); Sober (1998); Quartz (2003); Khalidi (2007); and O’Neill (2015).

2 This formulation is based on Mallon and Weinberg’s (2006) friendly modification of Samuels’ 
characterization of primitivism. On Samuels’ original account, clause (i) makes reference to explana-
tory considerations (“there is no correct scientific psychological theory that explains the acquisition” 
of the trait (Samuels 2002, p. 246)), whereas Mallon and Weinberg’s formulation is helpfully framed 
directly in terms of the facts regarding the acquisition of the trait.
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However, while we endorse what we take to be the core claim of primitivism, 
we can’t simply adopt Samuels’ account as it stands. In particular, we take excep-
tion to his condition (ii) and have doubts about the driving motivation for adding 
a second clause in the first place. This will take some explaining.

As we read his proposal, Samuels begins with the core claim of primitivism, 
according to which a psychological trait’s status as an innate trait has to do with 
its being a psychological primitive. But then he points out that this condition 
taken by itself is too broad. It classifies quite a few traits as innate that clearly are 
not innate— Samuels calls this the overgeneralization problem. He mentions the 
hypothetical case of acquiring the ability to speak and understand Latin by taking 
a futuristic pill that produces knowledge of Latin without having to go through 
the usual mental exertions (Fodor 1975). Since it is stipulated in the example that 
the pill produces knowledge of Latin without mediating psychological processes, 
this knowledge would be psychologically primitive. Nonetheless, it seems wrong 
to say that this knowledge would be innate. Likewise, Samuels discusses a case in 
which infection by the Ross River virus leads its victims to hallucinate that build-
ings are crashing down around them. Here too the psychological trait at issue— 
the tendency to hallucinate in this way— is presumed to be psychologically 
primitive, but it seems wrong to say that it is innate. Samuels’ condition (ii) is 
brought in to address cases along these lines. It allows for a trait to be psy cho-
logic al ly primitive without being innate only so long as the trait isn’t acquired in 
the normal course of development.

While Samuels’ condition (ii) may help him to deal with these particular 
examples, we don’t think this is the best way to respond to the threat of overgen-
eralization. For starters, it isn’t sufficiently clear what counts as “the normal 
course of development”. Consider, for example, the case of Toxoplasma gondii 
infection. T.  gondii is a protozoan parasite with a complex life cycle. Felines, 
including domestic cats, are its primary host, and T. gondii can only reproduce in 
the feline gut. But prior to reaching this life stage, it finds its way into cat faeces 
(i.e., the faeces of previously infected felines) and then the soil, where it is 
ingested by other animals, including mice, rats, and livestock. Humans, too, can 
be infected by the parasite by eating uncooked meat from an infected animal 
(e.g., raw beef ) or, like other animals, through contact with cat faeces or soil. The 
impact of the parasite on intermediary host animals includes a number of pecu-
liar psychological effects. Mice and rats lose their normal fear of cats and aversion 
to the smell of cat urine (Berdoy et al. 2000), perhaps even becoming sexually 
aroused by the scent (House et al. 2011).3 There seem to be psychological effects 
in humans, too, with differential consequences for men and women. As Flegr 
(2007) reports, in psychological tests, infected men “were more likely to 

3 This is presumably adaptive for the parasite, leading to more mice and rats being eaten by cats, 
and so to more cats infected with T. gondii.
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disregard rules and were more expedient, suspicious, jealous, and dogmatic [rela-

tive to uninfected controls] . . . [infected women] were more warm hearted, out-
going, conscientious, persistent, and moralistic [relative to uninfected controls]. 
Both men and women had significantly higher apprehension . . . compared with 
the uninfected controls” (p. 757).

Supposing that these various acquired psychological traits in mice, rats, and 
humans are psychologically primitive, they provide another apparent coun ter-
exam ple to primitivism, as it is intuitively implausible to say that they are innate. 
Unlike Latin pills and Ross River Fever, however, T. gondii infection is not at all 
uncommon. In many countries, it is estimated that more than 50% of the popula-
tion is infected and estimates of global human infections range from 20% to 60% 
(Tenter et al. 2000; Lindová et al. 2006). The problem for Samuels, then, is that 
this looks exactly like the sort of case that he would deem a potential coun ter-
exam ple to (i) taken on its own, but also it isn’t ruled out by (ii), since this para-
site is part of the normal course of human development in many communities if 
not globally.4

However, we don’t want to rest our case against adopting Samuels’ normalcy 
condition with the charge that his primitivism still overgeneralizes. Rather, we’d 
suggest that this whole way of approaching the issue of explaining innateness— 
with the aim of providing a set of necessary and sufficient conditions that are 
immune to all potential counterexamples— is misguided. This is because it makes 
Samuels’ account of innateness hostage to cases that have no bearing on what is 
actually at stake between rationalists and empiricists. Notice that the various 
“counterexamples” we have just been discussing— Fodor’s Latin pill, Ross River 
virus, T. gondii infection— have in common that they aren’t the least bit germane 

to the contemporary rationalism- empiricism debate. No rationalist or empiricist 
theory turns on the details of such cases. And no rationalist or empiricist takes 
any of these (or similar cases) to provide an important test case for deciding 
between rationalism and empiricism. For this reason, we think it is a serious mis-
take to let one’s account of innateness be guided by such cases and by our in tu-
itions about them. There is absolutely nothing to be gained by arguing about how 
to exclude them in crafting a definition of “innate”. What we need isn’t a formula 
that precludes all possible overgeneralizations— including overgeneralizations 
into territory that is irrelevant to the debate between rationalists and empiricists— 
 but rather a serviceable characterization of innateness that illuminates the com-
peting claims of rationalists and empiricists regarding what mental traits 
are innate.

4 Even if it weren’t, there are possible situations in which it would unquestionably be part of the 
normal course of human development. Much the same is true of the Latin pill example, assuming that 
such a pill were possible. One can imagine its active ingredient being administered to the water sup-
ply, as fluoride is in some countries, with the population as a whole coming to acquire knowledge of 
Latin without any psychological processes mediating its acquisition.
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Our view of innateness, then, is that we should take the insight at the heart of 
primitivism— that innate traits are psychologically primitive— and stop there. 
There is no need and no benefit to grappling with Samuels’ overgeneralization 
problem where it has no bearing on the origins of traits that rationalists and 
empiricists dispute.5 This stripped- down account is all that is needed to make 
sense of the rationalism- empiricism debate and the role that innateness plays in 
rationalist and empiricist theories of psychological development. If we focus on 
this role, we can even dispense with using the term “innate” altogether— as we 
largely did in Chapter 2—and instead simply characterize the disagreement 
between rationalists and empiricists directly in terms of their competing views of 
the acquisition base. Rationalists and empiricists agree that many psychological 
traits are acquired via psychologically- mediated processes. On pain of an infinite 
regress, they also agree that not all psychological traits are acquired in this way. 
So both rationalists and empiricists must take there to be psychological traits that 
are part of the acquisition base— traits that are not themselves explained by more 
fundamental psychological traits and processes. Still, while it is possible to avoid 
using the term “innate” in this way, we see no drawback to retaining the term, and 
much to gain, as it emphasizes the similarity in outlook across different fields and 
different research traditions that have used this terminology and appropriately 
links current debates to the traditional philosophical debate about innate ideas.

In order to highlight the virtues of our version of the primitivist account of 
innateness, we want to briefly look at two related competing accounts of innate-
ness. The first of these incorporates and emphasizes an evolutionary constraint in 
characterizing innateness.6 The simplest way to do this would be to adopt an 
account that says that innate psychological traits are psychologically primitive, as 
ours does, but that has a further condition that also requires them to be biological 
adaptations— products of natural selection.7 This type of adaptationist version of 
primitivism might be seen as a friendly variation on both our account and 
Samuels’.

Is an account of this sort an improvement over our own stripped- down ver-
sion of primitivism? It could certainly handle the examples of overgeneralization 
that Samuels mentions, as well as the changes in human psychology that are 

5 Moreover, adding an additional constraint like Samuels’ has the unfortunate consequence of pro-
hibiting innate traits that are part of the acquisition base but that are not acquired in the normal 
course of development— ruling out the possibility of statistically uncommon traits that are part of the 
acquisition base for only a minority of individuals being innate traits (e.g., psychological structures 
involved in or contributing to such traits as perfect pitch, synaesthesia, tetrachromacy, and the like).

6 See, e.g., the characterization of innate cognitive mechanisms in Tooby and Cosmides (1992), 
in which they are understood to be “universal evolved psychological mechanisms” (p. 37; 
em phasis added).

7 For those who are committed to the project of providing necessary and sufficient conditions for 
innateness, substituting an adaptation condition for Samuels’ normalcy condition might be thought to 
be a better way of handling Samuels’ overgeneralization problem. Alternatively, another possibility 
would be to keep Samuels’ normalcy condition and add the adaptation requirement as a third 
condition.
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brought about by T. gondii infection, since none of these would count as human 
adaptations. Moreover, many traits that are taken to be innate are widely thought 
to be adaptations. Even empiricists who credit the acquisition base with little 

more than domain- general statistical learning mechanisms are likely to take such 
mechanisms to be adaptations for learning that have been shaped by natural 
selection. Nonetheless, requiring innate traits to be adaptations may well be too 
strong in that it can lead to an inability to distinguish between theories that 
clearly fall on different sides of the rationalism- empiricism continuum.

Consider the status of language. The typical rationalist view about language is 
that language acquisition is grounded in an innate acquisition system that is spe-
cific to language. But within rationalist circles, there is debate about whether the 
language acquisition system is an adaptation, with Chomsky and some other 
prominent rationalists having claimed that it is a byproduct of selection for other 
abilities (see, e.g., Chomsky 1972/2006, 1988). In this case, the sharp contrast with 
empiricist theories of language is still there; it just doesn’t come down to the 
question of whether language is ultimately an adaptation. Likewise, as we noted 
in Chapter 4, rationalists can and do point to other domain- specific systems in 
the acquisition base that they take to be byproducts, or perhaps the result of 
genetic drift. An account of the mind that postulated many systems like this 
would still be considered rationalist by rationalists and empiricists alike. So if we 
want to respect the way that the terms rationalism and empiricism are used in the 
rationalism- empiricism debate, it is better to opt for an account of innateness that 
is neutral about natural selection, as our stripped- down version of primitivism is.

The second alternative theory of innateness we will consider is due to Mallon 
and Weinberg (2006). Their account rejects condition (i) of Samuels’ primitivist 
account but retains his condition (ii), and so constitutes a more radical departure 
from our version of primitivism. On Mallon and Weinberg’s account,

a trait t is innate in an organism O to the extent that

 (i) O would develop t across the range of normal environments (invariance 

condition); and

 (ii) The proximal cause of O’s development of t is by a closed process or pro-

cesses (closed process condition). (2006, pp. 339–340)

Condition (i) of their account, the invariance condition, is largely equivalent to 
Samuels’ normalcy condition. We will focus here, however, on condition (ii) of 
their account, the closed process condition, which holds that the proximal cause of 
the development of an innate trait in a given organism is governed by a closed 
process (or set of processes).8

8 See Quartz (2003) for a related account.
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For Mallon and Weinberg, a process is closed to the extent that it generates 
relatively few different types of traits in response to environmental variation; con-
versely a process is open to the extent that it generates a relatively large number of 
different types of traits in response to environmental variation. For psychological 
traits, the core idea of a closed process is similar to that of the process of acquir-
ing a psychological trait via a special- purpose learning mechanism, while the 
core idea of an open process is similar to that of the process of acquiring a psy-
cho logic al trait via a general- purpose learning mechanism. We will discuss how 
their account deals with some sample traits in a moment, but before we get to 
that, we want to briefly highlight some key features of their account.

By design, Mallon and Weinberg’s account applies not only to psychological 
traits but also to non- psychological traits, such as eye colour or height, and it 
doesn’t require an innate trait to be acquired by a non- psychological process— it 
only requires that the process be sufficiently closed. This feature of their account 
distinguishes it from both our account and Samuels’, which by design are exclu-
sively directed to psychological traits and aren’t meant to cover non- psychological 
traits. One interesting and important consequence of this feature of Mallon and 
Weinberg’s account, which we will return to shortly, is that their account allows 
for the possibility that psychologically primitive traits can fail to be innate. (This 
would happen whenever a psychologically primitive trait is acquired by relatively 
open non- psychological processes.) One motivation for having an account of 
innateness that applies to both psychological and non- psychological traits is that 
it wouldn’t require that there be a principled distinction between psychological 
and non- psychological phenomena. This motivation dovetails with one of 
Mallon and Weinberg’s main criticisms of primitivism, which is that psychological 
traits and processes are too heterogenous and don’t constitute a well- defined 
domain— and consequently that there is no principled distinction between the 
psychological and the non- psychological. Another potentially attractive feature of 
their account is that it also paves the way for a graded notion of innateness, since 
acquisition processes can be closed (or open) to varying degrees. Some theorists 
might see this as an advantage over approaches— like ours— that are limited to 
saying that a trait is either innate or not.

What should we make of Mallon and Weinberg’s account of innateness? Let’s 
first consider some of the general features of their account that distinguish it from 
our own. It is an open question how heterogenous the psychological domain is, 
but we do not think that such heterogeneity is problematic for our account and 
for others that are only directed at providing an account of innateness for psy cho-
logic al traits.9 Nor is it problematic that there will be phenomena at or near 
the  border of any reasonable dividing line between the psychological and the 

9 See Chapter 25 for further discussion of the issue of what distinguishes psychological phenom-
ena from non- psychological phenomena.
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non- psychological, phenomena for which it isn’t particularly clear whether they 
are psychological or not. Much the same issues arise for other perfectly respectable 
scientific domains— for example, even the physical sciences, including disciplines 
like biology and chemistry, admit a certain amount of vagueness concerning the 
phenomena they encompass. If primitivism inherits some vagueness because of a 
little unclarity regarding what exactly counts as a psychological primitive, so be it. 
A certain amount of unclarity around the edges is perfectly acceptable. Not only 
are there many cases where there is simply no question that the traits or processes 
in question are psychological, but as we argued above (and will illustrate through-
out the book), the core of the contemporary debate between rationalists and 
empiricists concerns just such cases where rationalists and empiricists disagree 
about the character of the psychological processes involved in the acquisition of 
paradigmatic psychological traits.

What about the fact that Mallon and Weinberg’s account provides a graded 
notion of innateness? Some theorists may welcome being able to make compari-
sons regarding the extent to which different traits are innate. But even on an 
account that has a categorical conception of innateness, there are ways of achiev-
ing much the same effect. Our own account of the rationalism- empiricism debate 
takes innateness to be an all- or- nothing notion, but as discussed in Chapter 2, it 
is graded in terms of the extent to which different theories of development are 
rationalist (or empiricist). For example, it says that one theory of development is 
more rationalist than another to the extent that it postulates a greater quantity of 
characteristically rationalist psychological structures, characteristically rationalist 
psychological structures across a greater diversity of content domains, character-
istically rationalist psychological structures of greater complexity, or more richly 
articulated characteristically rationalist psychological structures than competing 
theories (see Box 7 in Chapter 2).10 So while our account has no place for a graded 
notion of innateness, it offers a natural and straightforward way to capture the 
idea that the difference between rationalism and empiricism isn’t all or nothing 
all the same.

Let’s turn now to the core of their account, the closed process condition. It turns 
out that this condition is problematic. To begin with, it is not at all clear which 
processes should be seen as open (or relatively open) and which should be seen 
as closed (or relatively closed). One of the examples that Mallon and Weinberg 
give to illustrate this distinction is the Chomskyan view that language acquisition 
depends on a domain- specific system that incorporates the principles of Universal 
Grammar. Mallon and Weinberg refer to this Chomskyan view as an example of 
an open process, since variation in the environment (whether children hear 

10 As explained in Chapter 2, however, it is also necessary to take into account the possibility of 
trade- offs among these and related factors in assessing the extent to which one account is more ration-
alist than another.
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French, English, Japanese, etc.) leads to considerable variation in the psy cho-
logic al outcome (speaking French, English, Japanese, etc.). But this is rather awk-
ward given that the Chomskyan view of language acquisition is a paradigmatic 
example of a rationalist account of cognitive development. So if the core pro-
cesses involved in this case are illustrative of open processes, this would suggest 
that paradigmatically rationalist accounts of cognitive development imply that 
the trait being acquired is not particularly innate.

Then again, although Mallon and Weinberg do take the Chomskyan account 
of language acquisition to be illustrative of an open process of development, it’s 
not clear that they should. In fact, there is a good case to be made that this sort of 
account is actually a better illustration of a closed process. After all, while Mallon 
and Weinberg are right that Universal Grammar allows for the acquisition of a 
wide range of different languages, the range of psychological traits that the envi-
sioned developmental processes can produce is highly restricted. They can’t 
prod uce the ability to see the world in three dimensions, recognize faces, reorient 
oneself in an environment following disorientation, and so on. In fact, they can 
only produce one type of cognitive ability— the ability to speak a natural lan-
guage. Moreover, the languages they are capable of acquiring are limited to those 
that are compatible with Universal Grammar. Taken together, these facts strongly 
suggest that language acquisition, as it is envisioned in the example, is actually a 
highly closed process. They are also the very reasons why Chomskyan accounts of 
language acquisition are usually taken to involve innate domain- specific learning 
mechanisms. In this respect, if it turns out that this example is taken to involve a 
closed process, contrary to Mallon and Weinberg’s own claim that it involves an 
open process, this could help them somewhat regarding the overall case for their 
account of innateness.11 Nevertheless, what this example shows is that it isn’t particu-
larly clear what makes a developmental process open or closed or how to apply the 
open/closed distinction even in what ought to be a fairly straightforward case.

A bigger problem for Mallon and Weinberg’s account springs from the fact that 
their account allows that the psychologically primitive traits that comprise the 
acquisition base needn’t be innate. Mallon and Weinberg’s account of innateness 
notably drops the condition that links being psychologically primitive with being 
innate— a link that is central to both our account and to Samuels’. Since their 

11 On the other hand, if the Chomskyan account of language acquisition is taken to involve a closed 
developmental process, this leads to a different sort of awkward result for their account. It suggests 
that a language like French is both learned and innate. It is learned because it is acquired by a 
language- specific acquisition system that is sensitive to the features of the child’s linguistic environ-
ment; at the same time, on their account it is innate, or substantially innate, because the developmen-
tal process is taken to be closed. In contrast, our account of innateness wouldn’t say that French is 
both learned and innate on this sort of account of language acquisition. Instead, it simply says that 
French is learned and not innate. What’s innate are the elements of the domain- specific acquisition 
system for learning a natural language that are part of the acquisition base. Our account captures the 
graded rationalism here not by saying that French is innate to some given extent, but rather by saying 
that French is acquired via a rationalist learning mechanism that is rationalist to some given extent.
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account of innateness turns on how open or closed the developmental process is 
that’s responsible for a trait, the question of whether the primitive psychological 
traits in the acquisition base are innate comes down to whether the biological 
processes that are responsible for their acquisition are themselves open or closed. 
To see what this means, consider again the sort of Chomskyan account of lan-
guage acquisition in which language acquisition depends on a psychologically 

primitive domain- specific system that incorporates the principles of Universal 
Grammar. Typically on such accounts, Universal Grammar is taken to be part of 
the innate foundation for the acquisition of natural language and hence part 
of  the acquisition base. Now on Mallon and Weinberg’s account, Universal 
Grammar would still be part of the acquisition base (given the assumption that 
the language acquisition system is psy cho logic al ly primitive), but it is not at all 
clear whether it would be counted as innate. It’s possible that the biological 
processes that lead to the development of Universal Grammar, or to other elements 
of the acquisition base, are closed processes. In that case, these traits would 
be  innate. But equally it’s possible that the biological processes that lead to the 
development of Universal Grammar, or to other elem ents of the acquisition base, 
are open processes. In that case, these traits wouldn’t be innate. As things stand, 
Mallon and Weinberg’s account is completely neutral about whether such traits 
are innate, and it may well be that many psy cho logic al ly primitive traits wouldn’t 
count as innate on their account of what innateness is.

This gives rise to an even bigger concern for their account. If the process of 
development leading to the acquisition of Universal Grammar turns out to be 
relatively open while the process of acquiring a natural language on the basis of 
Universal Grammar is relatively closed, Universal Grammar could turn out to be 
less innate than the natural language one acquires on the basis of Universal 
Grammar (e.g., less innate than the ability to speak French). More generally, it 
seems entirely possible that the non- psychological processes that lead to the 
development of a psychological acquisition mechanism, M, could be more open 
than the acquisition process mediated by M.  Hypothetically, the psychological 
acquisition mechanism M might allow only two possible outcomes, A and B, 
which are triggered by specific environmental stimuli, and yet the non- 
psychological processes involved in the development of mechanism M could be 
considerably more open, allowing for far more than two possible outcomes in 
response to environmental variation. In that case M would be less innate than its 
product A, even though A is acquired on the basis of M. For all we know, such 
cases could in fact be common.

Much the same situation could also occur sticking just to the psychological 
level. That is, a relatively open psychological acquisition process could be the 
proximal cause of a subsequent acquisition mechanism that implements a relatively 
closed psychological acquisition process for acquiring a further psychological 
trait. Consider, for instance, the suggestion made by Fiona Cowie (1999) that 
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language learning might depend on there being a domain- specific “helping hand” 
for language learning to proceed, but that this domain- specific learning mech an-
ism is itself learned via domain- general processes. This is clearly an empiricist 
model, since language is ultimately acquired through an empiricist learning 
mechanism— a domain- general mechanism— even if this empiricist mechanism 
does its job by first creating a domain- specific acquisition system that is involved 
in language acquisition. But given Mallon and Weinberg’s account of innateness, 
the aspects of our knowledge of language that this domain- specific learning 
mechanism produce would turn out to be substantially innate on this empiricist 
account, since the proximal cause involves a closed acquisition process.

This general pattern could turn out to be quite a common one— an empiricist 
view proposes an initial domain- general process that produces a domain- specific 
mechanism, which in turn is involved in the acquisition of further psychological 
traits. Another example along these lines is Karmiloff- Smith’s (1992) claim that 
many psychological modules (which for present purposes we can think of simply 
as domain- specific processing mechanisms) are not innate and are instead 
acquired through a relatively domain- general psychological process, which she 
refers to as a process of representational redescription. On this approach, although 
the psychological process of module building is supposed to be quite flexible, the 
further development that an acquired module supports may be relatively closed. 
But then Mallon and Weinberg’s account would end up classifying Karmiloff- 
Smith’s view about products of this further development as one in which they are 
substantially innate, despite the fact that the whole point of tracing the develop-
mental process back to an underlying process of representational redescription 
for Karmiloff- Smith is to provide a non- rationalist theoretical framework 
(see  Figure 6.1). The difficulty here goes right to the heart of Mallon and 
Weinberg’s proposal. In the rationalism- empiricism debate, it isn’t the proximal 
cause of a trait that matters. What matters is the full psychological- level cause, 
going all the way back to the acquisition base. If this full psychological account 
traces back to solely domain- general learning mechanisms in the acquisition 
base, it is simply not plausible to take that trait to be substantially innate, regard-
less of what the more proximal psychological causes of the trait are like.12

12 Another issue for Mallon and Weinberg is how the two conditions in their account (the closed 
process condition and the invariance condition) should be weighted. A trait might be invariant to a 
very low degree (e.g., the trait might only be triggered by a single rare type of environmental stimulus) 
but be acquired via a highly closed acquisition process (one that has just one or a few outcomes). Such 
traits would typically be considered the result of rationalist acquisition mechanisms, at least when the 
acquisition process for such traits is part of the acquisition base. In contrast, a trait may be highly 
invariant (e.g., nearly universal), but be acquired via a very open acquisition process (one with 
numerous potential outcomes). Such traits would typically be considered the result of empiricist 
acquisition mechanisms. On Mallon and Weinberg’s account, it is unclear which of these should be 
considered more innate or why.



What Is Innateness? 195

These arguments highlight how Mallon and Weinberg’s account struggles pre-
cisely because it abandons the core primitivist condition that we take as the basis 
for our own account of innateness. Because they abandon this condition, they 
open themselves up to the very real possibility that unlearned psychological traits 
that are part of the acquisition base might not come out as innate. At the same 
time, learned psychological traits may turn out to be more innate than the learn-
ing mechanisms that are involved in acquiring them, and learned psychological 
traits that are acquired via domain- specific learning mechanisms may turn out to 
be innate even if their acquisition ultimately traces back to wholly domain- 
general learning mechanisms. By contrast, our stripped- down version of primi-
tivism has none of these problems. It is also worth noting that our account can 
also maintain the association of relatively closed processes with rationalism, and 
relatively open processes with empiricism, when a process has one of these prop-
erties in light of the domain specificity or domain generality of psychological 
structures in the acquisition base.

Before closing this section, we should say something about the widespread 
view that the existence of a large variety of different accounts of the nature of 
innateness leads to confusion and argues for abandoning innateness as a the or et-

ic al notion. It has become increasingly popular to argue for eliminativism regard-
ing the notion of innateness on just these grounds. On this view, the theoretical 
construct innateness only leads to confusion because different theorists have very 
different ideas about what it means for something to be innate. Further, it is 
claimed that the term “innate” in ordinary language will not help as a guide, since 
this term similarly conflates a number of distinct ideas (present at birth, univer-
sal, genetically determined, etc.). Given all of this variability, the argument 

domain-general 
psychological 

mechanism
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Figure 6.1 A problem for the closed process invariance account of innateness. On 
Mallon and Weinberg’s account, an open process implemented by the operation of 
one psychological mechanism can produce another psychological mechanism that 
implements a closed process. For example, on Karmiloff- Smith’s model for acquiring 
learned modules, a general learning process (known as representational redescription) 
is responsible for creating new domain- specific modules of many different types. This 
process is an open process, so the domain- specific modules that it produces count as 
highly non- innate. However, these modules implement further, highly constrained 
learning processes, each of which produce only a very narrow range of psychological 
traits, making them closed processes whose products are highly innate. Accordingly, 
Mallon and Weinberg’s account of innateness would imply that highly innate traits 
can be acquired on the basis of highly non- innate traits, which in turn trace back to  
an empiricist acquisition base.
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continues, we should expect that different theorists may be talking at cross- 
purposes or that individual theorists, not fully recognizing the many different 
ideas that have been packed into the same term may formulate arguments that 
aren’t sound because they equivocate between these different meanings. As a 
result, we would be better off abandoning the notion of innateness altogether 
(Bateson 2000; Griffiths 2002; Mameli and Bateson 2006; Mameli 2008; Cowie 
2009; Shea 2012).

One list of the different meanings of “innate”—a fairly typical one— teases 
apart no less than sixteen distinct meanings, many of which have variants that 
also can be teased apart, giving us as many as twenty- five distinct accounts of 
what it means to say that a trait is innate (Cowie 2009, pp. 82–83):

1 T is innate if T is present at birth.
2 T is innate if T emerges in the normal course of development.
3 T is innate if T’s external or experiential causes are inadequate to explain 

its existence or properties.
4 T is innate if T is acquired as a result of the operation of a highly special-

ized, or domain- specific, mechanism of learning.
4a T is innate if T was acquired by means of a developmental mechanism 

designed by natural selection reliably to produce T at the appropriate point 
in the organism’s development.

5 T is innate if the processes responsible for T’s development are in ex plic-
able given the explanatory apparatus and concepts of psychology 
(‘Primitivism’).

5a T is innate (by the lights of some science, S) if the processes responsible for 
T’s development are inexplicable given the explanatory apparatus and con-
cepts of S.

6 T is innate if T is genetically determined.
6a T is innate if T is caused by the genes alone.
6b T is innate if T is genetically influenced.
6c T is innate if T is appropriately caused by the genes.
6d T is innate if (i) T has been selected for and (ii) the architecture of the 

part(s) of the brain responsible for the acquisition of T developed under 
the control of genetic factors together with merely ‘permissive’ environ-
mental factors.

7 T is innate if T is genetically encoded.
7a T is innate if all the information required for T’s development is encoded 

in the genes.
8 T is innate if T is generatively entrenched.
9 T is innate if T is highly canalized.
10 T is innate if T is highly heritable.
11 T is innate if T is species typical.
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12 T is innate if T is an adaptation.
13 T is innate if T is “produced by internal causes”.
14 T is innate if T is not caused by the environment.
15 T is innate if T is not environmentally alterable (i.e., if changes in the 

environment cannot produce alternative phenotypes T’).
15a T is innate if T is not alterable in normal environments (i.e., if alternative 

phenotypes T’ cannot occur in normal environments).
16 T is innate if T is unlearned.
16a T is innate if T does not result from mechanisms designed to produce 

plasticity.

Put this way, as a list of so many possibilities, it may seem that the very idea of 
an innate trait is deeply problematic. However, in identifying the different possi-
bilities, we need to take into account that the number of distinctions one makes 
in a list like this is in part a function of one’s tendencies to see differences as 
opposed to similarities among different views. “Splitters” will naturally come up 
with a larger number than “lumpers”. In this case, a lumper could easily argue 
that items 2, 8, 9, 11, and 15 are all more or less the same, as they are directed at 
some type of invariance idea.13 Likewise, 3, 6, 7, 13, and 14 are all more or less the 
same, as they are directed at the idea that innateness involves an explanation that 
references a type of cause that is, in some sense, internal to an organism. 
Collapsing these minor differences drastically reduces the number of claimed 
alternatives to be considered. In addition, some can be eliminated for being com-
ponents of accounts of innateness rather than accounts in their own right (4 and 
12). And others obviously are not serious candidates at all (1 and 2);14 they may 
inform how “innate” is used in ordinary speech and outside of a scientific con-
text, but the rationalism- empiricism debate isn’t about ordinary language or 
common- sense views of the mind. Factoring in all of these considerations leaves 
us with just a few genuinely different theories to contend with, rather than a 
daunting sixteen to twenty- five.

The situation for innateness turns out to be not that different than what one 
finds with any other philosophically interesting term. Consider “knowledge”. 
A splitter might easily generate a long list of apparently competing accounts and 
caution people from continuing to use the term:

1 S knows p if S has a true belief that p.
2 S knows p if S has a justified true belief that p.

13 For invariantist accounts of innateness, see, for example, Ariew (1996) and Sober (1998).
14 Virtually every list of potential accounts of innateness given by advocates of the “confused con-

struct” argument is padded in this way with a number of obvious non- starters— accounts that no 
contemporary theorist who accepts the notion of innateness actually adopts as their own understand-
ing of what innateness amounts to.



198 ConCepts, Innateness, and ConCept natIvIsm

3 S knows p if S has a true belief that p, and p is part of a maximally coher-
ent set of beliefs.

4 S knows p if S has a true belief that p, and S’s belief that p is grounded in 
foundational beliefs that are non- inferentially known.

5 S knows p if p is a justified true belief, and if S has ruled out all relevant 
alternatives to p.

6 S knows p if S has a true belief that p was caused by the fact that p.
7 S knows p if p is a justified true belief, and S’s belief that p is not inferred 

from any false belief.
8 S knows p if p is a justified true belief, and S would not believe p if p 

were false.
9 S knows p if p is a justified true belief, and if were S to believe p, p wouldn’t 

be false.
9a S knows p if p is a justified true belief, and in all nearby worlds where S 

believes that p, p is not false.
10 S knows p if p is a justified true belief, and S’s belief that p is not true 

merely by luck.
11 S knows p if S has a true belief that p and S’s reasons for believing that p 

are a reliable indication that p is true.
11a S knows p if S has a true belief that p and S’s reasons for believing that p 

necessitate p.
11b S knows p if S has a true belief that p and S’s reasons for believing that p 

make the probability that p is true very high.
12 S knows p if S has a true belief that p that was produced by a reliable cog-

nitive process.
12a S knows p if S has a true belief that p that was produced by a cognitive 

process that is reliable in normal worlds.
12b S knows p if S has a true belief that p that was produced by a reliable cog-

nitive process and S has no reason to believe that p wasn’t reliably caused.
12c S knows p if S has a true belief that p that was produced by a reliable cog-

nitive process where the relevant cognitive faculties are functioning prop-
erly in an appropriate environment.

13 S knows p if S has a true belief that p, which is true in a way that manifests 
S’s skill in believing.

14 S knows p if S’s total evidence includes the proposition that p.
15 S knows p if p is true and no epistemic weakness vis- à- vis p prevents S 

from properly using p as a reason for action.
16 S knows p if p is true and S is justified in believing p, relative to standards 

of justification appropriate to the context in which S believes that p.15

…

15 See Goldman and Beddor (2015) and Ichikawa and Steup (2017) for an overview of some differ-
ent proposals regarding the analysis of knowledge.



What Is Innateness? 199

The same could be said about “morally right”:

1a T is morally right if T maximizes net pleasure (versus pain).
1b T is morally right if T maximizes desire satisfaction or preference fulfilment.
1c T is morally right if T maximizes a plurality of values.
1d T is morally right if the total set of consequences of T is better than the total 

set of consequences of not doing T.
1e T is morally right if T maximizes respect for rights.
…
2 T is morally right if T maximizes foreseeable good consequences.
3 T is morally right if T maximizes likely good consequences.
4 T is morally right if T is in accord with rules whose acceptance would result 

in the greatest happiness for the greatest number.
5 T is morally right if T produces consequences with the highest average 

utility.
…
6 T is morally right if God commands us to do T.
…
7a T is morally right if T is in accord with a principle that could be willed to 

be a universal law.
7b T is morally right if doing T involves acting in such a way that you treat 

humanity not merely as a means to an end, but at the same time as an end.
…
8a T is morally right if T is the virtuous (honest, charitable, . . .) action.
8b T is morally right if T is the action that a virtuous person would do.16
…

In our view, worries about there being too many alternative meanings associ-
ated with the term “innate”, or there being widespread confusion over the idea of 
innateness, are overblown. It is true that fallacious inferences are occasionally 
drawn in the literature on rationalism and empiricism because of different ideas 
about innateness. But as we saw earlier, there are equally fallacious inferences 
drawn in this literature by people who explicitly disavow the idea of innateness 
(see Chapter 3). We do have some sympathy with the suggestion that is often 
associated with this type of eliminativism— that to avoid confusion, rather 
than  talking in terms of “innateness”, theorists should talk directly in terms of 
whatever account of innateness they are using. It is for this reason that we framed 
our characterization of the rationalism- empiricism debate in Chapter 2 directly 
in terms of the acquisition base. However, as we noted there, we also think that 
there is nothing wrong with, and much to be gained by, continuing to use the 

16 See Hursthouse (2013), Alexander and Moore (2015), and Sinnott- Armstrong (2015) for an 
overview of some different proposals regarding the analysis of moral rightness.
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term “innate”, as this links the contemporary debate about the character and 
contents of the acquisition base with the traditional philosophical debate about 
innate ideas. We just need to recognize that the understanding of this term should 
be grounded in what is at stake in the contemporary rationalism- empiricism debate.

6.2 What Is a Concept?

In this section, we shift our focus from the nature of innateness to the question of 
what concepts are. As we briefly noted in Chapter 1, there are a number of debates 
surrounding the nature of concepts and no widely agreed upon account of what 
concepts are. Our aim here is not to discuss all of the issues at stake in these vari-
ous debates, much less to attempt to resolve them all.17 Rather, our aim is simply 
to set out some essential background regarding a number of these issues so that 
we can consider how disputes about the nature of concepts interact with the 
debate between rationalist and empiricist accounts of the origins of concepts and 
what implications different theories of concepts might have for our case for con-
cept nativism. To some readers, it may seem obvious that the first order of busi-
ness in a book about concept nativism should be for the authors to state their 
own theory of concepts. We have not done this because we don’t want our case 
for concept nativism to be hostage to any particular account of the nature of con-
cepts. We want our case for concept nativism to be robust in the face of different 
theories of concepts. If our case turned on the particular account of concepts that 
we ourselves favour, it would only matter to other theorists who held the same 
account of concepts as we do. But if our case for concept nativism is consistent 
with any of a broad range of approaches, as we will argue it is, then it should be of 
interest to theorists with very different views about the nature of concepts, as well 
those who may not be committed to any particular theory of concepts. In light of 
this, we will proceed first, in this section, by providing a brief overview of the or-
ies of concepts in order to convey some of the key theoretical options. Then, in 
the next section, we will show why our case for concept nativism doesn’t depend 
on adopting any particular account of the nature of concepts.18

17 For a range of different views on concepts and discussion of some of the many debates surround-
ing the nature of concepts, see Margolis and Laurence (2019) and the papers in Margolis and 
Laurence (1999, 2015).

18 Some of the issues that we discuss in this section are ones that we have already touched on to 
some extent in earlier chapters. But we want to say a bit more about them here, particularly for readers 
who may be new to debates about concepts and mental representations. For those interested in read-
ing more about our own views on many of these issues regarding the nature of concepts, see particu-
larly Laurence and Margolis (1999); Margolis and Laurence (2007a); and Laurence and Margolis 
(2012a). But again, we should note that we will largely be putting our own views on these issues to the 
side in this book, since our defence of concept nativism is meant to be consistent with any of a broad 
range of different theories of concepts.
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To begin, concepts are often understood to be mental representations that are 

the constituents, or building blocks, of thoughts— the components that make up 
thoughts and that are shared among different thoughts that have overlapping 
meanings or contents. Take, for example, the thought that polar bears are large 

carnivorous animals. This thought is made up of the concepts polar bear, large, 
Car nIv or ous, and so on. These same concepts can also be part of other thoughts. 
For example, the concept polar bear is also a component of the thought that polar 

bears are powerful swimmers, and the concepts large and anImal are also com-
ponents of the thought that blue whales are large animals. The similarity of these 
thoughts to the thought that polar bears are large carnivorous animals is due to 
the fact that they share conceptual components— the concept polar bear, the 
concept large, and the concept anImal.

In characterizing concepts as mental representations that are the constituents 
of thoughts, we are relying on an intuitive understanding of what a thought is. 
This notion can be spelled out further by noting that paradigmatic thoughts are 
complex representations that are involved in the exercise of psychological capaci-
ties that are often described as “high level” cognitive capacities— things like cat-
egor iza tion, recalling facts, forming explanations, analogical reasoning, problem 
solving, and planning a course of action. For example, in deciding what to do 
about that animal that you see in the distance, it may matter that you first cat-
egor ize it as a coyote, allowing you to infer that it may be dangerous and that you 
should leave it alone. In contrast, if you were to categorize it as your pet dog, then 
you’d have reason to act in a completely different manner— to call its name or to 
walk right up to it. The difference here has to do with whether your thoughts 
involve the conceptual component Coyote or my dog. Representations of this 
sort feed into psychological processes involved in remembered events in our 
lives, our general understanding of related situations, inferences we are prepared 
to draw about these entities, decision making, and ultimately action. And the 
complex representations involved in all of these types of processes— from mem-
or ies of walking your dog to decisions about what to do when you encounter a 
coyote— all count as thoughts.19

Just as thoughts are composed of concepts, some concepts are themselves com-
posed of other concepts. The concept fIve-layer ChoColate sponge Cake 
WIth ChoColate butterCream frostIng topped WIth dark ChoColate 
flakes incorporates the concepts fIve-layer ChoColate sponge Cake and 
topped WIth dark ChoColate flakes, among others, and these are composed 
of simpler concepts (fIve-layer and dark ChoColate flakes), which in turn 
are composed of even simpler concepts (layer and ChoColate), and so on. 
There comes a point, however, when we arrive at concepts that are not 

19 For overviews of some of the core psychological phenomena involving concepts, see Murphy 
(2004); Medin and Rips (2005); and Goldstone et al. (2018).
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themselves composed of other concepts or representations. These concepts are 
known as primitive concepts.20 There has been a great deal of controversy about 
which concepts are primitive, including whether everyday concepts that aren’t 
obviously composed of other concepts (such as Cake and topped) have some form 
of deeper, hidden internal structure. Based on a variety of different methods— in 
psychology, linguistics, and philosophy— researchers have proposed that certain 
types of conceptual structure may be fairly common among such concepts (e.g., 
definitional structure or prototype structure).21 We won’t enter into this debate 
here, but just want to note that whether a given concept is primitive or not is not 
something that can be settled a priori or by consulting one’s intuitions. It is a 
broadly empirical question, and identifying the conceptual primitives that ultimately 
form the basis from which all other concepts are composed is no easy task.

We have said that thoughts and complex concepts are composed of simpler 
concepts, but what is the rationale for supposing this? One of the most important 
reasons has to do with what is known as the productivity of thought. This refers to 
the fact that there is no upper bound to the number of distinct thoughts that 
human beings are capable of forming.22 One way to appreciate the fact that 
human thought is productive is by noting a related fact that we briefly mentioned 
earlier— that nearly every sentence that we hear or read is new to us. Given that 
the process of understanding a sentence commonly involves recovering the 
thought that it expresses, this means that we are continually entertaining new 
thoughts. This isn’t to say that some sentences aren’t used repeatedly (“How are 
you doing?”, “Have a good night!”). But consider the sentences in a novel or the 
sentences that appear in the latest episode of your favourite television pro-
gramme. The themes and general ideas may be similar to other sentences that 

20 It is important to note that the use of the term “primitive” here is completely distinct from the 
use of “primitive” in connection with accounts of innateness and the acquisition base. In debates 
about the structure of concepts, “primitive” (or “semantically primitive”) simply means semantically 
unstructured. This use is unrelated to the use of the term “primitive” in the debate about theories of 
innateness, where a psychological primitive is understood to be a psychological structure that is not 
acquired via a psychological- level process— that is, a psychological structure that is in the acquisition 
base. It is unfortunate that the same term is used with these two very different meanings, but context 
should make clear which is intended.

21 Definitional structure and prototype structure are two broad types of conceptual structure. 
There are a number of different ways of understanding what conceptual structure is and the functions 
it serves (Laurence and Margolis 1999). Among other functions, conceptual structure is sometimes 
postulated to play a role in one or more of the following: explaining psychological processes such as 
perceptual categorization (i.e., applying the concept C to a perceived item), embodying key informa-
tion that is considered essential to possessing the concept, determining which things the concept 
refers to or is true of, and explaining how the meaning of a complex concept is a function of the mean-
ings of the concepts it is composed of (Laurence and Margolis 1999). Definitional structure involves 
constituent representations that collectively specify a definition of the concept. Prototype structure 
involves constituent representations that collectively specify an abstractly represented best example or 
central tendency.

22 Of course, human beings are finite creatures with a limited memory and attention span. The 
productivity of thought concerns competence (rather than performance), abstracting away from such 
factors.
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you’ve encountered, but for the vast majority of these sentences, the precise sen-
tences involved will be ones you have never encountered before.

The productivity of thought isn’t just a reflection of our facility with language, 
however. Its effects can be seen by looking more directly at certain types of 
thoughts. Suppose, for instance, that it is nearing lunch time but you aren’t par-
ticularly hungry. You might think to yourself I Could have a sandWICh or I 
Could go for a Walk. But, of course, these aren’t your only options. You might 
allow yourself to start to think about many other things you could do: I Could 
have a sandWICh or I Could go for a Walk or I Could take a nap or I Could 
Call my mother. At some point you would of course stop, but notice that there 
is no limit to the number of possibilities you might consider. In principle, you 
could keep packing more and more into this thought, simply by making further 
use of the concept or to incorporate each additional represented possibility.

Here is another example. Suppose Anne is thinking about some of her friends 
and acquaintances and trying to plan the menu for a party. She might begin by 
thinking beth doesn’t eat nuts, and this might lead her to think of her friend 
Cathy and think Cathy Was surprIsed that beth doesn’t eat nuts (remem-
bering that time when Cathy asked Beth if she likes granola), which might lead 
her to think dave Was surprIsed that Cathy Was surprIsed that beth 
doesn’t eat nuts (remembering when Dave and Cathy were arguing about what 
snack to bring for Beth). There is no reason why the same sort of cognitive op er-
ation couldn’t be repeated further, forming a new thought about someone else’s 
thinking, which itself is about someone else’s thinking, and so on.

What these and similar examples suggest is that we are able to entertain an 
unbounded number of thoughts because the mind is equipped with a finite stock 
of primitive concepts and with rules for combining and recombining them into 
more complex concepts and ultimately into full thoughts. Just as a language like 
English or Spanish can generate an infinite number of sentences by combining a 
limited number of words in different ways, the mind can generate an infinite 
number of thoughts by combining its concepts in different ways. The key to this 
unbounded potential, in either case, is that the combinatorial rules for the system 
include at least some rules that are recursive in that the same rule that generates a 
given structure can be applied to the structure it generates. For example, the com-
binatorial rule for disjunction can take as inputs the contents of complete thoughts, 
x and y, and generates a new disjunctive thought, x or y. Since any thought con-
tent can be plugged in for the variables x and y in the combinatorial rule for dis-
junction, products of applying this rule can be used as inputs as well. So the rule 
can form new disjunctions based on previously formed disjunctions (x or y can 
be combined with z to form the thought x or y or z). Suppose that we also 
include the further principle that from any thought x we can generate a new 
thought not-x. Using just these two simple recursive rules, even with just a few 
initial thoughts to begin with (x, y, z), an infinite number of new thoughts can be 
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generated— x, not-y, (x or not-y), not-(x or not-y), (z or not-(x or not-y)), 
((x or not-y) or (z or not-(x or not-y))), and so on indefinitely. Precisely the 
same is true if we take x, y, z here to be concepts instead of complete thoughts.

One of the most important aspects of concepts and the thoughts that they 
compose is that they possess representational or semantic features. By representa-
tional or semantic features, we just mean any features/properties something pos-
sesses that are directly related to having some sort of meaning, broadly construed. 
Traditionally, the term “semantic” was restricted to natural language and used to 
capture the properties that linguistic items (e.g., English words, phrases, and sen-
tences) were taken to possess in having meaning. But it has since been extended 
so that it is now also used to refer to meaning- related properties of concepts and 
thoughts. Just as words and sentences have meanings and representational fea-
tures, so too do concepts and thoughts. Philosophers also use the terms possessing 

intentionality or being about something or having content for this same broad 
property of having representational or semantic features. These terms have differ-
ent histories and connotations, but they all refer to the same basic thing, and we 
will use them interchangeably.23

Crucially, it should be noted that the term intentionality in this context doesn’t 
refer to the intent or purpose of an action or to having an intention to do some-
thing. Such states do have intentionality, but intentionality isn’t restricted to these 
types of states. In the philosophy of mind, the term has been used in a deliberately 
broad way to apply to anything that might be thought to represent or be about 
something else— not only linguistic and psychological entities (words, sentences, 
concepts, thoughts, etc.) but any type of sign or symbol. Philosophers also distin-
guish between intrinsic intentionality from derived intentionality and distinguish 
both of these from as- if intentionality. Intrinsic intentionality and derived inten-
tionality are both understood in a realistic manner— both involve something 
genuinely possessing representational properties. These contrast with as- if inten-
tionality, which is understood to be merely metaphorical, as when someone says 
of her stalled car that isn’t restarting that “it just wants to make me late for my 
appointment”. The distinction between intrinsic and derived intentionality, in 
contrast, has to do with the source of the intentionality. In the case of derived 
intentionality, the representational properties in question are taken to be real but 
to be inherited from the representational properties of something else. With 
intrinsic intentionality, they aren’t taken to derive from something else— the rep-
resentational properties originate with the very entity that possesses them. 
Arguably, the physical objects that constitute words or sentences— ink on a page, 
sound waves produced by speaking— have representational properties, but only 

23 In other words, we will use all of the following as stylistic variants: possessing intentionality, 
being about something, having content, possessing representational features, and possessing semantic 
properties.
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because they are related to concepts and thoughts. If this is the case, then words 
and sentences (and other public symbols, such as traffic signs) can be said to have 
derived intentionality, whereas concepts and thoughts would have intrinsic 
intentionality.

The term that we will make the most use of in this family of terms is content. 
The expression having content in this context is a relatively new term, and it is 
used more for concepts and thoughts than natural language words and sentences, 
but it refers to the same basic property of having intentionality, having aboutness, 
or having representational features. Thoughts and concepts are said not only to 
have content, but to have particular contents, which is to say that a given thought 
or concept has a specific semantic property (or set of properties). At the same 
time, precisely which sorts of representational properties constitute the contents 
of concepts and thoughts is a matter of debate. On some accounts, concepts have 
only referential or truth conditional representational properties. So, for example, 
the only semantic property that the concept alan turIng would have is that it 
refers to Alan Turing (or, putting the same claim in different terms, it would have 
as its content the person Alan Turing). Likewise, the only semantic property that 
apples would have is that it has in its extension or truly applies to all and only 
apples (it has as its content the property of being an apple or perhaps the set of all 
apples). A different position holds that in addition to referential properties, con-
cepts can have meanings, where the term “meaning” in this particular context is 
used in a narrower technical sense than we have been using it so far. This tech-
nical sense is intended to capture a semantic property that is supposed to explain 
how two concepts can be distinct from one another even if they have the same 
referent or extension. For example, the concepts mark tWaIn and samuel 
Clemens both refer to the same person, but some would argue they differ in content 
and hence have a different meaning.24 For present purposes, we will abstract 
away from the details of different theories of content and their differing views of 
precisely which semantic properties concepts should be said to have.

Earlier we highlighted the fact that simpler concepts can be composed to form 
more complex concepts and thoughts and that this is what explains the prod uct-
iv ity of thought. This explanation turns on the supposition that the contents of 
complex concepts and thoughts depend on, or are a function of, the contents of 
the simpler concepts that compose them and how they are arranged— or, in other 
words, that there is a compositional semantics for concepts and thoughts. The 
productivity of thought gives good reason to suppose that thought has a 

24 A classic test for such differences in content has to do with whether it is possible for someone 
to possess a belief vis- à- vis one concept but not the other— for instance, believing that Superman flies 
but not believing (or outright disbelieving) that Clark Kent flies, despite the fact that Superman 
is  Clark Kent. In a moment, we will return to this type of test, where it figures in an approach to 
 concepts that claims that concepts aren’t mental entities.
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compositional semantics. And if it does have a compositional semantics, then the 
content of our thoughts can be seen to ultimately stem from the contents of our 
concepts.

This still leaves us with the question of where the content of these simpler con-
cepts comes from and ultimately the content of all thought. What is it about a 
given concept that gives it the specific conceptual content that it has? There are a 
number of competing approaches to explaining the basis of conceptual content, 
but two that stand out are conceptual role theories and causal theories. Conceptual 

role theories hold that the content of a concept is largely determined by its dis-
tinct ive role in cognitive and perceptual processes. Take the concept and. It con-
tributes to a pattern of inference in which, if someone has the belief p and the 
belief q, then, other things being equal, they are more disposed to form the belief 
p and q than certain other beliefs as a consequence; likewise, if they have the 
belief p and q, then they should be similarly disposed to hold the belief p and the 
belief q. According to the conceptual role framework for explaining conceptual 
content, the concept and expresses conjunction precisely because of the way that 
it facilitates these patterns. In contrast, casual theories of content say that the con-
tent of a concept isn’t, in the first instance, a matter of its role in the mind. Instead, 
it is determined by how a concept is causally related to things in the world. For 
ex ample, the core idea of one such account is that the content of a concept like 
zebra comes down to the fact that instances of zebras (the animals) reliably cause 
thoughts involving zebra (with certain added qualifications that we needn’t go 
into here).25

On the face of it, conceptual role theories and causal theories take opposite 
approaches to explaining conceptual content. One is inward looking (focusing on 
internal psychological processes), while the other is outward looking (focusing 
on mind- world causal relations). At the same time, it’s possible to maintain that 
the two should be combined in such a way that a concept’s content is partly deter-
mined by its conceptual role and partly by its mind- world causal relations.26 
Another possibility is to maintain that these two approaches should be kept sep-
ar ate but that each is right for certain types of concepts and that no single 
approach to conceptual content is appropriate for every type of concept. This 
second proposal is quite plausible when one considers the sheer variety of con-
cepts in human cognition. This includes concepts that are grounded in bodily 
experiences (tIngle, headaChe), indexical concepts (thIs, noW), and concepts 
for such diverse types of things as individuals (desCartes, ChICago), properties 
and relations (Wet, above), actions (jump, deCorate), natural kinds (nItrogen, 
tarantula), artefacts (knIfe, ContraCt), processes (evaporate, deCompose), 

25 For more on these two general approaches to explaining mental content, see Rey (1997).
26 There are various ways to do this; see, e.g., Block (1986) and Carey (2009) on two- factor the or-

ies of content.
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institutions (marrIage, the department of state), theoretical constructs 
(moleCule, gravItatIonal Wave), numerical quantities (fIve, π), logical rela-
tions and quantification (not, some), imaginary entities (unICorn, santa), 
modality (must, Could), pluralities (bees, stars), time (yesterday, WIll), 
things we could never experience (the bIg bang, travellIng faster than the 
speed of lIght), and much else. It is entirely possible that these many different 
types of concepts’ contents will not all be explained in the same way. In any case, 
since researchers working on theories of content and theories of concepts some-
times focus on an overly narrow range of concepts, it is good to remind ourselves 
from time to time of some of the breadth of the types of concepts that exists.27

So far, much of what we have said about concepts is broadly agreed upon by a 
diverse group of theorists. We now want to discuss two important areas of dis-
agree ment about concepts in order to examine the question of how different 
approaches to the question of what concepts are might affect the rationalism- 
empiricism debate regarding the origins of concepts— and ultimately whether 
such disagreements affect our case for concept nativism. As we will see, the 
impact on the rationalism- empiricism debate is smaller than one might ini-
tially expect.

The first area of disagreement is one that may be surprising to some readers, as 
it concerns the question of what of kinds of things concepts even are— in particu-
lar, whether concepts are psychological entities that occupy a place in the mind. 
In Chapter 1, we noted the connection between contemporary scientific research 
on the origins of concepts and historical philosophical discussions of the origins 
of ideas. The notion of an idea that was in play in some of this earlier philo soph-
ic al work was that ideas are representational units that enter into psychological 
processes— for example, that the idea of a dog is a consciously accessible mental 
image that resembles the appearance of a typical dog. In cognitive science, much 
of this “idea” idea has been retained. The presupposition that ideas must be con-
sciously accessible and that they resemble what they are about may have been 
dropped, but in other respects, the “ideas” of philosophers like Hume and Locke 
are quite similar to cognitive science’s “concepts”. Both are understood to be men-
tal representations or mental symbols and hence to be psychological entities. We 
have adopted this view as a background assumption in this section (and in the 
book) so far.

However, this assumption isn’t mandatory. An alternative way of thinking 
about concepts understands concepts in a way in which they aren’t in the mind at all. 

27 The focus on a narrow range of types of concepts in developing theories of content stems in part 
from the methodological principle of starting with simple cases first and trying to develop some sort 
of workable theory before confronting the full complexity of phenomena to be explained. This prin-
ciple is not at all unreasonable given that developing a workable theory of content for even the sim-
plest cases has proven to be enormously difficult. Nonetheless, it is important to guard against 
distortions that can stem from considering an overly narrow range of examples.
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Instead, they are taken to be abstract objects (and so not physical entities located 
in space and time), not unlike mathematical entities such as numbers and sets. 
(While numerals and number words— which are signs for numbers— are in space 
and time, numbers themselves on many views are not; you can’t bump into or 
destroy the number 3.) On this approach, concepts are components of the 
abstract objects that are the meanings associated with sentences and with beliefs, 
desires, and related types of mental states (see, e.g., Peacocke 1992). Take the sen-
tence “Our galaxy contains billions of stars”. This approach holds that this sen-
tence has an abstract object that is its meaning which is made up of meanings for 
“galaxy”, “star”, and so on, and that these component meanings are the concepts— as 
opposed to the mental representations that may be activated in a speaker’s mind 
when using this sentence.

A motivation often connected with taking meanings to be abstract objects is 
the perceived need for meanings that can function as intermediary semantic 
en tities that stand between a linguistic or mental representation and its referent 
and embody a particular perspective on the referent (Frege 1892). These inter-
medi ar ies serve as modes of presentation— entities that represent a referent in a 
particular way, as in the difference between representing Venus as the morning 

star and representing that same entity, Venus, as the evening star. Part of the rea-
son to suppose that there are meaning intermediaries of this kind is that this 
would help to explain the differing cognitive significance of different expressions 
that have the same referent. For example, someone might hold that “Mark Twain 
wrote Huckleberry Finn” is true but that “Samuel Clemens wrote Huckleberry 

Finn” is false, even though Mark Twain and Samuel Clemens are in fact the same 
person. The explanation for why this can happen would be that there is more to 
the semantics of “Mark Twain” and “Samuel Clemens” than their referents. They 
have modes of presentation too, and their having different modes of presentation 
captures the fact that they involve different ways of construing one and the same 
referent.28

28 Proponents of the mental representations views of concepts needn’t deny that there are abstract 
objects that are meanings, or that such meanings can play the role of modes- of- presentations. Even 
though they wouldn’t say that concepts are meanings, they are free to say that concepts have mean-
ings. Then they could adopt much the same explanation for the differing cognitive significance of 
thoughts involving the concept mark tWaIn and thoughts involving samuel Clemens. They could 
just say that thoughts of the first type involve a concept (understood as a mental representation) that 
has a Mark- Twain- mode- of- presentation as its meaning, while thoughts of the second type involve a 
concept (again understood as a mental representation) that has a Samuel- Clemens- mode- of- 
presentation as its meaning. At the same time, it’s worth noting that some proponents of the mental 
representations view of concepts hold that there is no need for taking meanings to involve abstract 
objects that act as intermediaries between representations and their referents. Such a view might hold 
that the only semantic properties that are really needed are ones that pertain to reference and truth 
(see, e.g., Fodor 1998; Fodor and Pylyshyn 2015). A view like this might nevertheless hold that there 
are modes of presentation by taking mental representations themselves to be modes of presentation, 
where different mental representations with the same referent effectively constitute modes of presen-
tation by representing that referent in different ways. For further discussion of the different options 
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While we favour the mental representations view of concepts and adopt this 
view as a background assumption as we develop our case for concept nativism 
throughout the book, this commitment is not required in order to take part in the 

rationalism- empiricism debate about concepts, nor is it essential to our case for 
concept nativism. To draw out these points, we will briefly explain how the psy-
cho logic al and developmental issues that we are couching within a mental repre-
sentations framework can be recast in the abstract objects framework.

To begin, we should point out that the terminology here can be confusing 
since the mental representations framework and the abstract objects framework 
both make use of the terms “thought” and “concept” but use these terms in sys-
tematically different ways. Within the mental representations framework, 
thoughts are generally the sorts of mental representations that have full prop os-
ition al content, and concepts are the subpropositional mental representations 
that make up a thought. On the abstract objects framework, thoughts are under-
stood to be the meanings of sentences and of corresponding psychological states, 
and concepts are the meaning components (modes of presentation) that make up 
a thought. Despite these systematic differences, though, the abstract objects 
framework can draw much the same distinctions as the mental representations 
framework and offer broadly similar explanations for many phenomena. For 
example, the abstract objects framework can draw a distinction between primi-
tive and complex concepts that is parallel to the distinction between primitive 
and complex concepts on the mental representations view. It’s just that in one 
case this distinction is applied to mental representations and in the other it is 
applied to the abstract objects that constitute meanings.

What does the abstract objects framework say about the role of concepts in 
mental processes? Although this framework takes concepts to be abstract objects 
(which aren’t in the mind) rather than mental representations (which are), it still 
makes reference to an agent’s concepts in explaining aspects of her psychology. 
To see how this can be, let’s adopt the assumption that even though a proponent 
of the abstract objects view doesn’t identify concepts with mental representa-
tions, she still supposes that mental representations occur in episodes of think-
ing.29 Now in the mental representations framework, concepts (understood as 
mental representations) are directly involved in mental processes such as cat egor-
iza tion. When an agent is confronted with a polar bear, and categorizes it as a 
polar bear, the concept polar bear (a mental representation) is activated in the 
process. In the abstract objects framework, the psychological import of a concept 
is just as real but indirect, deriving from the semantic relation it bears to mental 

regarding the abstract objects framework, the mental representations framework, and whether it pays 
to mix the two, see Margolis and Laurence (2007a).

29 While we think there are good reasons for proponents of the abstract objects framework to 
adopt this assumption, here we are just making it for simplicity. In any case, the general point that 
follows in the text applies whether the assumption is made or not.
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states. In this case, a mental representation is also activated, but crucially it must 
be one that has the concept polar bear (an abstract object that is its meaning) as 
its mode of presentation, as opposed to one with some other mode of presenta-
tion. Either way, a concept factors into the categorization process and is a key 
part of the explanation of why the agent responds as she does. So, even though 
concepts aren’t psychological entities in the abstract objects framework, they can 
still play a significant role in psychological processes. It is just that this is the 
in dir ect role of being the meanings of the mental representations that are directly 
involved in such processes.

In much the same way, the rationalism- empiricism debate about the origins of 
concepts can also be reconstructed within the abstract objects framework. In 
Chapter 2, we characterized the contrast between rationalism and empiricism in 
terms of their differing views of the acquisition base— the collection of psy cho-
logic al structures whose acquisition is not mediated by more fundamental 
 psy cho logic al traits. And we noted that rationalist accounts of the origins of 
 concepts hold that concepts in more than just a few different domains are 
either  innate or acquired via rationalist learning mechanisms, while em piri cist 
views of the origins of concepts hold that domain- general learning mech an-
isms largely suffice for acquiring all concepts. Now a theorist advocating the 
abstract objects view of concepts can accept almost all of this as is, but rather 
than understanding the debate between concept nativism and concept empiri-
cism to be about the psychological origins of concepts (which they take to be 
abstract objects that are the modes of presentation associated with mental repre-
sentations), they will instead understand it to be about the psychological origins 
of the mental representations that have concepts as their meanings. Likewise, 
rather than understanding learning mechanisms to be mechanisms that support 
the acquisition of new concepts, they will understand them to be mechanisms 

that support the acquisition of new mental representations that have concepts as 

their meanings. And rather than understanding innate concepts as mental repre-
sentations that are part of the acquisition base, they will understand them to be 
the meanings of mental representations that are part of the acquisition base.

What all this shows is that the rationalism- empiricism debate regarding the 
origins of concepts doesn’t force theorists to adopt a particular view about 
whether concepts are psychological entities or not. It can be formulated to accom-
modate either framework— the mental representations framework or the abstract 
objects framework— and other frameworks as well, as long as suitable adjust-
ments are kept in mind.30

30 We have focused on the mental representations and abstract objects frameworks for illustrative 
purposes and because they are the two most prominent frameworks for understanding the nature of 
concepts. Our aim here is not to provide an exhaustive discussion. In any case, much the same points 
apply to other frameworks. (See Margolis and Laurence 2007a for broader discussion of different 
frameworks for understanding the nature of concepts.)
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Let’s turn now to the second area of disagreement about concepts that we want 
to look at, the issue of how to distinguish conceptual states from nonconceptual 
states. The guiding idea behind this second area of disagreement is that mental 
representations should not be seen as forming a homogeneous category and that 
conceptual representations (concepts) are a special or distinctive type of mental 
representation. Different ways of drawing the conceptual/nonconceptual distinc-
tion that philosophers and cognitive scientists have suggested highlight different 
features as marking what is special about conceptual, as opposed to nonconceptual, 
representations. We will just present some of the main approaches in order to give a 
sense of what the debate looks like, and because these different ways of drawing the 
distinction will come up again later in the book.31 As we will see, the different ways 
of drawing the conceptual/nonconceptual distinction are not equivalent with one 
another; a representation that counts as a concept on one account may count as a 
nonconceptual representation on other accounts, and vice versa.

One family of approaches to the conceptual/nonconceptual distinction is 

 centred around a cluster of properties relating to the richness and fine- grainedness 
that are characteristic of some types of representations by contrast with the 
abstractness or coarse- grainedness of other types of representations. Consider, for 
example, some of the representations involved in perceptual experience. A charac-
teristic feature of perceptual experiences is the richness of detail that they represent 
(see, e.g., Dretske 1981; DeBellis 1995; Carruthers 2000; Peacocke 2001). Imagine 
seeing a vase of roses. This visual experience would incorporate enormous amounts 
of detail pertaining to the particular shapes of the petals, the relative heights of the 
stems, the pattern made by the roses’ thorns, the shadows that appear below the 
flowers towards the front, and so on. Now contrast this rich experience with simply 
having a belief that some roses are in a vase. Such a belief would invariably abstract 
away from most of the perceived detail. It may capture that there are roses there, but 
it will gloss over the detailed particularities about how they look at that very moment 
that are all part of the visual experience of the roses in the vase. In this way, the rich-
ness of experience is similar to the idea that is behind the old cliché that a picture is 
worth a thousand words; experiences, like pictures, pack in far more detail than a 
verbal description (or a corresponding thought) about the very same situation.

A different, but related, contrast focuses not on richness but on the fine- 
grained character of some of the representations involved in perceptual 
experience— for example, the fact that a given perceptual representation repre-
sents a highly specific shape or colour (see, e.g., Peacocke 1992; Tye 1995; Heck 

31 To simplify our presentation of these views, we will continue to frame the discussion in terms of 
the mental representations framework. It should be noted, however, that some participants in the 
debate don’t subscribe to this framework. In addition, this whole debate is sometimes put as a debate 
about how to distinguish between two types of content (conceptual content vs. nonconceptual 
 content) as opposed to how to distinguish between two types of psychological states (conceptual states 
vs. nonconceptual states). For present purposes, these differences won’t matter. See Laurence and 
Margolis (2012a) for reasons for framing this issue in terms of states rather than content and for dis-
cussion of further ways of distinguishing the conceptual from the nonconceptual.



212 ConCepts, Innateness, and ConCept natIvIsm

2000). Take colour. Human vision can distinguish between millions of different 
shades of colour. By comparison, there are far fewer colour concepts that are 
expressed in natural language words. English, for example, is a language that is 
relatively rich in colour terms, but it still has only about eleven basic colour terms. 
And even if we include non- basic colour terms, including ones that rely on com-
pound expressions (e.g., “salmon pink”), the number of colour terms is orders of 
magnitude lower than the number of discriminable colours. This observation is 
closely related to facts concerning our ability to identify and recall colours. If 
shown a specific shade of red (red

27
), it’s easy to recognize that it is red, to say that 

it is “red”, or to identify it as the same general colour as a previously seen sample. 
But when it comes to the precise shade that is experienced— not just red but the 
very specific shade of red that it is— the situation changes. We might be able to see 
that it differs from a nearby shade of red (red

29
) when they stand side by side, but 

then not be able to say which of these two was previously seen even for a sample 
that was presented to us just a few moments ago.

Taken together, the richness of perceptual experience and its fine- grained 
character motivate a family of views about how to distinguish conceptual repre-
sentations from nonconceptual ones. Such views say that nonconceptual repre-
sentations are the ones that are responsible for these aspects of perceptual 
experience— they are the representations that account for how perceptual experi-
ence is able to pack in so much detail at a given time, including extremely fine- 
grained details. Or alternatively, they are the representations that support rich 
perceptual experience but which are unable to support the ability to remember or 
reidentify these fine- grained details. By contrast, concepts would be representa-
tions that are less rich, more coarse- grained, or capable of supporting the ability 
to remember or reidentify the representational content that they express.

A second family of views concerning the conceptual/nonconceptual distinc-
tion focuses on whether a representation is constrained by, or factors into, what 
makes someone a rational agent. Different accounts in this family of views adopt 
different standards on the requirements for being rational. One relatively modest 
account emphasizes the need to avoid manifest contradictions (Crane 1988). On 
this type of account, if F is a concept, it would not be possible to judge of the 
same thing (at the same time, in the same respect) both that it is F and that it isn’t 
F— for example, that it is red and that it isn’t red, or that it is a flower and that it 
isn’t a flower. In contrast, if F were nonconceptual, it might be possible to enter-
tain contradictory representations of this sort. Crane points to the motion after- 
effect illusion as a possible example where observers simultaneously entertain 
contradictory representations. This illusion occurs when you stare at a scene that 
contains motion in one direction (like a waterfall) and then shift your attention 
to a motionless object. What happens is that the object appears to be moving in 
the opposite direction of the original motion and, at the same time, appears to 
remain still. Since this experience is inherently contradictory— the object looks 
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like it is both moving and not moving— Crane suggests that the representation of 
the movement is nonconceptual.

Adopting a somewhat different standard of rationality, one could focus on a 
representation’s being able to enter into reasons for actions as a mark of it being 
conceptual. This idea is connected to the discussion of reasons for actions in 
Hurley (2003). On Hurley’s view, reasons for actions might be thought of as 
emerging as soon as means- end decision making is in place. That is, if an organ-
ism is able to select a course of action based on its representing that action as a 
way to achieve its goals given how it represents the world to be at that time, then 
the representations that are involved in this action- guiding process count as 
 reasons for actions. A hallmark of means- end decision making is that it involves a 
certain degree of cognitive and behavioural flexibility— being able to use different 
means to achieve the same end and being able to use the same means for different 
ends. This contrasts with inflexible forms of behaviour, such as a fixed- action pat-
tern response that is simply triggered when the representation for a particular 
stimulus condition is activated (as in the case mentioned in Chapter 4 in which, 
in frogs, a visual representation of a small object in motion triggers a rigid type of 
feeding response). Hurley (2003) stops short of taking any reasons of the type 
that go with means- end decision making to involve concepts, instead seeing these 
representations as concept- like, or as coming close to being fully conceptual. But 
others might want to use the very distinction she makes regarding having and not 
having reasons as the basis for drawing the conceptual/nonconceptual distinc-
tion. In that case, the representations that are capable of entering into means- end 
reasoning would be considered concepts. By contrast, the representation of a 
stimulus that simply activates a fixed- action pattern response would not.

A related but more general form of this type of view might take concepts to be 
distinguished by their ability to enter into general forms of abstract reasoning. 
For example, a representation might count as conceptual if it isn’t confined to 
operations in a relatively isolated psychological mechanism but is part of a sys-
tem of representations that is inferentially integrated with higher cognitive pro-
cesses such as planning and decision making, episodic memory, interpreting 
discourse, counterfactual reasoning, causal- explanatory reasoning, and problem 
solving. For instance, on an account like this, if a representation participates in 
an inferential process in which an agent is working out a causal model for under-
standing a puzzling feature of the world, it would be considered conceptual. In 
contrast, representations that couldn’t possibly enter into such a process (e.g., 
because they are locked inside a system that is dedicated to representing the pros-
od ic contours of spoken language) would be considered nonconceptual.

Another view in this family emphasizes a much more stringent connection to 
rationality considerations by taking conceptual representations (but not noncon-
ceptual representations) to be associated with a highly reflective capacity to jus-
tify one’s use of a concept and ultimately to justify one’s beliefs about the world 
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(e.g., Brandom 1994; McDowell 1994). On theories of this type, representations 
that are not integrated with self- reflective and linguistic capacities would gener-
ally be deemed nonconceptual.

A third family of views about the conceptual/nonconceptual distinction turns 
on what is known as the Generality Constraint (Evans 1982). Evans describes this 
constraint in terms of the range of thoughts that someone must be able to enter-
tain on the assumption that they have a given concept- involving thought. “If a 
subject can be credited with the thought that a is F, then he must have the con-
ceptual resources for entertaining the thought that a is G, for every property of 
being G of which he has a conception” (p. 104). More intuitively, what this means 
is that if a thought is truly composed of concepts, then these concepts must be 
able to freely recombine with other concepts to form other related thoughts— not 
necessarily thoughts that the subject actually believes, but at least thoughts that 
she is capable of entertaining. For example, if a mental representation with the 
content that Jack is artistic is to be taken to be made up of concepts, including the 
concept artIstIC, then someone who can entertain this representation and who 
can also represent Alice must also be capable of entertaining a representation 
with the content that Alice is artistic, as well.

There are different ways of developing a view of concepts that is organized 
around the Generality Constraint. The main variable that differentiates between 
such accounts has to do with how extensive the combinability requirement is 
taken to be (Camp 2004). In the limit, it might be held that for a representation to 
be conceptual, it must be able to freely recombine with all of the other representa-
tions in higher cognition with few constraints. Alternatively, it might be held that 
there are semantic constraints on the ways that predicative representations 
recombine with representations of individuals and with each other, to rule out 
what might be thought to be incoherent thoughts, such as the thought that the 

number two is artistic. In this case, the concept artIstIC would be restricted to 
the sorts of things that have minds and agency. Regardless of which of these or 
related constraints are employed, the idea behind all accounts based on the 
Generality Constraint is that representations that fail to meet the specified 
 combinability condition don’t count as concepts; they are nonconceptual 
representations.

The last family of views concerning the conceptual/nonconceptual distinction 
that we will mention is broadly focused on the distinction between discursive and 
iconic representations. Within this family of views, conceptual representations 
are thought to be discursive and nonconceptual representations to be iconic 
(Fodor 2007, 2008). How to draw the discursive/iconic distinction is itself very 
much a matter of debate. Sometimes discursive representations are simply said to 
have a digital format and iconic representations to have an analogue format. 
Sometimes discursive representations are said to be distinguished from iconic 
ones in that iconic representations simultaneously represent multiple properties 
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of an object, as when a part of a picture of a face— the part corresponding to just 
the nose— simultaneously represents its colour, shape, and texture. In contrast, a 
discursive representation that might be used to describe the same object would 
use distinct words, each representing a particular property (e.g., words like “dark”, 
“smooth”, “pointed”). Fodor links the discursive/iconic distinction with several 
others. Here we will focus on Fodor’s primary way of drawing the distinction, 
which has to do with the way that the parts of a representation relate to the whole. 
He suggests that discursive representations, unlike iconic representations, have a 
canonical decomposition. In practice, this means that there is a correct way to 
subdivide a discursive representation into its representational parts and that not 
every division would yield parts that are interpretable or that contribute to the 
semantics of the whole.

Take the sentence “Sue kicked the red ball”. Some subdivisions constitute inter-
pretable parts of the sentence (“Sue”, “the red ball”), while others don’t 
(“Sue . . . red”, “kicked the”). In contrast, iconic representations are taken to lack 
canonical decompositions, making any part of an iconic representation just as 
interpretable as any other part. In explaining in more detail what makes an iconic 
representation iconic, Fodor contrasts sentences (which are discursive) with 
photo graphs (which he takes to be iconic). He points out that photographs and 
other iconic representations obey what he calls the Picture Principle: “If P is a 
picture of X, the parts of P are pictures of parts of X” (Fodor 2008, p. 173). In 
other words, any part of an iconic representation represents part of what the 
whole represents. For example, if you have a picture and cut it into three parts in 
a random way, the three parts are still perfectly interpretable. They would repre-
sent the corresponding parts of scene depicted in the photo. But this isn’t possible 
with a sentence.

The different ways of drawing the conceptual/nonconceptual distinction that 
we have been outlining sometimes differ over whether they consider a particular 
type of representation to be conceptual. We will discuss a number of examples 
where this is the case later in the book. For now we will just mention two 
examples.

The first example involves representations that are confined to low- level spe-
cialized processing systems, for example, the system that analyses the sound 
structure of a sentence. This is usually understood to involve representations of 
various distinctive features, such as whether a speech sound is voiced [+/-voiced] 
(whether any vibration in the vocal cords is involved), or nasal [+/-nasal] 
(whether air flows through the nose). Distinctive features contribute to the repre-
sentations of phonemes (sound units in spoken natural languages) like the 
sounds /b/ and /p/ in the words “bad” and “pad”, which differ only in that /b/ is 
voiced and /p/ is not.

Let’s first consider the status of representations of distinctive features and 
phon emes for a theory like Fodor’s in which conceptual representations are 
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discursive rather than iconic. Since these kinds of representations don’t conform 
to Fodor’s picture principle, they count as discursive rather than iconic. This 
makes them conceptual representations for Fodor. Distinctive features and phon-
emes are also conceptual representations according to the criterion that identifies 
nonconceptual representations with fine- grainedness. This is because such repre-
sentations abstract away from all sorts of fine- grained perceptible differences and 
are readily reidentifiable. The phoneme /b/, for example, represents a wide range 
of sounds as all being instances of the very same phoneme despite differing in 
such things as pitch, timbre, volume, and duration. This is the whole point of the 
basic sound units of spoken natural languages— being capable of abstracting 
away from many acoustical details and allowing sounds to be reidentified across 
speakers and in different contexts. If they didn’t have these properties, they 
wouldn’t be much use for linguistic communication, as we wouldn’t be able to 
understand the same person speaking in quiet and loud voices, or different 
 people with different voices, as uttering the same words.

Clearly, though, these kinds of phonological representations are not concep-
tual representations according to some of the other ways of drawing the concep-
tual/nonconceptual distinction. For example, since such representations don’t 
freely combine with representations outside of the language processing system, 
they don’t satisfy the Generality Constraint. They also aren’t involved in decision 
making, causal- explanatory reasoning, or other forms of higher- level cognition, 
and so fail to meet the criteria of being conceptual for a variety of accounts that 
tie concepts to having reasons or being rational. On these other ways of drawing 
the conceptual/nonconceptual distinction, these kinds of phonological represen-
tations are nonconceptual.

Our second example concerns representations of particular fine- grained col-
ours. Imagine looking at a uniform colour patch of a particular shade of blue in 
good lighting conditions. The fact that you are having a fine- grained visual 
experience— not just of blue but of this very specific fine- grained shade of blue 
(say, blue

32
)—means that the representation involved in the experience counts as 

nonconceptual on some ways of drawing the conceptual/nonconceptual distinc-
tion (see, e.g., Peacocke 1992). However, on some other accounts, your fine- 
grained colour experience in this type of case turns out to be conceptual. For 
example, McDowell (1994) argues that such experiences are conceptual on his 
rationality- based way of drawing the conceptual/nonconceptual distinction. He 
does acknowledge that this type of example may not at first seem particularly 
conceptual on his account of concepts, since these experiences may not seem 
suited to providing reasons that can justify one’s beliefs about the world. But he 
thinks this initial impression is misleading in that fine- grained perceptual experi-
ences can actually be rationally integrated into self- reflective forms of thinking. 
The core idea of his proposal is that fine- grained experiential contents can be 
singled out by using complex concepts that incorporate a demonstrative 
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component. The content of these concepts is basically the same as a natural lan-

guage expression like “that shade”, which is used to pick out a particular fine- 
grained colour shade. He takes the fact that this content can be expressed in 
natural language to argue that the content of the experience can be integrated 
with paradigmatically high- level cognition and that the representation that sup-
ports the fine- grained character of this colour experience ends up being concep-
tual after all.

As is clear from this brief overview of different theories of concepts, the con-
ceptual/nonconceptual distinction can be drawn in a variety of different ways. 
And, while they will overlap in many cases, these different ways of drawing the 
distinction are not all equivalent with one another. There will be cases where 
a  given representation is conceptual on one way of drawing the conceptual/
nonconceptual distinction but nonconceptual on a different way of drawing this 
distinction. In the following section, we consider the question of what the 
 implications of this might be for the rationalism- empiricism debate regarding the 
origins of concepts.

6.3 Concept Nativism Is about More Than Just Innate Concepts

One of our goals in this chapter is to make clear why our case for a rationalist 
account of the origins of concepts is robust in the face of different accounts of 
what concepts are and different ways of drawing the conceptual/nonconceptual 
distinction. In the last section, we showed that the case for concept nativism 
doesn’t depend on whether concepts are taken to be mental representations 
which have meanings or abstract objects which are meanings. In this section, we 
will show that our account also doesn’t depend on any particular way of drawing 
the conceptual/nonconceptual distinction. The key to seeing why it doesn’t is rec-
ognizing that concept nativism is about more than just innate concepts.

First, though, it’s worth pausing for a moment to see why someone might think 
there is a problem here— why someone might think that the whole debate about 
the status of concept nativism can’t even get started without an agreed upon way 
of drawing the conceptual/nonconceptual distinction. Suppose that concept 
nativism was just a thesis about whether there are any innate concepts and if so, 
how many. Suppose it was also agreed that the representations R

1
–R

n
 are innate 

and that these are the only innate representations. Someone might then argue as 
follows. A theorist who draws the conceptual/nonconceptual distinction in such a 
way that many of the representations R

1
–R

n
 turn out to be concepts may well be 

committed to there being a significant number of innate concepts and thereby 
endorse concept nativism. But a theorist who draws the conceptual/nonconcep-
tual distinction in a different way, according to which none of R

1
–R

n
 are concepts, 

would hold that there are no innate concepts and thereby be opposed to concept 
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nativism— even though the two theorists completely agree about which represen-
tations are innate. In that case, the shift from endorsing concept nativism to being 

opposed to concept nativism would turn entirely on how the conceptual/noncon-
ceptual distinction is drawn. So the status of concept nativism is hostage to how 
the conceptual/nonconceptual distinction is drawn and cannot be productively 
debated without first settling the question of how we should draw the conceptual/
nonconceptual distinction.

While this argument may seem quite plausible at first, it is in fact deeply flawed. 
Seeing where and how it goes wrong is of fundamental importance to under-
standing the debate over concept nativism. As we will show, not only can this 
debate proceed before settling the question of how the conceptual/nonconceptual 
distinction should be drawn, it is actually better to conduct the debate in a way 
that remains neutral among different ways of drawing the conceptual/noncon-
ceptual distinction.

The first point to note is that what makes a view rationalist is ultimately a mat-
ter of whether it posits a rationalist (as opposed to an empiricist) acquisition base 
in its account of the origins of the traits in question, not whether it says that these 
traits are innate. As we emphasized in Chapter 2, there are many ways to be a 
rationalist regarding the origins of a given trait. Concept nativism is compatible 
with a large range of views that take there to be a rationalist account of the origins 
of concepts. In a local debate concerning the origins of a particular concept or a 
particular conceptual cluster, a concept nativist is simply a theorist who takes the 
local acquisition base for this concept or conceptual cluster to be a rationalist 
one, containing characteristically rationalist psychological structures. In the 
global rationalism- empiricism debate about the conceptual system taken as a 
whole, a concept nativist would be someone who adopts a rationalist view of the 
origins of concepts in more than just a few conceptual domains.32 Our own ver-
sion of concept nativism holds that characteristically rationalist psychological 
structures in the acquisition base are involved in the acquisition of many con-
cepts across many different conceptual domains. Put in different terms, our view 
is that many concepts across many different conceptual domains are either innate 
(in the sense of being in the acquisition base themselves) or else they are acquired 
via rationalist learning mechanisms that trace back to characteristically rational-
ist psychological structures in the acquisition base.

The key point here is that this is a disjunction— concept nativism turns on the 
acquisition base either containing innate concepts or containing characteristically 
rationalist psychological structures that contribute to rationalist learning mech-
an isms that underpin concept acquisition. Given this disjunction, it is possible 

32 As we noted in Chapter 2, this way of expressing what concept nativism consists in is a conveni-
ent shorthand for a more nuanced view that takes into account potential trade- offs between a variety 
of independent factors that contribute to making an account rationalist to a given extent. We return to 
this point below, providing a fuller and more accurate account of what concept nativism consists 
in there.
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that most of the concepts that a particular version of concept nativism provides a 
rationalist acquisition account of aren’t actually innate but instead are acquired 
via rationalist learning mechanisms. In fact, it is possible to hold a very strong 
version of concept nativism in which no concepts at all are innate. Many concepts 
across many different conceptual domains might still be acquired via rationalist 
learning mechanisms, and the acquisition base that underpins the acquisition of 
these concepts might be exceedingly rich in terms of the characteristically ration-
alist psychological structures that it contains.

This case dramatically illustrates how concept nativism isn’t just about innate 
concepts and, at the same time, points to a key reason why it’s a mistake to 

 suppose that the conceptual/nonconceptual distinction must be settled in advance 
of debates about concept nativism. What matters to concept nativism isn’t how 
many concepts are innate or even whether any are, but rather, the number and 
diversity of concepts whose origins are explained in rationalist terms, that is, in 
terms of their being either innate or acquired via rationalist learning mechanisms. 
Our own view is that, most likely, the concepts for which a rationalist account is 
appropriate will be a mix— some are likely innate, but many others will be 
acquired on the basis of rationalist learning mechanisms. That is why we have 
repeatedly emphasized the fact that rationalism is perfectly compatible with 
learning. The difference between rationalism and empiricism— and likewise 
between concept nativism and concept empiricism— isn’t that one accepts learn-
ing and the other does not. It is about the character of the learning mechanisms 
involved, with rationalists, but not empiricists, taking rationalist learning mech-
an isms to play a substantial role in development.

A second problem with the argument that ties concept nativism to the question 
of how to draw the conceptual/nonconceptual distinction is that, as it turns out, 
for many of the cases where we will be arguing for a rationalist account of the 
origins of concepts in a particular domain, the representations that we will be 
discussing will be ones that come out as conceptual on all or nearly all ways of 
drawing the conceptual/nonconceptual distinction. For example, we will see that 
there is a debate about whether infants are capable of representing and reasoning 
about mental states as opposed to responding to low- level perceptual properties 
among the stimuli they have been tested on. However, there are specific claims 
within this debate that are understood by virtually everyone in the debate to be 
about the use of a concept, such as the concept belIef. For instance, virtually 
everyone agrees that if it could be shown that infants’ expectations about how an 
agent will act turn on their distinguishing between cases where the agent has a 
false as opposed to a true belief and that they do so in physically disparate situ-
ations, then they are making use of the concept belIef.33

33 Of course, there will always be ways of drawing the distinction on which it won’t come out as 
conceptual (McDowell 1994 may be an example). But we think that theorists who deny this are either 
mistaken about the consequences of their own views or else adopting a view that is so extreme that it 
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Much the same will apply for a great many of the cases we will be discussing, 
which involve highly abstract, coarse- grained, non- iconic representations that 
are employed in reasoning, decision making, and other high- level cognitive pro-
cesses, freely combining and recombining with other conceptual representations. 
To anticipate just a few examples, these include moral concepts like faIrness, 
logical concepts like or, emotion concepts like prIde, living kind concepts like 
anImal and plant, and social concepts like CommunICatIon and CoalItIon. In 
these, and in a great many other examples, the representations we will be discuss-
ing are ones that are conceptual on pretty much every way of drawing the con-
ceptual/nonconceptual distinction (though of course not all theorists would 
endorse a rationalist theory of their origins). While there will be borderline cases 
where theorists who draw the conceptual/nonconceptual distinction in different 
ways disagree, these cases do not mean that the status of concept nativism is hos-
tage to how this distinction is drawn or that one must first settle the question of 
how this distinction is drawn before concept nativism can be productively 
debated. Given the widespread agreement regarding the conceptual status of the 
bulk of the cases that we will be discussing, these consequences would not follow 
even if there were nothing to say about the cases where there is disagreement.

As it turns out, though, more can be said about these sorts of borderline cases, 
where a given type of representation turns out to be nonconceptual on some  the or ies 
but not others. Let’s assume a rationalist account of the origins of some  representations 
of this sort and an account of concepts where they comes out nonconceptual. Then a 
third problem arises for the argument tying concept nativism to how the concep-
tual/nonconceptual distinction is drawn. The point to notice is that if the rationalist 
account of the origins of this type of representation is right, then the acquisition base 
is that much richer in light of this case— either these representations themselves are 
part of the acquisition base or the rationalist learning mechanism that leads to them 
being acquired traces back to characteristically rationalist psychological structures 
that are part of the acquisition base. And this richer acquisition base is likely to 
support the acquisition of other representations that are conceptual.

To make the discussion here concrete, let’s return to the example of geo met-
ric al representations that we discussed in Chapter 2.34 Recall that we used Spelke 
et al. (2010)’s account of the origins of geometrical concepts as an example of a 
rationalist learning mechanism. On Spelke et al.’s account, children acquire 
Euclidean geometrical concepts by drawing on two sets of geometrical represen-
tations that are at the borderline between the conceptual and the nonconceptual, 

is of little interest to theorists in cognitive science. The standard for being conceptual on McDowell’s 
view, for example, may well be so high that it implies that many adult humans don’t have any concepts 
(Kornblith 2002). Moreover, the other two points that we make in this discussion would still apply in 
such cases anyway.

34 We will discuss a variety of further cases in connection with discussions of different content 
domains as these come up in later parts of the book.
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coming out as conceptual on some ways of drawing the conceptual/nonconcep-
tual distinction, and nonconceptual on other ways of drawing this distinction. 
One of these sets of representations is involved in representing the geometrical 
features of an environment. The other is involved in representing the shapes of 
small moveable and manipulable objects. On Spelke et al.’s account, both sets of 

representations are innate (or acquired via an innate rationalist learning mech an-
ism). An argument could be made that the representations in either or both of 
these sets count as concepts and thus directly support concept nativism. However, 
given a different way of drawing the conceptual/nonconceptual distinction, it 
could also be argued in each case that the representations do not count as 
concepts.

Let’s first consider how the representations of the geometry of an area (which 
are used to reorient to an environment following disorientation) are affected by 
different ways of drawing the conceptual/nonconceptual distinction. These rep-
resentations will come out as conceptual on at least some accounts in the family 
of accounts that draw the conceptual/nonconceptual distinction in terms of fine- 
grainedness (nonconceptual) vs. coarse- grainedness (conceptual). Since they can 
be stored in memory and used to reidentify geometrical features in order to reori-
ent oneself in an environment after disorientation, they will count as coarse- 
grained, and therefore conceptual, on accounts that emphasize these aspects in 
drawing the conceptual/nonconceptual distinction. On the other hand, on 
accounts like many of those in the rationality family of accounts or the Generality 
Constraint family of accounts, these same representations would be considered 
nonconceptual. This is because these geometrical representations are assumed to 
only be used for reorientation and so are not subject to the sorts of rational or 
combinatorial constraints that these type of accounts generally require.

The status of the shape representations that are used in the perceptual cat egor-
iza tion of the shapes of moveable and manipulable objects— the circularity of a 
plate, the right angle on the corner of a box, and so on— is similarly affected by 
different ways of drawing the conceptual/nonconceptual distinction. Interestingly, 
accounts that draw the conceptual/nonconceptual distinction in terms of a 
rationality constraint might well take these representations to be conceptual. 
Categorization judgements about the shapes of objects using such representa-
tions could readily be incorporated into decision making and guide actions in a 
way that is subject to appropriate rational constraints, for example. On the other 
hand, as visual representations, these representations don’t freely combine with 
other clearly conceptual representations in the way that the Generality Constraint 
might require for them to count as conceptual. So again, these would count as 
nonconceptual on at least some accounts.

Let’s assume that for both of these sets of representations, the representations 
come out as nonconceptual. The key point to notice is that even in this case, if 
these representations were also taken to contribute to the acquisition of Euclidean 
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concepts, as on Spelke et al.’s account, then these nonconceptual representations 
would feed into a rationalist learning mechanism for acquiring other representa-
tions which are clearly conceptual. In fact, this is the whole idea behind Spelke 
et al.’s account, that the representations that derive from her two innate special- 
purpose mechanisms feed into a process which forms the Euclidean geometrical 
representations that we use in general thought and reasoning— and thereby 
explains how we acquire paradigmatic geometrical concepts. What makes Spelke 
et al.’s account of the origins of Euclidean geometrical concepts a rationalist 
account isn’t that these concepts are taken to be innate but that they are acquired 
via a rationalist learning mechanism that traces back to characteristically ration-
alist psychological structures in the acquisition base. This nicely illustrates how a 
rationalist account of the origins of a set of representations can support concept 
nativism regardless of whether the representations are taken to be conceptual or 
nonconceptual.

In short, there are a number of problems with the argument that concept 
nativism is hostage to how the conceptual/nonconceptual distinction is drawn. 
We have seen that concept nativism in general, and our own version of concept 
nativism in particular, is largely independent of any particular theory of concepts 
and is robust in the face of disagreements about how to draw the conceptual/
nonconceptual distinction. Concept nativism is not just about innate concepts. It 
is fully compatible even with there being no innate concepts at all. The bulk of 
the cases that argue for concept nativism, and for our version of concept nativ-
ism, consist of examples where there is very widespread agreement regarding the 
fact that the representations involved are conceptual. But, even in the borderline 
cases which are disputed, taking the representations involved to be nonconcep-
tual doesn’t mean that they add nothing to our defence of concept nativism. 
On the contrary, where there is a strong argument for a rationalist account of the 
origins of such representations, that shows that we need to accept a richer 
acquisition base and that these representations will likely be involved in 
 rationalist learning mechanisms that account for the origins of other representations 
that are uncontroversially conceptual. And the fact that these concepts are 
acquired by rationalist learning mechanisms directly supports the case for con-
cept nativism.

To round out our discussion of what concept nativism does and does not 
claim, we will briefly return to the question of what makes an account of the ori-
gins of concepts more rationalist, building on our earlier discussion in Chapter 2. 
This will also put us in a position to say a bit more about the type of concept 
nativism that we will argue for in the rest of the book.

Recall that in Chapter 2 we identified seven dimensions along which an 
account might be rationalist or empiricist to a greater or lesser degree.  Box 7 
(repeated here from Chapter 2) provides a reminder of those seven dimensions. 
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Box 7: Dimensions of Variation for Positions in Rationalism- 
Empiricism Debates

1. Quantity— quantity concerns the number of psychological structures in 
the acquisition base (particularly the number of characteristically rational-
ist psychological structures).

2. Complexity— complexity concerns the complexity of psychological struc-
tures in the acquisition base (particularly of characteristically rationalist 
psychological structures).

3. Degree of Articulation— degree of articulation concerns the extent to 
which psychological structures are already elaborated into their full mature 
form in the acquisition base (particularly for characteristically rationalist 
psychological structures).

4. Diversity of Content Domains— diversity of content domains concerns 
the set of domains targeted by all of the domain- specific psychological 
structures in the acquisition base taken together. Each domain- specific 
psychological structure in the acquisition base targets just one or a small 
number of domains, but collectively these domain- specific structures may 
target a wider range of domains. The diversity of content domains is the 
extent to which this full set of targeted domains is diverse.

5. Degree of Abstractness— degree of abstractness concerns the semantic dis-
tance between the content of a given representation in the acquisition base 
and that of the mind’s lowest- level sensorimotor representations.

6. Degree of Domain Specificity— degree of domain specificity concerns the 
extent to which characteristically rationalist psychological structures in the 
acquisition base are domain specific.

7. Degree of Alignment— degree of alignment concerns the extent to which 
two domains are aligned with one another, namely, the target domain (the 
domain that a learning mechanism is directed at) and the resource domain 
(the domain that the innate resource which the learning mechanism traces 
back to is directed at). The more closely related the target domain and the 
resource domain are, the greater the extent of alignment between them.
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We can now see that all seven of these dimensions apply just as much to the 
debate about the origins of concepts as they do to the general rationalism- 
empiricism debate. Since concept nativism does not turn solely on the question 
of which concepts are taken to be innate— it turns more generally on whether a 
rationalist or an empiricist account of the origins of concepts is correct— an 
account might be more (or less) rationalist or more (or less) empiricist in light of 
any of these seven factors.

For example, although Spelke et al.’s account of the origins of Euclidean geo-
met ric al concepts is clearly a rationalist account, a competing rationalist 
account might hold that such concepts are acquired via a learning mechanism 
that is similar to Spelke et al.’s but one which postulates a further innate mech-
an ism in the acquisition base that is specific to the interpretation of scale 
 models, or via a learning mechanism that is very much like Spelke et al.’s but 
where some of the links between its innate domain- specific components are 
preformed in the acquisition base. These would clearly be more rationalist than 
her account— the first regarding the dimension of quantity, the second regard-
ing degree of articulation. A third possibility might involve a rationalist account 
of the origins of these  concepts which incorporates a small number of innate 
Euclidean geometrical concepts or an innate system which already represents 
distance, angle, and direction— so that the resource in the acquisition base that 
the learning traces back to is also directed at the domain of Euclidean geo met-
ric al concepts. In that case, the local acquisition base would contain a resource 
that is more closely aligned with the target domain than the structures in the 
local acquisition base envisioned by Spelke et al., making it a more rationalist 
account of the origins of such concepts along the alignment dimension. And, of 
course, an account like Spelke et al.’s could likewise be made more empiricist by 
manipulating these dimensions in the direction of being more empiricist rather 
than more rationalist.

As we noted in Chapter 2, our main purpose in highlighting the range of differ-
ent dimensions along which rationalist and empiricist accounts can vary is to 
counteract the unfortunate tendency to focus on just one or a small number of 
these to the exclusion of the others in considering what makes an account ration-
alist or empiricist to the extent that it is. That same point applies in considering 
the range of dimensions along which rationalist and empiricist accounts of the 
origins of concepts can vary. The idea that concept nativism is only about whether 
any concepts are themselves innate (or how many innate concepts there are) is a 
clear example of this type of overly narrow perspective. Also as noted in Chapter 2, 
we will have little interest in trying to locate positions in the space of possible 
views in terms of just how rationalist or empiricist they are. Occasionally coarse- 
grained comparisons will be appropriate— as, for example, between our own 
rationalist view and Fodor’s radical concept nativism (something we do in 
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Part IV). But detailed comparisons of the degree to which different accounts are 
rationalist or empiricist won’t play any role in what follows.

It’s also important to bear in mind that the seven dimensions along which 

rationalist and empiricists views can vary allow for many types of trade- offs in 
which some of these lean more in a rationalist direction and others lean more in 
an empiricist direction. These sorts of trade- offs mean that the simple story about 
what makes a view fall under the overall framework of concept nativism or the 
overall framework of concept empiricism will require certain qualifications. This 
is true both for local debates concerning the origins of a particular concept or 
conceptual cluster and for the global debate concerning the origins of concepts 
in general.

The simple story about what it is to be a concept nativist or a concept em piri cist 
in a local debate about the origins of a particular concept (or conceptual cluster) is 
as follows. To be a concept nativist in a local rationalism- empiricism debate of 
this sort is to adopt a rationalist account of the origins of the concept, that is, to 
take it to be either innate or acquired via a rationalist learning mechanism. And 
what it is to be a concept empiricist in such a local rationalism- empiricism debate 
is to adopt an empiricist account of its origins; that is, to take it to be acquired via 
an empiricist learning mechanism.35 Likewise, the simple story about what it is to 
be a global concept nativist is to adopt an account of the origins of concepts in 
general that overall counts as rationalist. This typically involves taking there to be 
concepts in more than just a few conceptual domains for which there is a ration-
alist account of their origins. By contrast, to be an empiricist (or a concept 
em piri cist) in this global debate is to adopt an account of the origins of concepts 
in general that overall counts as empiricist. This typically involves taking there to 
be few if any concepts for which there isn’t an empiricist account of their origins.

Unsurprisingly, however, these simple stories involve certain simplifications, 
which a longer and more nuanced story would need to take account of. For 
example, for a local rationalism- empiricism debate about the origins of a particu-
lar concept, there will be clear cases where there is no doubt that a given account 
is rationalist or no doubt that it is empiricist. However, there will also be cases 
that are less clear, where the account at issue involves a learning mechanism with 
a balance of settings across the dimensions along which rationalist and empiricist 
views vary that put it close to the border separating rationalist and empiricist 
views. An example of this kind would be a learning mechanism that traces back 
to an innate domain- general mechanism together with domain- specific atten-
tional biases and a number of functionally- specific (but not domain- specific) 

35 Alternatively, we could also say that a rationalist account of the origins of concepts in a local 
debate is one that traces back to a rationalist local acquisition base, while an empiricist account of the 
origins of concepts in a local debate is one that traces back to an empiricist local acquisition base.
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psychological structures. In such a case, the learning mechanism certainly isn’t a 
paradigmatically empiricist learning mechanism, but then it’s also not clear that it 
should be considered a rationalist learning mechanism either, lying as close as it 
does to the border that divides these approaches.

The longer story for global rationalism- empiricism debates regarding the ori-
gins of concepts is that we have to move beyond the quantity and diversity of the 
content domains of concepts for which there is a rationalist acquisition account. 
These factors matter, but they aren’t the only factors that contribute to making a 
view more rationalist or empiricist. And different types of trade- offs involving 
these factors will be consistent with a view being rationalist overall or empiricist 
overall. For example, a view might count as a form of global concept nativism in 
light of its positing characteristically rationalist psychological structures pertain-
ing to a very large number of different domains even when these are relatively 
lacking in complexity, or relatively unarticulated, or not especially closely aligned 
with their target domains. At the same time, a view might also count as a form of 
global concept nativism in light of there being characteristically rationalist psy-
cho logic al structures pertaining to fewer domains but where these are relatively 
complex, richly articulated, or closely aligned with their target domains.

While the complexities associated with these longer stories are important for a 
complete understanding of these debates, we can largely ignore them going for-
ward because our case for concept nativism isn’t affected by them. The reason for 
this is that the accounts that we will be arguing for when engaging with particular 
local concept nativism debates will be unquestionably rationalist; they are 
nowhere near the borderline between rationalism and empiricism. And the argu-
ments we give in support of these accounts will be arguments not just against all 
empiricist alternatives, but also against views that might be taken to be borderline 
positions.36 Similarly, our view in the global rationalism- empiricism debate con-
cerning the origins of concepts in general is most definitely a rationalist one. Our 
view is that there is an unquestionably rationalist account of the origins of many 

concepts across many different conceptual domains. Here too, our case against 
competing views won’t just argue against the empiricist alternatives; it will also 
argue against any view that might be taken to be near to the borderline. Since 
these views will invariably be considerably less rationalist than the view we argue 
for, nothing really turns on whether these views are taken to be empiricist or bor-
derline rationalist, as our arguments will apply against them equally either way.

In sum, concept nativism is about more than just innate concepts. It is about 
whether there is a rationalist account of the origins of concepts, where such an 
account may be one in which there are innate concepts but crucially may also— or 
may instead— be one in which there are concepts that are acquired via rationalist 

36 Later, in Chapter 26, we introduce the term robustly rationalist for accounts that are unquestion-
ably rationalist and so definitely not borderline rationalist accounts (or even clearly but minimally 
rationalist accounts).
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learning mechanisms. And a variety of factors can contribute to determining how 
rationalist or empiricist a view is for local or global debates about the origins of 

concepts, where there can be trade- offs between these factors, just as there are for 
rationalist and empiricist views more generally. Finally, our own version of concept 
nativism holds that many concepts across many conceptual domains are either 
innate or acquired via rationalist learning.

6.4 Conclusion

In this chapter, we have further developed our understanding of what innateness 
is, contrasting our view of innateness with some nearby views and responding to 
the charge that innateness is a confused notion that should be eliminated. We 
have also discussed what concepts are and considered different ways of drawing 
the conceptual/nonconceptual distinction. We showed that there are many 

Box 8 

Local Concept Nativism— a local concept nativist view is a rationalist view in 
a local debate about the origins of a particular concept or conceptual cluster. 
This involves adopting a rationalist account of the origins of these concepts; 
that is, taking these concepts either to be innate or to be acquired via rational-
ist learning mechanisms.

Local Concept Empiricism— a local concept empiricist view is an empiricist 
view in a local debate about the origins of a particular concept or conceptual 
cluster. This involves adopting an empiricist account of the origins of these 
concepts; that is, taking these concepts to be acquired via empiricist learning 
mechanisms.

Global Concept Nativism— a global concept nativist view is a rationalist view 
in the global debate concerning the origins of concepts in general, which 
 typ ic al ly involves taking there to be a rationalist account of the origins of 
 concepts in more than just a few content domains (especially when these are 
diverse content domains).

Global Concept Empiricism— a global concept empiricist view is an em piri-
cist view in the global debate concerning the origins of concepts in general, 
which typically involves taking there to be an empiricist account of the origins 
of all or nearly all concepts.
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competing ideas about how to draw this distinction but that, in the end, the exist-
ence of many ways of drawing this distinction (and the existence of correspond-
ingly many accounts of what makes something a concept) doesn’t affect the 
debate over the status of concept nativism. This means that the question of what a 
concept is does not have to be settled in advance of building a case for concept 
nativism. In fact, we have also argued that from the point of view of constructing 
a robust argument for concept nativism, it is actually better to remain neutral 
about how the conceptual/nonconceptual distinction should be drawn in making 
such a case. Finally, we have argued that there is no barrier to proceeding in this 
way since concept nativism should not be understood as just being about innate 
concepts. Concept nativism is fully compatible even with there being no concepts 
at all that are innate. What matters for concept nativism is only whether there is a 
rationalist account of the origins of concepts, and such accounts do not depend 
on positing innate concepts.
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Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0006



7
Conclusion to Part I

Since the earliest days of cognitive science, contributions to the rationalism- 
empiricism debate have inspired some of the most creative and productive 
research in cognitive science, with far- reaching impact on virtually every facet of 
the study of the mind. At the same time, however, foundational questions about 
the debate have haunted it throughout its long history, during which it has been 
regularly dismissed as vacuous, incoherent, or pointless, and ridiculed as amounting 
to little more than a collection of obscure metaphors. If these negative reactions 
were appropriate, our project— a defence of concept nativism— could never get 
off the ground.

In Part I, we have aimed to undertake a long overdue systematic rethinking of 
the theoretical foundations of the debate. This has involved two complementary 
tasks. The first is spelling out precisely what we take the debate to be about and 
clarifying the key theoretical notions that play a role in it. The second, which is at 
least as important, is clarifying what the debate is not about— that is, sharply dis-
tinguishing our way of understanding the debate from a variety of tempting but 
mistaken alternatives that turn out to be intellectual dead ends. This second task 
we have set for ourselves is particularly important in light of the fact that these 
misconceived alternative ways of understanding the debate are so widely held, 
especially the view that the rationalism- empiricism debate is about nature versus 
nurture (or the relative contributions of genes versus the environment). Both crit-
ics of the debate and its proponents and participants frequently conceptualize it 
in these problematic ways, and often conflate several incompatible in ter pret-

ations of the debate without realizing it. As we see it, the widespread scepticism 

regarding the value and coherence of the debate stems directly from such 

misunderstandings.

At the heart of our understanding of the rationalism- empiricism debate are the 

differing views that rationalists and empiricists have about what we have called 

the acquisition base. The acquisition base is the collection of psychological struc-

tures that are not themselves the product of learning or any other form of cogni-

tive development that is mediated by psychological processes. It provides the 

ultimate, unlearned psychological basis for explaining how all learned psycho-

logical traits are acquired. Any theorist who takes there to be any psychological 

traits is thereby committed to there being an acquisition base of one sort or 

another, since these psychological structures must either themselves be unlearned 

(and so be part of the acquisition base) or be acquired on the basis of more 
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fundamental psychological structures which themselves are ultimately acquired 

on the basis of unlearned psychological structures, on pain of infinite regress. In 

Chapter 2, we clarified the essence of the rationalism- empiricism debate in terms 

of rationalists’ and empiricists’ competing visions of the acquisition base, where 

empiricists take it to be relatively sparse and rationalists, by contrast, maintain 

that it is quite rich.

This way of understanding the rationalism- empiricism debate is not new. But 

it has never been fully articulated. Systematically developing it involves clarifying 

existing theoretical notions and distinctions (and, in some cases, introducing 

new ones) to provide a detailed framework for understanding the diverse range of 

possible rationalist and empiricist theories and how they relate to one another. 

We do this, particularly in Chapter 2 (for the rationalism- empiricism debate in 

general) and in Chapter 6 (for the debate as it applies to the origins of concepts). 

We argue that rationalist and empiricist views can be seen as varying along seven 

dimensions. These dimensions have to do with the (1) quantity, (2) complexity, 

(3) degree of articulation, (4) diversity of content domains, (5) degree of abstract-

ness, (6) degree of domain specificity, and (7) degree of alignment of the psycho-

logical structures postulated to be in the acquisition base. Trade- offs of different 

kinds among these different dimensions are possible, and so two views may turn 

out to be rationalist (or empiricist) to roughly the same extent despite opting for 

different ways of weighting these dimensions. Overall, however, a view will count 

as empiricist if the combination of weights set for these different dimensions is 

sufficiently in the direction of empiricism, and rationalist if the combination is 

sufficiently in the direction of rationalism. This framework provides a sound the-

oretical foundation for the rationalism- empiricism debate, and the theoretical 

terms and distinctions discussed in Part I will be employed throughout the 

remainder of the book.

This framework also helps address and avoid many of the most persistent mis-

understandings of the debate, particularly the idea that the rationalism- 

empiricism debate should be identified with the nature- nurture debate, with the 

difference between rationalism and empiricism turning on the relative im port-

ance of genes versus the environment. Both rationalists and empiricists have mis-

takenly seen the debate in these terms (not infrequently conflating this 

understanding with other ways of understanding the debate, such as our own). 

However, our account of the rationalism- empiricism debate makes clear that it 

has nothing to do with the relative contributions of genes versus the environment 

to the origins of psychological traits— so it is simply a mistake to identify the 

rationalism- empiricism debate with the nature- nurture debate. It’s a good thing 

that the rationalism- empiricism debate isn’t the same as the nature- nurture 

debate, since the nature- nurture debate is fundamentally confused. As we argued 

in Chapter 3, it doesn’t make sense to say that either genes or the environment is 

solely, or even primarily, responsible for the development of a given trait; all 
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development involves a complex interplay of genetic and environmental factors. 

But this has no bearing on the rationalism- empiricism debate, as it isn’t some-

thing that rationalists and empiricists actually disagree about. What they do dis-

agree about is the character of the acquisition base. Empiricists, for instance, 

generally suppose that the cognitive mechanisms that mediate language acquisi-

tion are general- purpose mechanisms that do some form of statistical analysis, 

where these same mechanisms also account for learning in other domains. By 

contrast, some rationalists suppose that language acquisition is substantially 

mediated by a language- specific learning mechanism that incorporates the prin-

ciples of Universal Grammar. The very real differences between these two types 

of accounts don’t just evaporate because of a shared acknowledgement that gene- 

environment interactions are essential to development. So, while many have 

argued in one way or another that the rationalism- empiricism debate should be 

abandoned because the nature- nurture debate is fundamentally misguided, once 

we see that it is wrong to identify the rationalism- empiricism debate with the 

nature- nurture debate, these arguments turn out to simply be beside the point.

Chapters 3–5 addressed a broad range of related objections which purport to 

undermine the coherence or utility of the rationalism- empiricism debate as a 

whole, or rationalism in particular. To mention just one of these, it is often 

thought that rationalist views must hold that innate psychological traits are fixed 

or unchangeable and immune to environmental influence. However, given our 

understanding of what the rationalism- empiricism debate is about, it becomes 

clear that such concerns are misplaced. Rationalism doesn’t entail that psychological 

traits are fixed or unchangeable. Rationalism (like empiricism) is committed to 

some traits being part of the acquisition base. But being in the acquisition base 

doesn’t mean that they are unchangeable and immune to environmental influence. 

Moreover, since rationalism claims only that these traits are the product of a par-

ticular type of acquisition process, rationalism in no way rules out the possibility 

that they might be subsequently supplemented, modified, or even overridden 

depending on the social and environmental context, the operation of competing 

psychological mechanisms, or the impact of further learning.

One of the most important themes throughout Part I has been the central role 

of learning in rationalist accounts of the origins of psychological traits. This 

theme played a major role in developing our account of how concept nativism 

should be understood. Contrary to a commonly held view, concept nativism isn’t 

just about whether there are innate concepts. It is true that rationalist accounts of 

the origins of concepts may involve claims that the acquisition base contains par-

ticular innate concepts. But equally, such accounts may instead involve claims 

that the acquisition base contains what we have called characteristically rational-

ist psychological structures that contribute to characteristically rationalist learning 

mechanisms which explain the origins of particular concepts. In this way, the dif-

ference between concept empiricism and concept nativism— like empiricism and 
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rationalism more generally— isn’t that one accepts learning and the other does 

not. It’s about the character of the learning mechanisms that each envisions, with 

rationalists taking this learning to often depend on a rich and varied assortment 

of psychological structures in the acquisition base that go well beyond the highly 

limited acquisition base envisioned by empiricists. In the end, whether one is a 

rationalist or an empiricist, there is no way of getting around the fact that most 

concepts are learned. However, rationalists and empiricists have very different 

views about how concepts are learned, with rationalists seeing learning as not 

being limited to empiricist learning mechanisms but crucially as also involving 

characteristically rationalist learning mechanisms.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0007
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The Argument from Early Development (1)

Our aim in Part I was to comprehensively rethink the nature and foundations of 
the rationalism- empiricism debate. The framework for understanding this debate 
that we developed in detail in Part I provides the backdrop against which we will 
make our case for a rationalist approach to the origins of concepts— that is, for 
concept nativism. While many have charged that the rationalism- empiricism 
debate is riddled with confusion and that rationalist approaches in particular are 
not theoretically viable and can be discounted without engaging in a detailed 
evaluation of their merits relative to competing empiricist accounts, Part I shows 
that these negative appraisals are based on misunderstandings both of rational-
ism and of what is really at stake in the debate. Here in Part II we will now turn to 
our case for concept nativism.1

As we have noted, concept nativism, like rationalism in general, is not a single 
view, but rather a broad framework encompassing many possibilities. The view 
that we will be arguing for is a relatively strong version of concept nativism which 
holds that there is a rationalist account of the origins of many concepts across 

many conceptual domains. In line with our discussion in Chapters 2 and 6, we 
will refer to this as our version of concept nativism, or our concept nativism, when 
we want to contrast it with other versions of concept nativism. (For ease of 
exposition, however, we will often not call attention to this contrast, and instead 
simply refer to our arguments as supporting concept nativism or supporting our 

case for concept nativism, dropping the qualifier “our version of ”.) The argument 
that we develop in Part II is aimed at supporting this form of concept nativism, 
but in arguing for our own strong view, we will also thereby be arguing for the 
weaker claim that some version of concept nativism is true. Likewise, since the 
case that we present is aimed at supporting a strongly rationalist account, parts of 
our case can be used independently of the full case to support many forms of 
concept nativism that are not rationalist to the same extent as our account is, and 
our arguments would support many of these less strongly rationalist accounts 
even if significant portions of our case were unsuccessful.

1 For readers not reading the chapters in order, there are a number of technical terms that were 
introduced and explained earlier that we will continue to rely on in Part II, including “acquisition 
base”, “rationalist learning mechanism”, “characteristically rationalist psychological structures”, 
“ar ticu la tion”, and “alignment”. Brief summaries of how we are using these and other terms may be 
found in Boxes 1–7 in Chapter 2 and in Box 8 in Chapter 6.
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Overall our argument for concept nativism takes the form of a single overarch-
ing inference to the best explanation. But to appreciate the force of this argument, 
it helps to look at concept nativism from a number of different vantage points 
that accentuate different aspects of its explanatory power. With this goal in mind, 
we will distinguish and develop seven relatively distinct lines of argument, each 
of which makes a strong case for a rationalist account of the origins of a range of 
concepts or conceptual domains but which work together to form our single 
overarching argument for concept nativism. We call these the argument from 

early development, the argument from animals, the argument from universality, 
the argument from initial representational access, the argument from neural wir-

ing, the argument from prepared learning, and the argument from cognitive and 

behavioural quirks. The bulk of Part II will be devoted to separate presentations 
of these seven arguments, as each argument raises its own complex and interest-
ing set of issues and draws upon its own body of empirical evidence. But we want 
to emphasize that this way of dividing things up is largely for expository conveni-
ence. In most instances, the concepts or conceptual domains that are covered by 
any one of these arguments are covered by others too.

The case that we will be making for our version of concept nativism is, by 
design, neutral about many fine details that would distinguish between different 
specific accounts. We will make our case by showing how, in many different con-
ceptual domains, the arguments we present support a rationalist account of the 
origins of concepts in that domain. As we highlighted in Chapter 6, concept 
nativism is not just about innate concepts. At least as important to rationalist 
accounts of the origins of concepts is the idea that many concepts are acquired 
via rationalist learning mechanisms (that is, learning mechanisms that trace back 
to characteristically rationalist psychological structures in the acquisition base). 
In arguing for there being a rationalist account of the origins of concepts in a 
given domain, we are arguing for the disjunctive claim that concepts in this 
domain are either innate or acquired via a rationalist learning mechanism. The 
case for a rationalist account of the origins of concepts in a given domain will 
often be consistent with both of these two possibilities. Likewise, the case we 
make is neutral about many of the fine details regarding the form that particular 
learning mechanisms might have. There will be a large variety of accounts that 
are consistent with our argument for concept nativism that are worthy of further 
exploration; it’s not our aim here to attempt to adjudicate among these.2

While encompassing a broad range of related views, our concept nativism 
stands in contrast with all empiricist accounts (which hold that concept acquisi-
tion is driven by domain- general mechanisms) (discussed in Part III) and with 

2 These accounts will vary along the dimensions that we highlighted in Chapter 2 and Chapter 6 in 
terms of quantity, complexity, articulation, diversity, abstractness, degree of domain specificity, and 
alignment.
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Fodor’s radical concept nativism (which holds that virtually all lexical concepts 
are innate) (discussed in Part IV). But importantly, it also stands in contrast with 
rationalist theories of the conceptual system that posit a more austere form of 
rationalism taking a rationalist account of development to apply to only a small 
number of conceptual domains. For example, the core knowledge hypothesis 
defended by Elizabeth Spelke, Susan Carey, and their colleagues has at times 
been held to apply to only a very restricted range of concepts:

we believe that humans are endowed with a small number of separable systems 

that stand at the foundation of all our beliefs and values. New, flexible skills, 

concepts, and systems of knowledge build on these core foundations. More spe-

cifically, research provides evidence for four core systems (Spelke 2003) and 

hints of a fifth one. (Kinzler and Spelke 2007, p. 257)

We don’t know exactly how many content domains there are where the origins of 
concepts in that domain is explained via characteristically rationalist learning 
mechanisms (or where concepts in the domain are themselves innate), but we are 
confident that it is considerably more than four or five.3

One of our major goals in Part II is to spell out the above seven arguments for 
concept nativism, to distinguish them from one another, and to clarify the logic 
behind each of them. For these purposes, the examples that we use to illustrate 
the arguments are incidental. But since we also hold that a rationalist approach is 
correct for a broad range of conceptual domains, a second major goal of Part II is 
to show in detail how these arguments support our concept nativism across a 
broad range of domains. This means that our discussion needs to have a certain 
amount of breadth— we have to discuss concepts drawn from quite a few concep-
tual domains. At the same time, we want to show how deep the case for concept 
nativism goes in that, in most instances, a rationalist account of a given concep-
tual domain doesn’t rest solely on one type of argument or consideration. Rather, 
multiple lines of argument and a diverse body of evidence often converge in sup-
port of the rationalist viewpoint. To satisfy all of these demands, we will examine 
some of the same conceptual domains in different chapters in Part II, illustrating 
how different arguments for concept nativism complement one another and lead 
to the same rationalist conclusion, but we will sometimes have to confine our-
selves to examining certain conceptual domains in the context of just one of the 
seven arguments. Moreover, for each conceptual domain that we discuss, there is 

3 Individuating systems or mechanisms isn’t always easy, especially when one considers that differ-
ent systems may be viewed as subsystems or parts of a larger and more comprehensive cognitive 
system. Nonetheless, we will present evidence throughout Part II for a considerable amount of 
differentiation in the acquisition base, including much differentiation that can’t reasonably be 
accommodated taking these different systems to be parts of a handful of more comprehensive systems.
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a great deal of potentially relevant evidence to consider, as well as competing 
interpretations of the data. To keep things manageable, we have necessarily had 
to be selective, sometimes considering some conflicting findings and opposing 
arguments, other times just presenting our positive case.4

In proceeding in this way, we recognize that our discussion cannot be 
exhaustive— not for any of the concepts or conceptual domains we touch on, and 
certainly not for all of them. It is our claim, however, that the balance we strike 
between breadth and depth goes a long way towards showing that concept nativ-
ism is the right account for understanding the origins of many concepts. And as 
we will see, the different lines of argument that are considered independently in 
much of Part II work together in a complementary fashion to greatly strengthen 
the overall case for a rationalist account of conceptual development. When the 
seven arguments for concept nativism are viewed collectively— taking into 
account the range of concepts they span, the wealth of evidence they illuminate, 
and the way that they interact and support one another— the result is a very 
strong argument for concept nativism.

The topic of this and the next chapter is the first of our seven arguments— the 
argument from early development— which is often taken to be the quintessential 
argument for concept nativism. The general logic of this argument is that certain 
concepts and representational abilities appear too early in life to reliably be 
acquired solely on the basis of empiricist learning mechanisms. Thus, the best 
account of their origins is a rationalist one, which takes them to either be innate 
(i.e., part of the acquisition base) or else be acquired by rationalist learning mech-
an isms. In these first two chapters of Part II, we will fill out this argument by 
clarifying what is meant by too early, by examining some representative examples 
of early development, and by responding to prominent empiricist concerns about 
drawing rationalist conclusions from these sorts of examples. This chapter will 
focus on the argument from early development in cases where there is evidence 
for representational abilities being present at birth. Chapter 9 will look at how the 
argument works when there is no evidence that a representational ability is present 
at birth.

When a representational capacity is present at birth, the capacity can be pre-
sent in advance of any perceptual access to relevant environmental information. 
Such cases provide a particularly strong version of the argument from early devel-
opment and can provide highly compelling evidence for a rationalist account. At 
the same time, however, there are important challenges to arguments that turn on 
whether a trait is present at (or soon after) birth.

4 Also, although the core of our positive case for concept nativism is given in Part II, it is worth 
noting that the discussion of empiricist views in Part III expands on many of the seven arguments in 
Part II by extending them to new conceptual domains.
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The most pressing of these, of course, is the difficulty of establishing that the 
trait is present this early in life. Given that newborns cannot speak, point to 
things, move around on their own, or display most of the behaviours that are 
used to establish representational capacities in older children or adults, it can be 
exceptionally difficult to show that newborns possess a given representational 
capacity this early.5 There is also a question about when the inference from pre-

sent at birth to innate is warranted. This inference is complicated by the fact that 
learning can take place in the womb. For example, it has been shown that new-
borns have a preference for the native language of the linguistic community that 

they are born into. Newborns of English- speaking parents prefer English, while 
newborns of Spanish- speaking parents prefer Spanish (Moon et al. 1993). Yet no 
one thinks that these preferences are themselves innate, just as no one thinks that 
the specific language that anyone speaks (French, Spanish, English, etc.) is innate. 
The only real alternative here is that these preferences are somehow learned prior 
to birth.

How is it possible for researchers to determine that newborn infants do have 
these preferences or that they are acquired prenatally? First, recordings have been 
made inside the womb that demonstrate that the general prosodic features of lan-
guage are audible there, and that 30%–40% of phonetic content is even 
discriminable (Moon et al. 2013). This shows that the information required for 
learning is at least present in the foetal environment.

Second, researchers have devised a number of ingenious ways to find evidence 
for newborn’s auditory preferences. One method that has proven especially useful 
gives infants a way to control what they hear by making it contingent on a modest 
behaviour that they are capable of producing— sucking. Experimenters arrange 
things so that the duration of an infant’s sucking (on a non- nutritive computer- 
monitored nipple) determines the duration that an auditory stimulus is emitted. 
In this way, infants’ preference for hearing one language rather than another can 
be measured by comparing the duration of sucking when they hear a familiar 
language (one they were exposed to in the womb) with the duration of sucking 
when they hear an unfamiliar language. Moon et al. found that newborns suck for 
longer periods to hear the familiar language. This shows both that infants are 
capable of dis crim in at ing between the two languages (since they systematically 
exhibit different behaviours in response to them) and that they prefer their native 
language (as they are willing to work harder to hear speech in their native 

5 We saw in Chapter 2 that some theorists understand representational capacities to involve noth-
ing more than a disposition to develop a representational competence (i.e., an infant’s possessing a 
capacity to represent X only requires the infant to have the ability to develop the representation of X 
later in life). That is not what we are claiming. Rather, when we say that infants have a representational 
capacity, we are referring to a current representational competence. For example, when we say that 
newborns have the capacity to represent numerical quantity (see below), we are claiming that infants 
already possess the competence to represent numerical quantity at birth.
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language than to hear speech in an unfamiliar language).6 Given that this behav-
iour is apparent so soon after birth and that it is sensitive to information that is 
available in the womb, it only stands to reason that this behaviour is shaped by 
prenatal learning. As surprising as it may be, then, representational capacities 
and specific preferences that aren’t innate may be present at birth all the same.

Examples along these lines show that we have to be careful when we turn to 
evidence that a representational capacity is present at birth. Still, there are many 
instances in which we can be fairly confident that the relevant environmental 
information for a representational capacity is not accessible in the womb, thereby 
ruling out foetal learning. In such cases, if the capacity is present at birth, it must 
either be innate or else be learned in a way that requires only the barest exposure 
to the environment— that is, via the kind of learning supported by rationalist 
learning mechanisms.

We have seen that a certain amount of auditory information about the external 
environment is demonstrably available in the womb. Notice, however, that com-
parable visual information about the external environment is not available in the 
womb. So if we are looking for cases where the possibility of foetal learning can 
reasonably be excluded, representational capacities that are grounded in vision 
are a natural place to turn, particularly cases where newborns can be shown to 
categorize specific types of visual stimuli beyond the most elementary sensory 
properties. We will discuss two examples that illustrate this form of the argument 
from early development, the representation of faces and number.

Let’s start with faces. Newborn infants have been shown to possess a number 
of psychological abilities related to representing, categorizing, and remembering 
faces. For example, when given a choice, newborns preferentially look at sche-
matic face- like stimuli over equally complex non- face stimuli (Goren et al. 1975). 
The average age of the infants in this experiment was just 9 minutes old— with 
some as young as 3 minutes old. The stimuli were either a schematic face or a 
scrambled face (with the eyes, nose, etc., in the wrong places) on a head- shaped 
cut- out. In both cases, the stimulus slowly moved in such a way that the babies 
had to turn their eyes and head to follow its motion. The amount of effort they 
were willing to expend to continue to see the stimulus (by turning in this way) 
could then be used to measure their visual preference. The crucial finding was 
that these newborns exerted more effort to follow the schematic face, suggesting 
that infants have an innate interest in faces or face- like stimuli.

6 Another method that has been used to show this type of sensitivity in newborn infants works 
around their response limitations by placing infants on a skateboard that supports the weight of their 
head and cradles their body in a way that facilitates leg and arm movement. Using this apparatus, 
researchers compared the responses of French newborns to spoken French and English sentences. 
The French newborns rotated their head and trunk to orient towards a loudspeaker when it produced 
French sentences, but not when it produced English sentences. The infants also initiated significantly 
more crawling- type motions in response to French as opposed to English sentences (Hym et al. 2022).
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This is not the only face- related ability that newborn infants possess, however. 
In spite of their poor vision and their limited attention span,7 they are also able to 
recognize and remember individual faces from a variety of different orientations 
(Turati et al. 2008) and can do so exclusively on the basis of inner facial features, as 
opposed to features such as hairline contours (Turati et al. 2006; Leo et al. 2018). 
Moreover, newborns are subject to an important face- specific visual illusion— the 
Thatcher illusion— which strongly suggests that they process faces in the same 
distinctively holistic manner as adults (Leo and Simion 2009). Each of these 
findings offers valuable insights into the way that infants represent faces, but just to 
illustrate how this type of research works, we will focus on the Thatcher illusion.8

In this illusion, changes to the orientation of the mouth and eyes look dra mat-
ic al ly different depending on whether the face is presented right- side up or upside 
down. This can be seen by viewing two otherwise identical photographs of a face 
side by side where the eyes and mouth in one photo are rotated 180º relative to 
the rest of the photo. When the two photos are upside down, the photos have a 
broadly similar appearance, even though they look marginally different from one 
another (see Figure 8.1). But when they are right- side up, the difference between 

7 For example, newborns’ visual acuity on some measures has been found to range between 20/200 
and 20/1200 (Held 1979).

8 The illusion derives its name from the fact that the researcher who discovered the illusion used 
images of Margaret Thatcher to illustrate it (as we have here) (Thompson 1980).

Figure 8.1 The Thatcher illusion. The two images here look broadly similar when 
viewed in this upside down orientation, but if you turn this page over so that the 
images are viewed right- side up, they look dramatically different from one another. 
(Photo courtesy of Chris Collins of the Margaret Thatcher Foundation, adapted by 
the authors to illustrate the illusion. https://commons.wikimedia.org/wiki/
File:Margaret_Thatcher.png.)
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them is remarkably vivid— the face with the inverted features looks grotesque 
(as can be seen by turning the page upside down and viewing Figure 8.1 again). This 
is because of the holistic character of face perception, which is adapted to the right- 
side up orientation. When a face is upside down, the normal face- specific processes 
are disrupted and other, general- purpose visual processes are recruited, ones that 
aren’t sensitive to the nuanced relations among the elements that make up a face.

Now it is easy enough to determine that an adult sees this face illusion. You can 
just ask. But obviously you can’t ask 1- day- old infants what they see. To get 
around this difficulty, Leo and Simion used what is known as a habituation 

pro ced ure. The basic idea behind this procedure is that infants are presented with 
a succession of different stimuli which are all of the same type. This continues until 
their attention to the stimuli diminishes by a predetermined measure. (This drop 
in attention can be ascertained in a number of ways. With visual stimuli, the cru-
cial measure is often a decrease in the amount of time the infants spend looking 
at the stimuli.) At this point, an infant is said to have habituated. Next comes the 
test phase, where a different type of stimulus is presented to the infant. If infants’ 
attention increases significantly more to the novel type, this shows that they dis-
criminate between these two types of stimuli— since they had lost interest in the 
first type of stimulus, the renewed interest shows that they see the new stimulus 
as being of a different type.9

Leo and Simion adapted this procedure by habituating newborns to a photo-
graph of either a regular face or a “thatcherized” version of this same face (with 
inverted features), and then testing them with both faces presented sim ul tan-
eous ly. In one condition, the faces were oriented right- side up, while in another 
they were oriented upside down. The result was that newborns looked longer at 
the novel face but only when the faces were right- side up. This indicates that 
when the faces were upside- down, infants didn’t see much of a difference between 
the original photo and the thatcherized version, but when the faces were right- 
side up, the difference was evident. Again, this is just like the pattern found with 
adults, suggesting that newborns process faces in broadly the same distinctive 
holistic manner as adults.

What does this work on newborn infants’ processing of faces show? In the first 
instance, we take it to show that infants possess various face- related preferences 

9 We saw an example of this method with older infants in the discussion of colour discrimination 
in Chapter 5. Another classic example of this method in the auditory domain showed that 1- month- old 
infants discriminate the basic sounds used in their native languages (Eimas et al. 1971). Infants heard 
speech sounds that varied in their acoustic properties yet continued to instantiate the same phoneme 
(ba, ba, ba . . .). After reaching habituation, they heard a different phoneme (pa, pa, pa), or else further 
instances of the same old phoneme (ba, ba, ba). Recovery of interest was measured in terms of suck-
ing on a non- nutritive nipple, which controlled the presentation of the stimuli (as in Moon et al. 
1993). Infants showed a significantly greater recovery of interest for the phoneme change even when 
the contrasts involved acoustical changes that were no greater than the acoustical changes within a 
given phonemic category in the habituation phase.
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and abilities that are present too early in development to be acquired via domain- 
general learning. Thus, in addition to whatever domain- general learning mech-
an isms may be part of the acquisition base, it also includes characteristically 
rationalist psychological structures pertaining to the domain of faces (and, as we 
will see in a moment, to some other closely connected domains).

Consider, for example, a type of empiricist account briefly mentioned in 
Chapter 2. On this type of account, there aren’t any innate face- specific psy cho-
logic al structures in the acquisition base. Face- specific processing is taken to be a 
product of domain- general learning that is supplemented by a modest innate bias 
to attend to a low- level perceptual property (such as curvilinearity) that loosely 
correlates with the presence of a face. Empiricist approaches of this sort can’t 
account for the face- specific processing of face stimuli that newborns already 
exhibit, as seen in the Thatcher illusion. On an empiricist account, face- specific 
processing only arises after extensive experience with faces— in this case, experi-
ence in which disproportionate attention is given to faces owing to associated 
low- level perceptual properties. But since the data we have reviewed is concerned 
with newborns, this precludes the possibility of this type of face- specific process-
ing being due to domain- general learning based on extensive experience of faces. 
In this way, establishing distinctive processing in newborns for a given domain 
makes for a particularly compelling argument against such empiricist domain- 
general learning accounts.

An important question for future research regarding infants’ processing of face 
stimuli is to determine precisely what characteristically rationalist psychological 
structures in the acquisition base account for these and related findings. For our pur-
poses in this book, what matters is the overall type of account that is needed— the 
fact that it is a rationalist account of one kind or another— and not the computa-
tional details of a fully worked out theory of face- related abilities. As we noted earlier, 
in general, our goal throughout Part II isn’t to argue about the fine- grained structure 
of the acquisition base. The space of theoretical possibilities is too large, and the 
evidence that is currently available is not sufficient to settle questions at this level of 
detail. Instead, our goal is to engage with the broader dialectic between rationalist 
and empiricist approaches to conceptual development and to make the case for 
rationalist approaches by clearly distinguishing our seven arguments for concept 
nativism, clarifying the logic of each of the arguments, and identifying examples of 
content domains where they are likely to apply. With this goal in mind, we will often 
claim that the evidence supports a rationalist treatment of the origins of concepts in 
a given conceptual domain without taking a stand on the precise form the rationalist 
theory should take in terms of the specific elements it takes to be in the acquisition 
base, or without committing ourselves to a particular rationalist theory among the 
competing rationalist options.

Nonetheless, it is worth noting that in the case at hand, the studies we have 
reviewed so far speak to some of the controversies that would need to be settled 
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by a fully worked out rationalist theory. For example, there is a question about 
whether there are innate face- specific mechanisms, innate face- specific represen-

tations, or both. Notice, though, that the fact that newborn infants can represent 
novel faces and are subject to the Thatcher illusion is reason to suppose there is 
an innate special- purpose mechanism capable of productively generating new 
face representations, one that processes these representations in much the same 
holistic manner found in adult face perception.10 And the fact that newborns pre-
fer non- scrambled faces to scrambled faces indicates the existence of an innate 
face schema, a type of representation. So it looks like the acquisition base con-
tains at least one face- specific mechanism and at least one face- specific represen-
tation. This helps to clarify the character of the elements of the acquisition base 
bearing on the origins of psychological structures in this domain to some extent, 
though of course it still leaves a great many questions of detail to be addressed.

There are also interesting questions about the content of what infants repre-
sent as they respond to faces, for example, the content of what we have called a 
preference for faces. Is this the right way to describe the way that infants represent 
faces and face- like stimuli? Given that the representations in question are prelin-
guistic, one might wonder how faithful any description can be that employs 
familiar linguistic terms and phrases (like the English term “face”) for what is 
going on inside an infants’ mind. What’s more, there are bound to be a number of 
kindred rationalist explanations, invoking different candidate rationalist mech-
an isms and/or innate representations, that explain the evidence nearly as well as 
one another and that are difficult to tease apart experimentally. In that case, one 
might want to be cautious about describing infants’ abilities in a manner that pre-
judges the way they represent stimuli pertaining to faces.11

We take these questions and concerns about representational content to raise 
some interesting issues. However, they shouldn’t be construed as objections to 
this sort of infancy research or to rationalist claims based upon it, since one can 
have good reason to accept a rationalist account for a given domain before all of 
the details regarding the rationalist account have been settled. Rather, they should 
be seen as ongoing research questions in a productive research programme. 
Further work— in some cases much further work— will be required to get to the 
point where we can say which particular rationalist account turns out to be the 
right one, and which particular set of characteristically rationalist psy cho logic al 
structures it takes to be in the acquisition base.

10 The representations of particular faces that this innate mechanism produces are good examples 
of representations that are learned via a rationalist learning mechanism. They are clearly learned 
in response to environmental stimuli, but the learning is mediated by an innate mechanism that is 
specialized for acquiring representations in this particular domain.

11 These sorts of issues about the content that can be ascribed to infants are by no means unique to 
face perception— or to rationalist approaches. Similar questions come up for every domain that the 
argument from early development touches on, and for rationalist and empiricist approaches alike.
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Also, although we will often set such questions of detail to one side, it is 

im port ant to see that research that aims to clarify the exact content of what 
infants represent can be illuminating and is being pursued in accordance with 
rationalist approaches to all of the domains where the argument from early devel-
opment has gained traction. For example, in the domain of faces, we have pointed 
to evidence that there are innate mechanisms that are specific to faces. But this 
leaves open the question of precisely which domain they are specific to. Are they 
innately geared towards the representation of human faces, or do they function 
equally well for faces of other species (at least initially)? This question has been 
investigated, and the evidence suggests that face perception is not restricted to 
human faces at birth. It turns out that not only do newborns distinguish one 
human face from another. They also distinguish one monkey face from another. 
Moreover, they have a preference for upright monkey faces compared to inverted 
monkey faces, and they have no preference between monkey and human faces 
(Di Giorgio et al. 2012). So at a minimum, the innate face- specific mechanism 
involved here would seem to be broad enough to cover primate faces generally.

The fact that infants start out with this more general yet still domain- specific 
capacity— one for representing a broader class of faces than just human faces but 
which is nonetheless restricted to faces— brings us back to a point that we were at 
pains to emphasize in earlier chapters. This is that concept nativism is perfectly 
compatible with learning and development taking place.12 Rationalists are in no 
way committed to the view that every aspect of an adult competence— for faces or 
any other domain— is innate. What makes an account of the origins of any given 
concept a rationalist account is the fact that it is grounded in a rationalist acquisi-
tion base, which contains characteristically rationalist psychological structures. 
Such an account is fully compatible with a great deal of conceptual development 
and conceptual change taking place in the course of development (see Chapter 2).

In discussing what this research shows, we have so far focused on how it bears 
on questions about the contents of the acquisition base. But we also need to con-
sider the question of which concepts it argues would be best explained in terms of 
a rationalist account. Before we turn to this question, however, it is worth noting 
that infants’ face preferences and face recognition abilities are not isolated, but 
rather are part of a larger collection of related abilities and preferences geared 
towards social interaction and communication. Newborn infants don’t just prefer 
faces to non- faces. They prefer faces that directly gaze at them (Farroni et al. 
2002), faces that have previously spoken to them (Coulon et al. 2011), and faces of 
individuals who have communicated with them in a non- linguistic manner 
(Cecchini et al. 2011). These preferences all exhibit further representational abil-
ities beyond simply the classification of faces as such or the classification of 

12 In fact, face memory and recognition don’t reach adult- level maturity for many years (Weigelt 
et al. 2014).
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specific faces. They suggest that the innate resources in the acquisition base 
exhibit considerable articulation (in the sense elaborated in Chapter 2) in the 
form of innate links with innate social and communicative capacities.

As with the studies we began with, further research is needed to determine how 
best to characterize the interrelated capacities at issue in this research, but the work 
thus far suggests that, in representing faces, newborns construct intermodal repre-
sentations of individual people. Findings with slightly older infants supports this 
broader picture. For example, gaze following in 6- month- old infants is contingent 
on communicative cues such as prior direct eye gaze or infant- directed speech 
(Senju and Csibra 2008). Five- month- old infants treat melodies as social cues. They 
selectively respond to a new individual who reproduces a familiar melody if the 
melody was previously sung to them by a parent, but not if it was previously heard 
as simply coming from the environment (i.e., with no social engagement) (Mehr 
et al. 2016). Seven- month- old infants expect members of a social group to behave 
similarly, but fail to have this expectation of things that are not social agents (Powell 
and Spelke 2013). And infants as young as 3 months old discriminate between 
agents and non- agents, using a variety of different types of cues to discriminate 
agents (Johnson 2005; Luo and Baillargeon 2005; Luo 2011).

In sum, there is a great deal of evidence that infants at birth possess a sche-
matic face representation, have the ability to productively form and retain face 
representations for novel individuals, and process faces in the same distinctive 
(holistic) manner as adults. Moreover, there is also considerable evidence indi-
cating that these abilities are innately linked to a range of social and communica-
tive functions.13

Let’s turn now to the question of which conceptual domains are likely to 
involve either innate concepts or concepts acquired via rationalist learning mech-
an isms in light of these findings, and which concepts within these domains look 
to be promising candidates for a rationalist account. In the first instance, this 
work bears on the domains of faces, sociality, and individuals. Some of the candi-
date concepts that it suggests are either innate or acquired via rationalist learning 
mechanisms are concepts like fAce, AgenT, inDiviDuAl humAn/person, sociAl 
inTerAcTion, eyes, gAze, ATTenTion, and communicATion.14 In some cases, 
there is reason to suppose that the concept in question is not innate but is 
acquired via a rationalist learning mechanism instead— such as the concept 
humAn fAce, which, as we noted, is a product of early development. The critical 

13 We will return to infants’ social and communicative knowledge and abilities in the next chapter.
14 In many of the cases we have discussed, it is not clear what precisely the infants are representing— 

for example, whether they represent particular humans as individual humans/people, as agents, as 
both individual people and agents (or if the content of their representation(s) differs systematically 
from these concepts). As we noted earlier, this is to be expected. It is also worth noting that the innate 
concepts that infants have in a given content domain will likely have substantially less rich conceptual 
roles than those of adults, and may not be the same concepts as adults have; innate concepts may well 
undergo substantial conceptual change during development.
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point in this and similar cases is that while this development means that the con-
cept is not innate, this development is grounded in a prior capacity for respond-

ing to faces that is rooted in domain- specific elements in the acquisition base. 
This means that a rationalist account of the origins of humAn fAce is appropriate 
even though this concept is learned.

In addition to these general concepts, we also need to consider the origins of 
representations of particular entities, such as a specific person, a specific face, or a 
specific voice. The work we have highlighted above suggests that in each case the 
origins of these kinds of representations are best explained in terms of rationalist 
learning mechanisms that are able to productively generate representations of 
numerous particular instances of the general category in question. Some of these 
representations— notably those of specific people— are clearly conceptual repre-
sentations in adults. And even if the precise content of these representations in 
infants differs from those of the concepts that adults possess, it is overwhelmingly 
likely that the rationalist learning mechanisms that account for infants’ acquisi-
tion of representations of particular people will also play an important role in the 
acquisition of concepts of particular people later in life.

The representation of specific human faces and specific human voices raise 
interesting questions because they are seen as being conceptual on some theories 
of concepts and nonconceptual on others. Perhaps it shouldn’t be all that surpris-
ing that some of the representations that can be seen to be present at birth— based 
on studies with newborn infants— end up being near the conceptual/nonconcep-
tual border. After all, the obvious difficulties of conducting experimental studies 
that newborn babies could participate in means that such studies are likely to 
employ relatively simple stimuli, making it more likely that the representations at 
issue will be relatively simple and concrete, and so, in at least some cases, closer 
to the conceptual/nonconceptual border. So it’s worth pausing for a moment to 
discuss how the fact that these representations come out as conceptual on some 
accounts of what concepts are and nonconceptual on others affects the issues 
regarding concept nativism. We will focus our discussion of this issue on infants’ 
representations of particular faces (Alice’s face, Bill’s face, and so on) and the fact 
that such representations might be seen as being conceptual by some theorists 
and nonconceptual by others.

One type of theorist who might see representations of individual faces as non-
conceptual is a theorist who draws the conceptual/nonconceptual distinction in 
terms of the Generality Constraint. Such a theorist might argue that these repre-
sentations aren’t sufficiently integrated with the rest of the conceptual system to 
be considered concepts. Another type of theorist who might see representations 
of individual faces as nonconceptual is one who draws the distinction in terms of 
whether a representation is iconic or discursive. Such a theorist might argue that 
face representations are not concepts since they are iconic and more like pictures 
than sentences.
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These grounds for thinking that representations of individual faces are non-
conceptual are debatable, however. Regarding iconicity, while the representations 
of particular faces may not seem especially sentence- like, it’s not true that they 
have no privileged decompositional structure— faces are represented as having 
components (eyes, nose, mouth) that stand in particular relations to one another. 
So face representations don’t satisfy Fodor’s picture principle for iconicity (see 
Chapter 6). And regarding the Generality Constraint, while it is true that one 
cannot combine a representation of a particular face with every imaginable con-
ceptual predicate (e.g., the representation Alice’s fAce is Divisible-by-7 makes 
no sense), much the same is true of clearly conceptual representations (ThAT 
chAir is Divisible-by-7 makes no sense either). Moreover, for predicates which 
are applicable to the category face, it seems that representations of particular 
faces can be freely combined with such representations. Employing a represen-
tation of a particular face, we can judge that face to be long and narrow, smil-
ing, attractive, or tired looking. And, of course, such representations figure in 
inferences too, for example, inferences regarding the identity of a particular 
person. Finally, it should also be kept in mind that like the general concept of a 
face, representations that are involved in the recognition of a given individual’s 
face are highly abstract. A given individual’s face can be recognized from dif-
ferent angles, different distances, in different lighting conditions, and across a 
wide variety of dynamic changes— opening the mouth, blinking, smiling, 
frowning, changes in eye direction, and so on. Taken together, we think that 
these points make a reasonable case for considering such representations to be 
concepts, even if they are not prototypical of the sorts of representations that 
figure in standard general accounts of what concepts are.

However, our concern here is not to settle the question of whether representa-
tions of particular faces are or are not concepts. Rather, we will consider the 
implications for concept nativism both when such representations are taken to be 
concepts and when they aren’t. If individual face representations are concepts, 
then this means that the set of concepts and conceptual domains that a rationalist 
account is appropriate for includes not only general concepts like fAce, AgenT, 
inDiviDuAl humAn/person, sociAl inTerAcTion, eyes, gAze, ATTenTion, and 
communicATion but also concepts for particular faces. Of course, these particu-
lar face concepts wouldn’t be innate. But they would still be explained in rational-
ist terms as being acquired via rationalist learning mechanisms.

What are the implications for concept nativism if individual face representa-
tions are nonconceptual? In this case, they wouldn’t be on the list of concepts 
acquired via rationalist learning mechanisms. But importantly, they would almost 
certainly contribute to other representations (which uncontroversially are con-
cepts) being on this list of concepts acquired via rationalist learning mechanisms. 
For example, they would almost certainly be involved in the acquisition of the 
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concept humAn fAce. They would also typically be involved in the acquisition of 
the concepts of particular people. We take this example to illustrate a general 
point. Even if it is unclear whether a given set of representations whose origins 
are best explained in rationalist terms is conceptual or nonconceptual, such rep-
resentations (and the characteristically rationalist psychological structures they 
tell us are part of the acquisition base) can contribute to the acquisition of other 
related representations, many of which will be clearly conceptual. So, regardless of 
whether the representations involved are taken to be conceptual or nonconceptual, 
they will be contributing to a rationalist account of the origins of concepts.

These considerations also serve to highlight a fact that was emphasized in 
Chapter 2—that we shouldn’t be exclusively focused on which concepts are pre-
sent at birth. In the end, what matters is how any given concept is acquired, not 
when it appears. For example, whether or not the general concept inDiviDuAl 
humAn/person or the general concept AgenT is present at birth, it is clear that 
adults have both of these concepts. And, if these concepts are learned and not 
present at birth, then the characteristically rationalist psychological structures in 
the acquisition base that the research we have been reviewing shows to be associ-
ated with them would undoubtedly make important contributions to the acquisi-
tion of these concepts. Accordingly, a rationalist account of both the general 
concept inDiviDuAl humAn/person and the general concept AgenT will be 
appropriate even if newborn infants lack one or the other or even both of these 
concepts.

This shows that the argument from early development shouldn’t simply be 
seen as an argument about concepts appearing too early to be acquired on the 
basis of empiricist learning mechanisms. Sometimes the argument plays out this 
way. But importantly, sometimes it plays out in terms of the critical rationalist 
psychological structures that support the acquisition of a concept— where it’s 
these psychological structures that appear too early in life to be acquired on the 
basis of empiricist learning mechanisms. As a result, the best way to see the argu-
ment from early development is not simply as an argument about concepts 
appearing too early in development to reliably be acquired on the basis of empiri-
cist learning mechanisms, but rather as an argument about concepts or the charac-

teristically rationalist basis for acquiring concepts appearing too early to reliably 
be acquired on such a basis.

Let’s now briefly consider a second example where the focus on newborns 
has been fruitful, namely, the representation of numerical quantity. It may 
seem extraordinary to attribute representations of such an abstract thing as 
numerical quantity to infants, much less to newborn babies. Before we get to 
the evidence regarding newborns, it is important to address this issue. Since 
number is typically correlated with a host of more concrete, non- numerical 
properties, why think that infants are responding to number rather than these 



250 The ArgumenT from eArly DevelopmenT (1)

other properties? For example, three oranges are numerically greater than 
two, but three oranges will also typically have a greater volume than two 
oranges, and a greater surface area, greater total perimeter, greater luminance, 
and so on. Likewise, as we noted in Chapter 2, number can correlate with 
duration, as when a sequence of ten taps on a keyboard takes longer than a 
sequence of four. In the literature on numerical representation, properties like 
these, which typically correlate with numerical quantity, are referred to as  
continuous magnitudes.15 So the question is, why should we think that infants 
are responding to numerical quantity as such rather than to some type of 
 continuous magnitude?

In hindsight, it is clear that many of the early and widely cited studies of 
infants’ numerical abilities didn’t impose sufficient experimental controls to dis-
entangle numerical quantity from continuous extent. For example, Antell and 
Keating (1983) claimed to show that infants can discriminate 2 vs. 3 dots. But 
because the dots were all of the same size, the 3s systematically contained more 
total surface area, total perimeter, etc., than the 2s. More recently, however, 
researchers have worked hard to eliminate such confounds, often with great 
ingenuity.

To see how this is possible, let’s start with an important study that helped to 
establish that 6- month- olds can discriminate larger numerical quantities, that is, 
numerical quantities greater than 3 (we will come to studies with newborns 
shortly). Xu and Spelke (2000) tested for whether infants at this age can distin-
guish between 8 vs. 16 solid black dots, using a habituation paradigm, much like 
that used by Leo and Simion above. Infants were presented with a succession of 
different displays which each contained the same number of dots (8 for some 
infants, 16 for others), with the sizes and positions of the dots varying across dis-
plays. Once the infants habituated, they were then tested on both numbers (8 and 
16) (see Figure 8.2). As before, if infants look longer at the new stimulus— in this 
case, the novel number of dots— this indicates they can discriminate it from the 
habituating stimulus. In fact, this is what Xu and Spelke found. Six- month- olds 
looked longer at 8 dots if they had habituated to 16, and looked longer at 16 dots if 
they had habituated to 8.

But again, it is not enough that infants can discriminate between stimuli with 
different numbers of dots. To show that they are discriminating between them in 
terms of their numerical quantity, we need to be sure that there aren’t other fea-
tures of the stimuli that systematically correlate with their numerical quantity 
that the infants could be using to discriminate between the stimuli.

Xu and Spelke’s procedure dealt with this problem by equating certain con-
tinu ous magnitudes associated with the 8s and 16s in the habituation trials and 

15 Other terms used for these non- numerical properties include continuous stimulus properties and 
continuous extent.
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equating others in the test trials. For example, to make sure that infants couldn’t 

simply respond to changes in the cumulative area of the stimuli— one of the major 
confounds in earlier work on number— the size of the dots were varied in such a 
way that the cumulative area of the 8s and 16s were the same across the 
habituation trials. This precaution led to the individual elements composing the 
16s to be, on average, half the size of the individual elements composing the 8s. 
And because the displays were the same size, it also led to the 16s being more 
crowded (i.e., having less space between the dots). So these factors were equated 
in the test stimuli, which used dots that were always the same size and had the 
same element density regardless of number. Given this arrangement, infants who 
had habituated to 8 (or 16) dots couldn’t dishabituate to the other number by 
attending to the pos ition of the dots, their cumulative area, differences in bright-
ness (which correlate with area), dot size, or element density.

Despite these meticulous precautions, there is still one non- numerical prop-
erty that wasn’t equated in either the habituation trials or the test trials, namely 
the total perimeter of all the elements (i.e., the sum of perimeters of all the dots). 

Notice that you can’t equate the total perimeter if you equate the total amount of 
area covered. (The area of a circle is πr2; the circumference is 2πr.) But further 
experiments incorporated another control condition, equating the total per im-
eter in the habituation stimuli, and infants were found to dishabituate to the same 
numerical contrasts as before (Xu 2003; Xu et al. 2005). So, surprising as it may 
be, it looks as though 6- month- olds are able to discriminate 8 from 16 specifically 
in numerical terms.

Habituation Stimuli  Test Stimuli 

A  or  B 

Figure 8.2 Sample stimuli from Xu and Spelke (2000). 6- month- olds were habituated 
to either 8 or 16 dots, and then shown both 8 and 16 to see if they would dishabituate 
more to the novel numerical quantity. To ensure that the infants weren’t responding 
to changes in the continuous (non- numerical) features of the stimuli, the stimuli in 
the habituation trials were equated for area, and the stimuli in the test trials were 
equated for element size and density. (Figure based on Xu and Spelke 2000, figure 1.)
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An interesting feature of this numerical- representational capacity— one that 
was mentioned briefly in Chapter 2 and that we will return to in Chapter 10—is 
that it isn’t as precise as the conventional counting list that is learned later in life 
(“one, two, three, four, etc.”). Instead, it is grounded in a distinct system for repre-
senting numerical quantity— the approximate number system— which is ratio 
dependent in the sense that what matters to whether it can discriminate between 
two numerical quantities isn’t their absolute numerical difference but the ratio 
between them.16 For example, we have seen that 6- month- olds can discriminate 
between 8 and 16 dots (a 1:2 ratio). They are also capable of discriminating 
between 6 and 12 and between 12 and 24. However, it turns out that they fail to 
discriminate 8 from 12. One might have thought that this failure is just because 
8 and 12 are too close to one another— a mere difference of 4. But 6- month- olds can 
discriminate 4 from 8. The key fact here is that 4 vs. 8, 6 vs. 12, and 12 vs. 24 all 
instantiate the same 1:2 ratio. Six- month- olds can discriminate quantities at this 
threshold, but not differences that instantiate the more fine- grained ratio of 2:3 
(Xu et al. 2005).17 The same pattern with these ratios has been found as well using 
auditory stimuli (different numbers of tones) and visual depictions of events 
(puppet jumps), not just static visual objects (Lipton and Spelke 2003; Wood and 
Spelke 2005).18

What about newborns? Is there any evidence that the approximate number 
system is present this early in development? We will present two studies that 
argue that it is. The first of these tested whether newborn infants can detect 
numerical correspondences between stimuli in different sensory modalities 
(Izard et al. 2009). This required using an intermodal matching procedure in 
which infants are initially familiarized with a numerical quantity in one sensory 
modality (e.g., hearing) and then given numerically matching and non- matching 

16 It turns out that the approximate number system continues to function throughout the human 
lifespan even though most adults have access to more precise, conventional ways of representing 
numerical quantity (Halberda and Feigenson 2008). And as we will see in Chapter 10, it can be found 
in many non- human animals as well.

17 Other work has documented that the ratio at which infants discriminate between differing 
numerical quantities becomes more fine- grained in development (see, e.g., Xu and Arriaga 2007). 
There is also a question about whether the discriminative capacity of the approximate number system 
is context dependent (Wang et al. 2018).

18 Interestingly, when the same sorts of experimental procedures are used to determine how well 
infants discriminate continuous magnitude or continuous extent properties (as opposed to numerical 
properties), infants have been found to have a more fine- grained ability to discriminate number than 
continuous extent. For example, using the same sort of habituation paradigm as Xu and Spelke (2000) 
used for number, Cordes and Brannon (2008) showed that 6- month- olds require a 1:4 ratio to dis-
criminate differences in surface area, but only a 1:2 ratio to discriminate differences in numerical 
quantity. And in related work using a change detection paradigm, 6- month- olds have been found to 
require a 1:3 difference to detected changes in perimeter (Starr and Brannon 2015) and even more of 
a difference to detect changes in area (Libertus et al. 2014), despite the fact that they can detect a 1:2 
change in numerical quantity (Libertus and Brannon 2010). Moreover, when three- fold changes in 
number were pitted against five- fold changes in area, infants preferred to look at changes in number 
(Libertus et al. 2014). It would appear that infants find numerical quantity to be both easier to process 
and more interesting than continuous extent.
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stimuli in a different sensory modality (e.g., vision). The newborn infants, in this 
case, were familiarized with a given number of syllables (4 for some infants, 12 for 

others) and then simultaneously presented with two visual collections— one with 
the same familiar number of items (e.g., 4 green triangles if they had heard 4 syl-
lables), the other with a novel number (e.g., 12 pink circles if they had heard 
4 syllables). The result was that the infants preferred to look at the matching num-
ber. Thus, not only do newborn infants represent numerical quantity, but their 
representations of numerical quantity are highly abstract, applying across differ-
ent sensory modalities and allowing them to detect cross- modal numerical 
correspondences.19

Notice that, in this study, there is no question of the infants’ behaviour being 
explained in terms of their making use of correspondences involving non- 
numerical features such as total surface area or surface luminance, since one set 
of stimuli— the syllables— doesn’t have these properties at all. Likewise, the 
infants couldn’t have been responding to a correspondence in, say, the cumulative 
amount of acoustical energy (or most other auditory properties) since the visual 
stimuli didn’t have any auditory properties at all. Moreover, the stimuli were 
designed so that the infants could not even use an analogy to connect what they 
heard with what they saw (e.g., mapping duration to area). This was achieved by 
varying the individual syllable length so that the total duration of the 4- syllable 
stimuli was the same as the total duration of the 12- syllable stimuli (i.e., each indi-
vidual sound in the 4- sound sequences lasted as long as three of the sounds in the 
12- sound sequence). In this way, the total amount of sound was equated in the 
familiarization phase of the experiment and any analogy between amount of 
sound and amount of surface area wouldn’t work.20

19 For related neurological evidence for abstract numerical representations in slightly older infants, 
see Gennari et al. (2023).

20 Some have argued that the ratio- dependent representation of numerical quantity is grounded in 
a generalized magnitude system, one that represents different types of quantities in an undifferenti-
ated way, not just numerical quantity (Walsh 2003; Leibovich et al. 2017). For example, Walsh’s 
ATOM theory (“a theory of magnitude”), which we briefly discussed in Chapter 2, claims that nu mer-
ic al, temporal, and spatial stimuli are processed by the same mechanism. This view is motivated, in 
part, by people’s performance in dual- task experiments that require representing two of these magni-
tudes simultaneously (e.g., performance in certain temporal tasks is impaired by a concurrent nu mer-
ic al task; see Casini and Macar 1997). What should we make of this? Many theorists associate this sort 
of proposal with empiricist approaches to explaining the origins of number concepts. However, even 
if it were granted that the ratio- dependent representation of numerical quantity is grounded in an 
innate generalized magnitude system, there would still be a question about how empiricist this system 
is. Notice that if it were confined to the representation of just these three magnitudes— space, time, 
and number— representing them in an undifferentiated way as spatio- temporal- numerical magni-
tudes—then as we suggested in Chapter 2, this system would still be an innate domain- specific sys-
tem. It would just be less well- aligned with the target domain of numerical quantities than a 
number- specific system (Margolis and Laurence 2023). Accordingly, it would still support a rational-
ist view of the origins of representations of numerical quantity, albeit a somewhat milder form of 
rationalist view. But there is also a further question of whether the evidence that has been cited in 
favour of a generalized magnitude system of this sort really does argue for representations that fail to 
differentiate between spatial, temporal, and numerical magnitudes. In our view, this evidence at best 
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The second study with newborns that we will discuss shows not only that new-
borns represent numerical quantity but also that their representations of nu mer-
ic al quantity have a signature property that has often been taken to be a 
by- product of cultural conventions (Di Giorgio et al. 2019). This is the fact that 
numbers (for adults) are represented as if plotted on a number line with smaller 
numerical quantities on the left and larger numerical quantities on the right. 
Newborns were first habituated to different arrangements of a given number of 
squares (4  for some infants, 36 for others) and then simultaneously presented 
with two collections of 12 squares, one to their left and one to their right. (The 
number 12 was chosen in light of the fact that newborns can discriminate a 1:3 
difference in numerical quantity and hence ought to be able to detect both 4 vs. 12 
and 12 vs. 36.) Notice that if newborns associate smaller numbers with their left 
side and larger number with their right side, then which collection of 12 squares 
they prefer to look at should depend on whether they represent 12 to be smaller 
or larger than the numerical quantity they were habituated to. This is exactly 
what the researchers found. Infants who had been shown instances of 4 in the 
habituation phase preferred to look at the collection of 12 squares on the right, 
while infants who had been shown instances of 36 in the habituation phase pre-
ferred to look at the collection of 12 squares on the left.

Of course, there is always a question about whether infants are responding to 
numerical properties of the stimuli as opposed to differences in their continuous 
extent. To deal with this issue, the researchers equated the total perimeter of the 
habituation and test stimuli for both groups of infants. For example, the total 
perimeter of the 36 squares used in the habituation phase was identical to the 
total perimeter of the 12 squares used in the test conditions. So the infants could 
not have been ordering the habituation and test stimuli on the basis of total 
perimeter. What’s more, as a consequence of equating the total perimeter in this 
way, the total surface area and luminance of the 36- square habituation stimuli 
was smaller than the total surface area and luminance of the 12- square test stimuli. 
Thus if infants were ordering left to right in terms of either of these continuous 
properties, their preference in the test condition would have been to look at the 
opposite display than the one they actually preferred to look at.

So, incredible as it may seem, newborn infants are able to represent approxi-
mate numerical quantities. Their representations of such quantities are highly 

shows that there are strong links between these three types of magnitudes and that the neural systems 
involved in their representation may overlap. In fact, there is direct evidence that human newborns 
represent numerical quantity independently of space and time (and vice versa) and hence that the 
representation of numerical quantity as such is in place well before children could learn how to disen-
tangle numerical quantity from other magnitudes (de Hevia et al. 2014). For this reason, we’d argue 
that the early links between spatial, temporal, and numerical representation aren’t a reflection of a 
single generalized magnitude system but are instead evidence for an even more rationalist account 
involving several innate domain-specific systems (for space, for time, and for number) with articu-
lated innate links between them (articulated in the sense of Chapter 2).
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abstract (applying across different sensory modalities) and even exhibit a context- 
sensitive spatial mapping that has been found in studies with adults (which places 
smaller quantities on the left and larger quantities on the right).

Much more could be said about infants’ numerical abilities. As we saw with the 
representation of faces, the innate abilities we have focused on are part of a clus-
ter of related abilities. For example, there is evidence that newborns can represent 
small numbers of entities too (in the 1–3 range) (Turati et al. 2013). There is a 
lively debate about the format of these representations (see, e.g., Simon 1997; 
Uller et al. 1999; Clearfield and Mix 2001; Hurford 2001; Spelke and Tsivkin 2001; 
Feigenson et al. 2002; Le Corre and Carey 2007; Barner 2017). While some the or-
ists have supposed that infants distinguish between small numbers of objects 
without representing their numerical quantity per se, these so- called non- 
numerical accounts often find themselves crediting infants with the ability to 
compare collections in terms of which collection has numerically more (or less) 
by performing a one- to- one mapping between their elements. This of course 
requires representations that support such mappings and the inferential ap par-
atus for deducing that the one collection has more than, or is numerically differ-
ent from, the other. Also, a case can be made that infants actually represent 
small- number numerical quantities as such, and that this further ability traces 
back to a second domain- specific innate system, one that is more precise than the 
approximate number system yet is limited to small numerical quantity (Laurence 
and Margolis 2005, 2007; Margolis and Laurence 2008; Margolis 2020).

There are also interesting representational abilities relating to the input to 
infants’ numerical systems of representation and to the processes that operate on 
their specifically numerical representations. For example, newborns aren’t just 
able to respond to quantities of individuals. They can also respond to quantities 
of groups of individuals, distinguishing between 2 groups of three and 3 groups of 
two (Turati et al. 2013; see also Wynn et al. 2002). And older preverbal infants 
have been shown to recognize the difference between correct and incorrect add-
itions and subtractions for large approximate numerical quantities (McCrink and 
Wynn 2004). At the very least, then, infants’ numerical abilities arguably involve not 
just representations for approximate numerical quantities but also representations 
of small precise numerical quantities, groups, numerical sameness/difference, 
being numerically greater than/less than, addition, and subtraction.

As with the face domain, there are questions about whether some or all of the 
representations that have been found to be present at birth in the number domain 
are nonconceptual, rather than conceptual. If representations of the numerical 
quantities one, two, and three were present at birth— that is, if representations of 
these small precise quantities and not approximate or non- numerical surrogates 
for them were present at birth— these representations would uncontroversially 
count as conceptual, given their continuity with the adult conceptual system for 
representing natural numbers. In Chapter 10, we will also see that a good case can 
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be made that the representations that come with the approximate number system 
are concepts. For now, we will just note that regardless of whether these represen-
tations are taken to be concepts, the work we have been discussing provides 
strong support for a rationalist account of concepts of natural numbers, as well as 
the various sorts of numerical relations we have mentioned (addition, subtrac-
tion, numerical sameness/difference, being numerically greater than/less than), 
and concepts of groups, objects, events, and sounds. This is because, even if the 
representations supporting numerical cognition at birth aren’t themselves con-
cepts, these representations and the characteristically rationalist psychological 
structures in the acquisition base from which they derive would undoubtedly 
play an important role in the acquisition of such concepts.

Suppose, for example, and for the sake of argument, that the approximate 
number systems’ numerical representations aren’t concepts. Still, to the extent 
that the approximate number system and its representations of numerical quan-
tity are a part of the story of how other numerical representations are learned— 
ones that are uncontroversially considered to be concepts— the overall account 
supports concept nativism by supporting a rationalist account of the origins of 
these concepts. And we think it is all but inevitable that the approximate number 
system plays a significant role in the acquisition and use of the numerical con-
cepts that are associated with the counting terms and with other conventional 
numerical symbols. This is because traces of the approximate number system’s 
representations can be found in just about any task where adults find themselves 
using these things (Dehaene 1997).

For example, when adults are given pairs of Arabic numerals, it takes them 
longer to judge which represented quantity is numerically larger when they rep-
resent numerical quantities that are closer to one another. Moreover, this hap-
pens even for pairs like 65 vs. 72 and 65 vs. 79, where the comparison can be 
made without even attending to the second digit in the numeral expressing the 
larger number— that is, it takes longer to judge that 72 is larger than 65 than it 
takes to judge that 79 is larger than 65, even though both judgements could be 
made as soon as one has the information that the number being compared to 65 
is a number in the 70s. As Dehaene (1997) explains, the natural explanation of 
this and related phenomena is that processing these symbols automatically acti-
vates the corresponding approximate numerical values and automatically com-
pares them to one another. The reason it takes longer to compare pairs of 
numbers that have smaller numerical differences is because these differences are 
less pronounced in the analogue representational format in which these approxi-
mate representations are presumed to occur, making the comparison more 
difficult.21

21 Another indicator of the link between approximate and precise numerical processing stems from 
the fact that individual variation in formal mathematical abilities— conceptual abilities par 
excellence— are strongly correlated with corresponding individual variation in the approximate 
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So there is good reason to suppose that approximate numerical representa-
tions are constitutively tied to adult numerical concepts and actively involved in 
the processes underpinning conscious judgements about relations between 
numerical quantities expressed in natural language. As a result, even if these 
approximate representations are nonconceptual, then, given the evidence for a 
rationalist account of the origins of approximate numerical representations, they 
will nonetheless be involved in a rationalist account of the origins of numerical 
representations that everyone agrees are conceptual, namely, concepts of natural 
numbers.22

Our discussion in this chapter has been confined to instances in which there is 
evidence for a representational ability at birth which couldn’t plausibly have been 
learned prenatally. Our examples to illustrate this particular dimension of the 
argument from early development looked at the case for characteristically ration-
alist psychological structures in the acquisition base that factor into rationalist 
accounts of the origins of concepts pertaining to humans/persons, faces, individ-
ual people, specific faces, communication, and a variety of related concepts 
involved in social interactions, as well as numerical concepts and concepts of 
groups, events, and various types of numerical relations. Although evidence for a 
representational ability at birth contributes to a particularly strong form of the 
argument from early development, it isn’t essential. In the next chapter, we show 
that the argument from early development can provide compelling grounds for a 
rationalist account of the origins of concepts even when there is no evidence that 
a representational ability is present at birth.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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number system. For example, 14- year- olds who have been found to have greater acuity in their cap-
acity to make approximate numerical discriminations have been shown to have greater achievement 
in standardized mathematics examinations going all the way back to kindergarten (Halberda et al. 
2008). Such differences also appear to explain certain mathematical learning disabilities. Ninth- 
graders with a history of difficulty with mathematics have been found to have lower acuity in their 
capacity to make approximate numerical discriminations even when researchers controlled for 
domain- general abilities that have been thought to be critical to mathematical performance (e.g., 
working memory) (Mazzocco et al. 2011).

22 We saw in Chapter 2 that Carey’s (2009) rationalist account of the origins of precise numerical 
concepts doesn’t make use of the approximate number system in that she doesn’t think the approxi-
mate number system is involved in the earliest stages in which children begin to understand the 
meanings of counting terms. But even Carey sees a role for innate approximate numerical representa-
tions factoring into the full conceptual role of our concepts of natural numbers. For Carey, adding 
these later in development supports numerical comparisons and the ability to do mental arithmetic, 
and so they play an important role in the acquisition of the full adult competence underpinning 
numerical concepts even on an account like hers which doesn’t take them to play a role in the earliest 
stages of number concept acquisition.
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The Argument from Early Development (2)

The argument from early development supports concept nativism through its 
focus on representational abilities that emerge too early in development to 
reliably be acquired solely on the basis of empiricist learning mechanisms. What 
it aims to show is that the timing regarding the development of these abilities 
offers compelling evidence for some concepts either being innate (that is, part of 
the acquisition base) or being acquired on the basis of rationalist learning 
mechanisms. In the previous chapter, we examined one facet of the argument 
from early development— cases where there is evidence that a representational 
ability is present at birth. However, we also noted that the argument isn’t 
restricted to these sorts of cases and that a strong version of the argument from 
early development can be formulated for representational abilities that appear 
later in development as well. In this chapter, we turn to this second facet of the 
argument from early development.

To begin, it’s important to recognize that concept nativism isn’t just—or even 
primarily—about the minds of newborns. While some innate psychological traits 
may be present at birth, others may not appear until later with further biological 
development. Also, as we emphasized earlier, concept nativism isn’t simply about 
innate concepts—concepts acquired via rationalist learning mechanisms are no 
less important. Finally, even when innate concepts and representational abilities 
are present at birth, they may not be evident until later due to performance 
 factors preventing the underlying competence from manifesting itself.1

But how could evidence that a trait is present later in development—at 6, 12, 18 
months, or even later—provide strong grounds for thinking that the trait is pos-
sessed too early in development to reliably be acquired solely on the basis of 
empiricist learning mechanisms? The key point is that this might still be too early 
because for one reason or another the kinds of information a learner with only 
domain-general learning mechanisms would need to have to reliably acquire the 
trait isn’t available to such learners by this point in development. For example, if a 
domain-general learning mechanism required extended exposure to information 
that is only readily conveyed through language, then acquisition of the trait by 
prelinguistic infants would provide a powerful argument that the trait is present 

1 See Chapter 2 for a discussion of the competence- performance distinction. Newborn infants have 
little control over their bodies and have a poor attention span and highly limited memory (see, e.g., 
Oakes and Luck 2014), and so there is the very real possibility of a major gap between their cognitive 
and conceptual capacities (their competence) and their ability to selectively display these capacities in 
their overt behaviour (their performance).
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too early to reliably be acquired solely via domain-general learning mechanisms. 
It’s for this reason that empiricists themselves expect certain traits to not be 

 present at birth or until much later (for example, not until the child is old enough 
to have acquired much of her language). These brief remarks should suffice for 
now to convey the core idea behind how the argument from early development 
can be extended beyond the case of traits that are manifestly present at birth. We 
will say more about the form of the argument later in the chapter.

Much of our discussion in this chapter will be focused on a single example: the 
development of concepts for mental states. The representation of what might be 
going on in other people’s minds is a ubiquitous feature of adult cognition. We do 
this when we try to figure out someone else’s motivation, predict their actions, or 
make sense of their behaviour. Many mentalistic concepts play a role in reason ing 
about these matters, including concepts for beliefs, desires, intentions, emotions, 
moods, preferences, memories, personality traits, and perceptual states (among 
others).2 Though there is experimental work bearing on many of these concepts, 
the most intensively investigated has been fAlse belief.3

The development of this ability has been at the very centre of the rationalism-
empiricism debate about the origins of concepts for many years. It is perhaps the 
single most important focal point of this debate and a paradigmatic example of 
how the argument from early development has been used in cases where a trait 
isn’t present at birth. It is also one of the most intensively studied domains, with 
an enormous body of experimental results and theoretical work by both rational-
ists and empiricists. So, while this example is only meant to illustrate the broader 
form of argument, to do justice to it will require an extended discussion of a range 
of empirical and theoretical considerations. Towards the end of the chapter, we 
will briefly consider the wider context of the debate in neighbouring domains 
concerned with other facets of social cognition, and beyond.

Until relatively recently, the orthodox view was that the ability to represent 
false beliefs doesn’t appear until children are around 4 years old and that the first 
reliable sign that children have this ability is that they begin to pass a traditional 
false- belief test, for example, Baron- Cohen et al.’s (1985) Sally- Anne test. In this 
test, children are asked questions about a depicted sequence of events in which 
one character (Sally) sees a desirable object (e.g., a marble) in one location, leaves 

2 Beliefs and desires are often taken to be paradigmatic propositional attitudes (and belief and 
Desire to be among the most basic propositional attitude concepts). These are mental states that have 
full propositional content in that it is of a type that might be captured by a sentence as opposed to a 
word or phrase. The “attitude” part of a propositional attitude refers to the way a thinker is related to 
this content, for example, whether they take it to be true of the world (as with a belief ) or whether it is 
a way they want the world to be (as with a desire).

3 Why has so much attention been paid to attributing false beliefs as opposed to true beliefs? Notice 
that if someone appeared to predict an agent’s behaviour on the basis of the agent’s true belief, she 
might actually be predicting the behaviour without really thinking about what the agent believes at all 
and instead just be thinking about the constraints on successful action in light of how the world hap-
pens to be— a reality- based strategy. On the other hand, a reality- based strategy is blocked if the 
agent’s action is rooted in a mistaken view of the world (Dennett 1978). 
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the room, and while she is gone, the object is moved to a different location by 
another character (Anne), who then leaves the scene. When Sally returns, the 
child is asked where Sally will look for the object. The right answer, of course, is 
that she will look in the original location, since that is where she would (falsely) 
believe it to be. However, children younger than 4 years old generally say that she 
will look in the new location, where it actually is (Baron- Cohen et al. 1985). This 
finding, which became the cornerstone for much research on mentalizing, led 
most theorists to conclude that a major conceptual change occurs around the 
age of 4.4

But notice how demanding this false- belief task is. Not only does it require 
children to keep track of a considerable amount of information (where the mar-
ble was, where it is now, whether Sally could have seen the marble in the new 
location, etc.) and to ignore their own knowledge regarding the object’s actual 
location, but all of this also happens in a social context in which children need to 
make sense of the question they are being asked and provide an appropriate ver-
bal response (Bloom and German 2000; Baillargeon et al. 2010). What if a sim-
pler test could be devised which doesn’t involve all of the complications associated 
with traditional false- belief tasks but which could nevertheless show that children 
are representing that an agent has a false belief ? Until 2005, no one had figured 
out a way to do this, but that changed with Kristine Onishi and Renée Baillargeon’s 
ground- breaking work with 15- month- old infants (Onishi and Baillargeon 2005).5

Onishi and Baillargeon used what is known as a violation of expectation (VOE) 
methodology. Since this methodology resembles some of the other methods for 
studying infants that we have already encountered in that the pivotal measure is 
infants’ looking time, it is worth saying a few words about how looking time can 
figure in different methodologies.6 The key point is that looking time is a behav-
ioural measure that can have different significance in different contexts, just as 
other behavioural measures can (e.g., pressing a button). When we say that 
researchers employed a particular looking- time methodology (e.g., the VOE 
method as opposed to the habituation method), what we mean by this is that 
their experiment is designed in such a way that particular patterns of looking 
times, across the various conditions in the study, will provide reason to interpret 

4 A number of different terms are used in philosophy and cognitive science to refer to the ability to 
attribute and reason about mental states. We will often use the term “mentalizing”, but other com-
monly used terms include “mindreading”, “theory of mind”, and “folk psychology”.

5 Following Scott and Baillargeon (2017), we will use the term traditional false- belief task to refer 
to tests (like the Sally- Anne test) in which children must provide an explicit verbal answer when asked 
about what an agent believes or something that turns on what she believes (e.g., Where will Sally look 
for her marble?). In contrast, a non- traditional false- belief task is one in which the test doesn’t require 
answering such questions. As we will see, the innovation in Onishi and Baillargeon’s study was its 
reliance on infants’ spontaneous responses to various situations involving true and false beliefs. For 
this reason, non-traditional false-belief tasks are often also referred to as a spontaneous- response tasks.

6 For more on the history of the VOE method and further analysis of its advantages and limita-
tions, see Margoni et al. (2022).
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infants’ looking-time behaviour in line with the interpretation associated with 
this methodology (while ruling out alternative interpretations). In a habituation 
study, for example, longer looking in the test trials is meant to track the percep-

tion of novelty. Alternative interpretations— for example, that the infants look 
longer simply because they have a preference for a particular type of stimulus or a 
contingent preference for stimuli presented on their right side— are systematically 
evaluated and ruled out through control conditions.7 The same goes for VOE 
studies, which interpret infants’ longer looking times in terms of the infants’ 
expectations being violated. What determines the interpretation of the 
infants’ looking time in such studies isn’t a matter of stipulation by the experi-
menters, but rather is a question of what interpretation best fits the overall 
pattern of looking behaviour exhibited by the infants. A well- designed VOE 
study anticipates alternative explanations of longer looking times and is able 
to exclude them. If infants were to look longer for reasons having nothing to 
do with their expectations being violated, the experimental design would 
allow us to see this.

A typical VOE experiment involves presenting infants with a scenario that 
would violate adult expectations, and the question is whether it also violates the 
expectations of infants. If it does, this means that infants have relevantly similar 
expectations to adults. One feature of such experiments is that they often include 
pretest trials known as familiarization trials. In the previous chapter, we noted 
that habituation studies use numerous pretest trials (habituation trials) to reduce 
infants’ interest in stimuli of a given type. It is important not to conflate these two 
different types of pretest trials. While VOE studies may appear to have a similar 
structure in that they often use pretest trials too, their pretest trials have a very 
different aim. The familiarization trials used in VOE studies function solely to 
prepare infants to encode and respond to events in the test trials that might be too 
complicated for them to take in without this extra support. The point of a fa mil-
iar iza tion trial isn’t to make infants bored (indeed, doing so would be counter-
productive). It is to introduce them to the overall experimental setup (e.g., to the 
objects and agents they will encounter) and to facilitate their processing and 
remembering relevant aspects of the events that follow. Familiarization trials are 
not a mandatory component of a VOE experiment— some VOE experiments 
don’t use them. But they can help make experiments involving complex scenarios 
more intelligible for infants.

The typical structure of a VOE study involves both experimental and control 
conditions. The experimental condition begins with one or more familiarization 
trials. These are followed by a short series of events that would set up certain 

7 Or they are ruled out using standard experimental precautions, such as presenting the target 
stimuli on different sides to different groups of infants.



262 The ArgumenT from eArly DevelopmenT (2)

expectations for an adult observer. Finally, infants are presented with a test trial 
that either fits with these expectations or conflicts with them. If infants have simi-
lar expectations to adults, they should look longer at the unexpected event, which 
is more interesting since it violates their expectations about what should happen. 
Control conditions follow a similar general structure, while ruling out alternative 
interpretations.

In Onishi and Baillargeon’s study, infants were first familiarized to a setup 
involving an agent, two boxes, and a small toy. In the familiarization trials, they 
saw the agent pick up the toy and put it in one of the boxes, and then, in succes-
sive familiarization trials, reach into this same box (Box- 1). Next, they saw the 
agent leave the scene, followed by the toy moving to the second box (Box- 2) while 
the agent was absent. Then the agent returned, and infants saw her reach into 
either Box- 1 or Box- 2. The key finding was that 15- month- olds looked longer 
when they saw the agent reaching into Box- 2—where the toy really is, not where 
the agent last saw it. This suggests that they expected her to reach for the toy 
where she falsely believed it to be and so were surprised when she reached into 
the box where it actually was instead.

Of course, this isn’t the only possible explanation of the infants’ looking behav-
iour given just the result mentioned so far. To establish that infants are truly rep-
resenting that the agent has a false belief about the toy’s location, low- level 
alternative explanations have to be ruled out. But given the results of the other 
conditions in their study, such alternatives aren’t especially plausible. For 
ex ample, take the proposal that the infants were merely responding to a prefer-
ence for novelty. When the agent reaches into Box- 2 in the test trial, this isn’t just 
a different box than the one she should falsely believe to contain the toy. It is also 
a different box than the one she had repeatedly reached into during the fa mil iar-
iza tion trials. A simple alternative hypothesis might hold that infants prefer to see 
a novel action (or even just a novel type of motion) and that this leads them to 
look longer when the agent now reaches into Box- 2 for the first time.

We can see that this isn’t a viable explanation, however, by attending to one of 
the other conditions in the study. In this other condition, everything was the 
same as in the original condition except that the agent never leaves the scene and 
so she sees the toy move to Box- 2. Given just this one small change, the simple 
novelty hypothesis and the belief attribution hypothesis are easy to tease apart— in 
fact, they make opposite predictions. The belief attribution hypothesis predicts 
that infants won’t attribute a false belief to the agent in this scenario since the 
agent saw the change of location. Instead, they should attribute to the agent the 
true belief that the toy is in Box- 2 and so they should be surprised, and so look 
longer, if the agent reaches into the other box (Box- 1). In contrast, the simple nov-
elty hypothesis continues to predict that infants should look longer when the 
agent reaches into Box- 2, for the same reason as in the original condition— 
reaching into Box- 2 is more novel after seeing the agent previously only reach 
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into Box- 1 during the familiarization trials. It turns out that the results clearly 
favour the belief attribution hypothesis. When infants could see that the agent 
was in a position to see the object move to Box- 2, infants looked longer if she 
reached in Box- 1, suggesting that novelty isn’t the driving factor.8

We will have more to say about a more sophisticated version of the novelty 
hypothesis shortly. But for the moment, we just want to remark on how extra or-
din ary Onishi and Baillargeon’s study was in that it not only devised a non- verbal 
method for investigating whether infants and very young children are able to 
attribute false beliefs to an agent but also came to the conclusion that this ability 
is present in children as young as 15 months old. This was an astounding finding, 
pushing back the initial appearance of false- belief representation from kindergar-
ten to infancy.

Subsequent work, using a variety of different research methods, has since cor-
roborated this core finding with infants and toddlers. For example, another type 
of non- traditional false- belief task asks whether young children will spon tan-

eous ly point in a helpful way when the agent is about to make a mistake because 
of a false belief (Knudsen and Liszkowski 2012a, 2012b).9 In one such task, 18- and 
24- month- olds saw an agent look for an object among four containers, eventually 
finding it in the last of the four containers. Following this, in one condition, 
another individual switched the object’s location to one of the other containers 
while the agent was away and so could not see what was happening (false- belief 
condition). In another condition, the switch was made before the agent left the 
room and so the agent saw the switch happen (true- belief condition). During the 
test phase, the agent re- entered the room and proceeded to a central location in 
front of the four containers. Then the experimenters recorded whether infants 
spontaneously pointed to the container that actually held the object before the 
agent reached for one of the containers. In fact, they did, but only when the agent 
hadn’t been present to see it had been moved— that is, only in the situation in 
which she was poised to reach for the wrong container because she falsely 
believed it contained the object she was looking for (Knudsen and 
Liszkowski 2012a).

In a related form of non- traditional false- belief task, young children are 
encouraged to assist an agent in a situation where being helpful requires an 
appreciation that the agent has a false belief (Buttelmann et al. 2009; Buttelmann 
et al. 2014). For example, in one task, 18- month- olds saw some boxes that con-
tained blocks and saw an agent removing several of the blocks to create a block 

8 Other low- level alternative explanations that were addressed in Onishi and Baillargeon’s original 
study include the possibility that infants prefer looking at a particular box or in a particular direction, 
or that their attention is drawn to where the agent last reached, where the agent’s attention was last, or 
where the object is actually located.

9 Other work has shown that infants and toddlers in this age range spontaneously help others 
through pointing and other means (see, e.g., Warneken and Tomasello 2006).
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tower. Next, while the agent was away (false- belief condition) or before the agent 
left the room (true- belief condition), the experimenter revealed that one of the 
boxes (which we’ll refer to as the target box) contained a spoon, not a block, even 
though it had a picture of a block on the outside just like the other boxes. Then 
the agent returned with an empty bowl, making it unclear whether she might 
want a spoon (which goes with a bowl) or another block (to continue building 
the block tower). In what followed— in the test phase— the child was given access 
to both a spoon and a block while the agent indicated she needed help as she 
reached for the target box. Notice that in the false- belief condition, the agent 
wouldn’t realize that the target box contained a spoon, so the agent should be 
interpreted as wanting a block. In contrast, in the true- belief condition, the agent 
would realize that the target box contained a spoon, so the agent should be inter-
preted as wanting a spoon. The question was whether the children would respond 
differently in the two conditions. The result was that they did. They gave the 
agent a spoon when the agent held the true belief and a block when the agent held 
the false belief (Buttelmann et al. 2014). In other words, they recognized that, to 
be helpful, they shouldn’t necessarily give the agent the type of object that was 
actually inside the target box; they should hand over the type object that the 
agent believed— and sometimes falsely believed— was in the target box.

We will mention just one other non- traditional false- belief task. This one used 
a preferential- looking paradigm, another type of experimental method, taking 
advantage of the fact that children, like adults, spontaneously look at pictures that 
match the content of a story (Scott et al. 2012). In this study, 2.5- year- olds viewed 
a picture book while they heard a simple false- belief story with a narrative that 
closely mimicked the classic Sally- Anne task. (Emily placed her apple in one of 
two containers, but while she was taking a nap, Sarah transferred it to the other 
container.) After the initial introduction of the two characters, each line in the 
story was followed by showing the children two pictures at the same time, one 
that matched the narrative and one that didn’t. As expected, the children looked 
longer at the matching pictures than the non- matching pictures. The crucial 
question was which picture the children would spontaneously look at given the 
final line of the story when they were told that Emily looked for her apple. One 
picture depicted Emily searching in the original location (the false- belief 
 solution), the other depicted her searching in the new location that the apple had 
been moved to when she was asleep (the reality- based solution). The genius of 
this experiment is that since the children had looked at the pictures that matched 
the story up until this point, the one they looked at more at the end of the story 
tells us where they thought Emily would search for the apple— eliminating the 
need to explicitly ask them where she would look. It turns out that they looked 
longer at the picture of Emily searching in the original location (which is where 
adults would expect her to search, given her false belief that this is where the 
apple is). In contrast, in a further experimental condition in which Emily was 
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present when the transfer took place, they looked longer at the picture of Emily 
searching in the new location (which is where adults would expect her to search, 
given her true belief that this is where the apple is). Taken together, these results 
indicate that the children spontaneously anticipated her behaviour would be in 
accordance with her true or false belief, and hence that they are capable of attrib-
uting both true and false beliefs agents.10

Dozens of further experiments using these and other methodologies have now 
shown that children significantly younger than 4 years old can represent false 

beliefs, in some cases, succeeding in non- traditional false- belief tasks at as young 
as 6 or 7 months of age (Kovács et al. 2010; Southgate and Vernetti 2014; Hyde 
et al. 2018).11 Taken at face value, these findings provide evidence for a rationalist 
account of false- belief understanding, and they have been widely interpreted as 
providing such evidence. They strongly suggest that performance limitations are 
responsible for children’s failure to pass traditional false- belief tasks at older ages 
and that their difficulties with these more demanding tasks do not accurately 
reflect their conceptual competence.

We now need to consider some criticisms and alternative interpretations of 
this work. Much of the criticism of this work has centred around two general 
approaches, which we will refer to as deflationary accounts and dual- system 

accounts. Deflationary accounts deny that infants’ and toddlers’ apparent success 
with non- traditional false- belief tasks has anything to do with them possessing an 
understanding of others that involves explaining what someone does in terms of 
their mental life. On a deflationary account, what might initially look like the rep-
resentation of false beliefs turns out to be something far more modest. We will 
discuss two representative examples of this type of approach. On the first, chil-
dren are merely forming an association between an agent, a particular object, and 
a location (Perner and Ruffman 2005); on the second, they are merely respond-
ing to low- level properties of the stimuli (e.g., looking longer simply because one 
scene involves an interesting movement or colour that captures their attention) 
(Heyes 2014). Both sorts of deflationary accounts take infants’ apparent success 

10 This study makes use of yet another reason why infants might look longer at a given stimulus— 
namely, that they prefer to look at pictures that they take to match what is happening in the story that 
they are listening to. As we note in the text, the researchers were able to confirm that infants’ looking 
is guided by this preference by comparing how much they look at relevant versus irrelevant pictures 
as the story unfolds, where the question being investigated of whether they understand false belief is 
not at issue at all.

11 Such research isn’t confined to behavioural measures. For example, Hyde et al. (2018) used a 
neuroimaging technique (functional near- infrared spectroscopy) that is suitable for studying the 
brain activity of infants while they are watching videos. Seven- month- olds were shown scenarios in 
which an agent held a true or false belief about the location of an object. The results showed that 
7- month- old infants exhibit the same overall pattern of neural activity as appears in adults engaged in 
tasks involving the attribution of beliefs— selective activation in the temporal- parietal junction (TPJ), 
including more activation when the agent in the video held a false belief than when she held a 
true belief.
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in false- belief tasks to have nothing at all to do with the infants trying to account 
for an agent’s behaviour in terms of attributing psychological states to them. 
Dual- system accounts, in contrast, do grant that the experiments demonstrate the 
presence of a representational ability that is specifically targeted at explaining 
behaviour. But this ability is taken to be grounded in its own early developing 
system for explaining behaviour, which is distinct from a later developing system 
that subserves the ability to represent false beliefs (and other propositional atti-
tudes) and that comes online around the time that children begin to pass traditional 
false- belief tasks. Dual- system accounts interpret this early representational ability 
to consist in the representation of behavioural rules (Perner and Ruffman 2005) 
or the representation of more basic types of mental states that fall short of being 
fully belief- like or desire- like (Apperly and Butterfill 2009; Butterfill and 
Apperly 2013).12

A comprehensive reply to these criticisms would require an extensive review of 
far more experimental work than would be reasonable for us to cover here. 
Instead, we want to provide enough of a response to indicate why we think that 
the argument from early development still applies to the case of fAlse belief and 
also to illustrate some common problems with the sorts of alternatives that have 
been raised against more rationalist interpretations of infancy work. We will start 
with the deflationary accounts.

Consider again Onishi and Baillargeon’s (2005) study with 15- month- olds in 
which an agent is seen to place a small toy in one location only to have it moved 
without her knowledge. Perner and Ruffman claim that the pattern of looking 
found in this study doesn’t require attributing to infants’ expectations about 
where the agent will reach, expectations that are violated in the false- belief condi-
tion. Rather, all we need is the supposition that infants represent person- object- 
location associations (that is, a representation that associatively links a person, an 
object, and a location). The thought is that forming new associations of this kind 
takes longer than the alternative in which a previously formed person- object- 
location association can continue to be used. And according to Perner and 
Ruffman, in the false- belief condition, infants have to form a new person- object- 
location association, and this, in turn, causes the longer looking times in this con-
dition. Why do infants need to form a new association in this case? Infants first 
see the agent place the toy in Box- 1, so this leads them to initially form the asso-
ciation <agent, toy, Box- 1>. Then, in the false- belief condition, when the location 
of the toy is switched while the agent is absent and the agent subsequently reaches 
into Box- 2, Perner and Ruffman see this as requiring the infants to form the new 
association <agent, toy, Box- 2>.

12 Burge (2018) develops a dual- system account that is in many ways similar to Butterfill and 
Apperly’s more widely discussed view, though unlike Butterfill and Apperly, Burge considers the states 
involved to be non- mental. For critical discussion of Burge’s view, see Carruthers (2020) and 
Jacob (2020).
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This account (in terms of new associations) just doesn’t work, however. If 

changes to three- way associations are driving infants’ looking time, then infants 
should look longer if any of the three associated elements change. The problem 
for Perner and Ruffman’s account is that an element changes in both of the tested 
outcomes in the false- belief scenario (reaching into Box- 1, or reaching into 
Box- 2). Reaching into Box- 2 breaks the association in terms of location <agent, 
object, new location>, but reaching into the Box- 1 equally breaks the association 
in terms of object, since the infant knows that there is no object in this box <agent, 
no object, original location>. So the three- way association account actually makes 
a different prediction than the one that Perner and Ruffman propose. It predicts 
that there shouldn’t be any difference in looking time regardless of which box the 
agent reaches into. However, that is not what happens— infants look longer at the 
test event that is at odds with the agent’s false belief about the object’s location. So 
the association- based account cannot even explain the core finding in Onishi and 
Baillargeon’s original spontaneous- response false- belief task.

There are other deflationary accounts to consider, however. Heyes (2014) gives 
an account that is particularly noteworthy since it provides an extensive and 
influential critical response to infancy research employing non- traditional false- 
belief tasks. Heyes presents deflationary alternatives for a broad range of findings 
that have been taken to support a rationalist account of the origins of the capacity 
to represent and attribute mental states to others, including false beliefs. The 
alternatives she proposes are ones which focus on low- level properties of the test 
stimuli, including seemingly small details regarding how the stimuli move, the 
timing of these events, and how these factors relate to infants’ memory and per-
ceptual preferences.13

In evaluating Heyes’ account, a good place to start is with what she has to say 
about the results reported in Onishi and Baillargeon’s classic (2005) study. There 
are four conditions in this study. To appreciate both the structure and prospects 
of Heyes’ account, we will need to look at how it plays out for each of these condi-
tions and how it compares to Onishi and Baillargeon’s rationalist account. This 
means looking carefully at multiple potential explanations of a variety of condi-
tions. So our discussion will necessarily get somewhat complicated. But please 
bear with us since, as Heyes herself would say, the devil is in the details.

The four conditions in Onishi and Baillargeon’s (2005) study varied in two key 
dimensions. The first has to do with the location of the toy in the test trials— 
whether it ends up in Box- 1 or Box- 2. The second has to do with whether the 
events leading up to the test trials leave the agent with a true or false belief about 

13 As we will see in later chapters, this general strategy is a major theme in empiricist research. 
Rationalist theories of early conceptual development are regularly criticized on the grounds that they 
fail to sufficiently take into account the possibility of a low- level perceptual explanation. We will 
return to this type of criticism in connection with other conceptual domains in Part III (see particu-
larly Chapters 17 and 18).
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the toy’s location. Following Onishi and Baillargeon, we will use the term true- 

belief condition for the conditions where the agent ends up with a true belief 
about the toy’s location and false- belief condition for the conditions where the 
agent ends up with a false belief about its location. Of course, whether or not 
infants represent the situations to themselves in terms of the agent’s beliefs is 
exactly what is at issue between the competing explanations of the study, not 
something that can be assumed. Nonetheless, as long as we bear this in mind, it is 
helpful for understanding the logic of the study and for keeping track of the vari-
ous conditions to label them in this way.

First, let’s look at the two true- belief conditions (the two in which the agent 
ends up with a true belief about the toy’s location), since these are the ones where 
Heyes’ account requires the fewest assumptions. In both true- belief conditions, 
the agent never leaves the scene and so is perfectly situated to see if the toy’s loca-
tion switches from one box to the other and to form a true belief about its location.

True- belief condition 1. In the first true- belief condition, following the fa mil iar-
iza tion trials (which are the same in all conditions), the agent puts the toy in 
Box- 1.14 Next, in clear view of the agent, the toy moves from Box- 1 to Box- 2. Then 
finally the scenario ends with the agent reaching into either Box- 1 or Box- 2. Since 
the agent is present the whole time and can see the toy move from Box- 1 to Box- 2, 
she has the true belief that the toy is in Box- 2. In this condition, infants look 
longer when the agent reaches into Box- 1 (where there is no toy).

True- belief condition 2. In the second true- belief condition, following the 
familiarization trials, the agent remains present the whole time, just as in the pre-
vious condition, but this time the toy remains in Box- 1—it doesn’t move to Box- 2. 
(What happens in this scenario is that the agent puts the toy in Box- 1, and while 
she remains in the room and can see what is happening, the toy just stays in 
Box- 1.) Instead of the toy moving, Box- 2 moves towards Box- 1 and then back to its 
original position. In this way, infants still see some movement, but the movement 
doesn’t involve the toy switching location. Following this, the scenario ends with 
the agent reaching into either Box- 1 or Box- 2. The agent also ends up with a true 
belief in this condition, although in this case the true belief is that the toy is in 
Box- 1. In this condition, infants look longer when the agent reaches Box- 2 (where 
there is no toy).

How do Onishi and Baillargeon explain the looking- time patterns in these 
conditions? On their rationalist account, infants expect the agent to reach into 
the box where she believes the toy to be. When this expectation is violated, they 
are surprised. In the first true- belief condition, the agent has the true belief that 
the toy is in Box- 2, so infants are surprised and look longer when she reaches into 
Box- 1. In the second true- belief condition, the agent has the true belief that the 

14 As we noted above, in the familiarization trials, the infants first see the agent pick up the toy and 
put it in Box- 1, and then, in two successive familiarization trials, reach into this same box (Box- 1).
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toy is in Box- 1, so they are surprised and look longer when she reaches into Box- 2. 
In both cases, the explanation is perfectly straightforward. Infants are responding 
to the scenarios in much the same way as any adult would— by representing and 
reasoning about the agent’s beliefs about the toy’s location.

Now let’s look at Heyes’ (2014) deflationary explanations of these same results. 
We will start with the second true- belief condition (in which the toy remains in 
Box- 1). Heyes’ explanation is essentially the same as the alternative we mentioned 
when we first introduced Onishi and Baillargeon’s study— she suggests that the 
infants are exhibiting a novelty preference.15 Given that the agent only interacts 
with Box- 1 in the familiarization trials, her reaching for Box- 2 in the test trial is 
perceptually novel. Heyes’ proposal is that this all by itself makes the agent’s 
reaching into Box- 2 more interesting than her reaching into Box- 1. Infants look 
longer when the agent reaches into Box- 2 not because their expectations about 
what the agent will do are violated but simply because this event is more novel 
and they find novel events more interesting to look at. In other contexts, infants 
sometimes do prefer novel stimuli, so this would seem to be a perfectly rea son-
able proposal for this one finding.

What about the first true- belief condition? In this condition, where the agent 
sees the toy move to Box- 2, Heyes also takes the novelty preference to be in play. 
In this case, however, the situation is more complicated. This is because, although 
the infants are given the same familiarization trials in which the agent repeatedly 
reaches into Box- 1, they don’t look longer in the test trial in which the agent 
reaches into Box- 2. Instead they look longer when she reaches once more into 
Box- 1. On the face of it, this looks like the very opposite of a novelty preference; 
infants are looking longer at what would seem to be the more familiar action 
(once again reaching into Box- 1). But Heyes claims that the low- level features of 
the scene are more subtle than they may seem at first in that the movement of the 
toy from Box- 1 to Box- 2 is “visually similar” to the movement of the agent reach-
ing into Box- 2. The impact of seeing this visually similar event is to “[reduce] the 
novelty of . . . the test event” in which the agent reaches into Box- 2. Heyes takes 
this reduction in novelty to explain why infants now look longer when the agent 
reaches into Box- 1 (Heyes 2014, p. 650).

Heyes does not provide any reason to believe that infants perceive the toy’s 
moving into Box- 2 as visually similar to the agent reaching into this same box. 
However, even if we suppose that it is and that this reduces the novelty of seeing 
the agent reach into this box, there is still a major problem for Heyes’ explanation 
of the results for the second true- belief condition. This is that reducing the novelty 

of reaching into Box- 2 isn’t the same thing as making reaching into Box- 1 novel. So 
even if we suppose that the movement of the toy from Box- 1 to Box- 2 reduces the 

15 Our earlier suggestion of an explanation in terms of a simple novelty preference was directed to a 
different experimental condition, but otherwise the explanation is essentially the same.
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novelty of the agent reaching into Box- 2, this doesn’t explain why the infants look 
longer when the agent reaches into Box- 1. After all, this event isn’t novel either. 
Recall that the infants, at this point in the experiment, have just seen the agent 
reach into Box- 1 repeatedly in the familiarization trials (which is precisely why 
Heyes can point to the novelty of reaching for Box- 2 in explaining the first true- 
belief condition). It would seem that, at best, neither reaching into Box- 1 nor 
reaching into Box- 2 is especially novel in this circumstance. So, if anything, 
Heyes’ account actually predicts that infants should look equally at the two out-
comes. Yet this isn’t what happens, as infants look longer when the agent reaches 
into Box- 1.16

False- belief condition 1. Let’s turn now to the two false- belief conditions in the 
Onishi and Baillargeon study. The first of these is just the original condition we 
discussed when we first introduced Onishi and Baillargeon’s study. In this condi-
tion, the agent puts the toy in Box- 1, she leaves the room, and while she is away, 
the toy moves from Box- 1 to Box- 2, leaving her with a false belief about the toy’s 
location. When the agent returns, she reaches into either Box- 1 or Box- 2, as in the 
other conditions. In this condition, infants look longer when she reaches into 
Box- 2 (where the toy actually is) compared to Box- 1 (where she should falsely 
believe it to be).

False- belief condition 2. The other false- belief condition is slightly more com-
plicated. We just saw that in the first false- belief condition, the toy starts in Box- 1 
(as in the two true- belief conditions) and the agent ends up with a false belief that 
the toy remains located in Box- 1. The point of the second false- belief condition is 
to cover the case in which the toy again starts out in Box- 1 but the agent is led to 
have a false belief that the toy is in Box- 2 (rather than a false belief that it is in 
Box- 1). To cover this possibility, the toy moves twice in this condition— once 
when the agent is still present and so can see the change of location, and then a 
second time when the agent is away and can’t see the change. So, in this condi-
tion, the agent puts the toy in Box- 1, and while she is still able to see what is hap-
pening, the toy moves from Box- 1 to Box- 2. Then she leaves, and while she is 
away and can no longer see what is happening, the toy moves back to Box- 1. Since 
the agent saw the first move from Box- 1 to Box- 2 but did not see the second move 
from Box- 2 back to Box- 1, she ends up with the false belief that the toy is in Box- 2. 
When the agent returns, she reaches into either Box- 1 or Box- 2. In this condition, 

16 Heyes (2014) suggests that there may be a further factor in play here (and likewise in relation to 
the second false- belief condition, discussed below). While the infants have seen the agent repeatedly 
reach into Box- 1 a total of three times but have only seen a single event that is (according to Heyes) 
visually similar to the agent reaching into Box- 2, the latter is more recent. Heyes claims that a recency 
effect makes reaching into Box- 1 more novel as it will have “more than compensated for the higher 
frequency” of the reaches into Box- 1 (Heyes 2014, supporting information, note 1). However, she 
gives no reason to suppose that the precise values of recency and frequency in play here lead to the 
desired result— she simply assumes this.
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infants look longer when she reaches into Box- 1 (where the toy actually is) 
 compared to Box- 2 (where she should falsely believe it to be).

What is Onishi and Baillargeon’s rationalist explanation of the infants’ looking- 
time patterns in these two false- belief conditions? On their account, these pat-
terns are explained in exactly the same way as the infants’ looking- time patterns 
in true- belief conditions: In both cases, the infants expect the agent to reach into 
the box where she believes the toy to be. The only difference is that in the false- 
belief conditions, the infants take the agent to have a false belief, rather than a 
true belief, about where the toy is. This means that they will expect the agent to 
reach into the box that the toy isn’t in, since that’s where the agent thinks the toy 
is. When this expectation is violated— when the agent reaches into the box that 
the toy is in— they are surprised and look longer. In the first false- belief condition, 
the agent has the false belief that the toy is in Box- 1, so infants are surprised and 
look longer when she reaches into Box- 2 (where the toy actually is). In the second 
false- belief condition, the agent has the false belief that the toy is in Box- 2, so they 
are surprised and look longer when she reaches into Box- 1 (where the toy actu-
ally is).

Now let’s look at Heyes’ deflationary explanations of the results in these condi-
tions. As in the other conditions, the first false- belief condition involves the agent 
repeatedly reaching into Box- 1 in the familiarization trials. Given Heyes’ reliance 
on the assumption that infants prefer perceptually novel stimuli, this repetition 
might be thought to induce infants to look more at the agent reaching into Box- 2. 
But this condition also involves the toy moving from Box- 1 to Box- 2, which, we 
saw earlier, Heyes took to be visually similar to the agent’s reaching into Box- 2, 
when she argued that this reduces the novelty of the agent reaching into Box- 2. So 
this suggests that Heyes’ account should predict that the infants should look 
longer when the agent reaches into Box- 1.17 In fact, though, they look longer when 
the agent reaches into Box- 2. To explain this outcome without postulating that 
the infants attribute to the agent the false belief that the toy is in Box- 1, Heyes 
brings in a new factor. She suggests that the infants become distracted by the 
agent’s reappearance after the toy switches location and that this distraction can-
cels the effect of the toy moving from Box- 1 to Box- 2. Heyes’ claim is that once the 
effect of the toy’s movement is cancelled, infants should be back to preferring to 
look at the agent’s reaching into Box- 2 because it is more novel.

This explanation is consistent with the results in this condition, but what rea-
son is there to believe it is the right explanation or that it is better than Onishi and 
Baillargeon’s simpler rationalist explanation? Heyes doesn’t cite any evidence that 
directly supports her claim that seeing an agent reappear in a scene after a brief 
absence has this effect. And it is doubtful that such a familiar type of event would 

17 Or, as we argued above, that they shouldn’t have a preference one way or the other.
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have this effect. Infants regularly experience people returning after a brief 
departure— this is a ubiquitous feature of daily life. It is also worth recalling that 
in the second true- belief condition there is an unusual event that might be 
thought to be at least as distracting to infants— when one of the boxes moves 
towards the other box and then back again. Although we didn’t note this earlier, 
this movement is striking since the box moves on its own accord. If the agent’s 
reappearance is distracting enough to make infants forget the toy’s change of 
location in the first false- belief condition, one might easily suppose that the box’s 
motion might be at least as distracting and make the infants forget some, or all, of 
the preceding familiarization trials in which the agent reaches into Box- 1. But 
then Heyes’ earlier explanation of this true- belief condition wouldn’t work. She 
would no longer be in a position to say that the agent’s reaching into Box- 2 
attracts the infant’s attention because of its perceptual novelty. In the end, we see 
no reason why one of these events, but not the other, should be deemed a “salient 
distractor”. To the extent that Heyes’ explanation requires the unsupported stipu-
lation that one of these events is distracting and other not, her overall account 
would seem to be inconsistent and open to the charge of making ad hoc 
assumptions.

Finally, let’s look at Heyes’ explanation of the second, more complicated false- 
belief condition. As in the other conditions, the second false- belief condition 
begins with the agent repeatedly reaching into Box- 1 in the familiarization trials, 
so in accordance with Heyes’ explanations of earlier conditions, this should set 
up a novelty preference for the agent reaching into Box- 2. But, as in the previous 
condition, the toy then moves from Box- 1 to Box- 2, which Heyes takes to be visu-
ally similar to the agent’s reaching into Box- 2, thereby reducing the novelty of the 
agent’s reaching into Box- 2. But then, while the agent is away, the toy moves back 
to Box- 1. If we assume, with Heyes, that the toy moving from Box- 1 to Box- 2 is 
visually similar to the agent reaching into Box- 2, then presumably we should like-
wise suppose the toy moving from Box- 2 to Box- 1 is visually similar to the agent 
reaching into Box- 1. So one might have thought that Heyes should maintain that 
this second move by the toy would reduce the novelty of reaching into Box- 1, 
swinging the pendulum back so that reaching into Box- 2 would be perceived to 
be more novel once again. But we also need to take into account the impact of the 
agent’s reappearance in the final stage of the scenario. As before, Heyes takes this 
to be highly distracting to the infants. The crux of her explanation of this condi-
tion is that the agent’s return cancels the effect of the last movement of the toy 
(i.e., its movement from Box- 2 back to Box- 1 while the agent is away). With this 
last assumption in place, Heyes is able to predict that infants should find the 
agent’s reaching into Box- 1 more novel and hence that they will look longer at this 
event, which is precisely what they do.

This explanation is consistent with the results in this condition, but it is again 
open to the charge that it relies on ad hoc assumptions. For example, we noted 
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earlier that there is no reason to suppose that infants should be so distracted by 
seeing an agent reappear after a brief departure that they invariably forget what 
happened previously. But even if this assumption were granted, why suppose that 
the agent’s reappearance is not only distracting enough to affect the infants’ mem-
ory of what they have just seen, but precisely so distracting as to make them forget 

the second time the toy moves but not the first— that is, to forget just the toy’s last 
change of location? Only the assumption that it is precisely this distracting will 
get the required result. What’s more, even if it were granted both that the agent’s 
return has the effect of cancelling just the second move of the toy and that the 
toy’s moving from Box- 1 to Box- 2 reduces the novelty of reaching into Box- 2, 
there remains the problem that reducing the novelty of reaching into Box- 2 is not 
the same thing as making it novel to reach into Box- 1. Arguably, the most plaus-
ible thing to say is that neither reaching for Box- 1 nor reaching for Box- 2 is a 
novel action at this point, and that novelty is simply not a factor one way or the 
other. In that case, though, Heyes’ account would fail to explain the results of this 
condition as well.

Heyes’ deflationary account aims to explain the results of Onishi and 
Baillargeon (2005) solely in terms of such things as perceptual novelty, distrac-
tion, and memory failure. Though her deflationary account provides a reasonable 
potential explanation of one of the four conditions in this experiment, it fails for 
the remaining three conditions, either making incorrect predictions about the 
results in those conditions or relying on what appear to be ad hoc assumptions to 
achieve consistency with the results. By contrast, Onishi and Baillargeon’s ration-
alist explanation, which takes infants to form expectations about an agent’s 
behaviour based on her beliefs (both her true beliefs and her false beliefs), is sim-
ple and direct: In each condition, infants expect the agent to act on her belief 
about the location of the toy, and they look longer when the agent doesn’t reach 
into the appropriate box (the box that she believes the toy to be in).

It doesn’t bode well for Heyes’ deflationary account that it isn’t even able to 
explain the results of Onishi and Baillargeon’s (2005) study, which initiated the 
use of non- traditional methods for determining whether infants have the ability 
to attribute false beliefs to others. Still, despite its problems explaining these core 
findings, there is a question about whether Heyes’ deflationary explanation has 
any advantages over the rationalist explanation when we pan out and take into 
account further studies. Heyes’ account claims to provide a general deflationary 
alternative for a broad range of findings that have been inspired by, and claim to 
support, Onishi and Baillargeon’s view that the ability to attribute beliefs is in 
place early in development. As it turns out, consideration of additional studies 
only serves to further reduce the appeal of deflationary accounts like Heyes’. We 
will confine ourselves to a brief discussion of two of the other experiments we 
discussed earlier, which we take to raise representative difficulties for Heyes’ 
approach to explaining these types of studies quite generally.
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First, let’s consider the study in which children as young as 18 months old 
spontaneously help an agent by pointing at the location of a hidden object that 
has been moved (Knudsen and Liszkowski 2012a). We saw earlier that whether 
the children pointed to help the agent locate the object as she approached the 
containers depended on whether the agent had a true or false belief about the 
location of the object. Anticipating that the agent will look in the wrong place 
when she has a false belief, the children spontaneously pointed to help the agent 
before she reached for any of the containers, providing further evidence in favour 
of the rationalist account that takes young children to represent and attribute true 
and false beliefs to agents. Heyes doesn’t offer a deflationary explanation of this 
study (or of any of the other studies that make use of other experimental meas-
ures apart from looking time, such as spontaneous pointing behaviour).18 And 
since the experimental measure in these studies doesn’t involve looking times, 
Heyes’ previous explanation (in which infants are supposed to look longer at a 
visually novel event) isn’t applicable.

Nonetheless, these kinds of studies can still shed light on Heyes’ deflationary 
account. In Heyes’ deflationary explanation of the Onishi and Baillargeon (2005) 
study, she took the reappearance of the agent after a brief absence to cause the 
infants to forget that the object was moved. Since the agent in Knudsen and 
Liszkowski (2012a) also leaves the scene and then reappears, Heyes would pre-
sumably take the agent’s reappearance in this study to have a comparable effect. 
There are two problems with this type of response, however. First, if we assume 
that the reappearance of the agent causes the children to forget that the object has 
been moved, this shouldn’t hold just for the false- belief condition (in which the 
switch happens after the agent leaves the room). It should also hold for the 

18 Though Heyes (2014) doesn’t offer deflationary accounts of such studies, she does briefly discuss 
them. She argues that while these sorts of studies (e.g., Buttelmann et al. 2009 and Southgate et al. 
2010) provide convergent evidence in favour of the rationalist account, this evidence is balanced out 
by convergent evidence in favour of her deflationary account, leading to an evidential “tie”. In particu-
lar, she cites evidence that she takes to support low- level deflationary accounts of studies of infants’ 
understanding of objects (e.g., Diamond 1990) as providing convergent evidence for her deflationary 
account. We discuss work on infants’ understanding of objects in later chapters, including both 
rationalist and deflationary accounts of this work (see particularly Chapters 10, 15, and 17). The 
important point for present purposes, however, is that the two types of convergent evidence that 
Heyes takes to lead to an evidential tie are not in fact comparable. The convergent evidence Heyes 
cites in favour of the deflationary account comes from a different conceptual domain which she thinks 
can also be explained in terms of low- level perceptual variables and things like a novelty preference. 
In contrast, the convergent evidence that she grants is supportive of the rationalist account comes 
from the very same domain at issue— it just employs different (and complementary) experimental 
measures to support the claim that infants and young children can attribute false beliefs. What this 
means is that Heyes’ deflationary account simply fails to provide an explanation of the same breadth 
of studies directly bearing on true- and false- belief attribution as the rationalist account. Surprisingly, 
Heyes goes on to suggest that the way to break the “tie” that she sees between the deflationary and 
rationalist theories of the evidence regarding infant belief attribution is to “use new experimental 
strategies in an attempt to break the tie” (2014, p. 655)—ignoring the fact that this is precisely what is 
provided by the studies that give convergent evidence for the rationalist account using non- looking- 
time measures.
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true- belief condition too (in which it happens before the agent leaves). Either 
way, the agent’s return should cause the children to forget that the object had 
been moved. But the children treated these cases very differently. They were far 
more likely to point to the container that actually held the object when the agent 
wasn’t in a position to know that it had been moved. The second problem is that 
when children point to help the agent (i.e., in the false- belief condition), they 
point to the container where the object is actually located. Notice, however, that 
they wouldn’t be able to do this if they had forgotten that the object had moved. 
So, the data, in this case, directly contradicts the assumption that the re appear-
ance of an agent is so distracting as to make children forget that the object has 
moved. This calls into question Heyes’ claims regarding the effects of the 
re appear ance of the agent in Onishi and Baillargeon’s study, which her ex plan-
ations depend on.19

Finally, let’s consider the study in which 2.5- year- old children hear a false- 
belief story and spontaneously look at its matching picture (Scott et al. 2012). 
This study does turn on a measure of children’s looking times, so in principle a 
novelty preference explanation might be applicable. But several considerations 
argue against this interpretation. Unlike in the Onishi and Baillargeon (2005) 
study, there were no familiarization trials in which the agent repeatedly interacted 
with one of the two locations before the test trials. There was also no difference 
between the true- belief and the false- belief conditions regarding the relative nov-
elty of the agent searching in one or the other of the two locations in this study.20 
So it is difficult to see how an explanation in terms of a novelty preference could 
even get off the ground. However, there is an even more important reason for 
rejecting a deflationary explanation of the results of this experiment in terms of 
low- level perceptual properties. Children’s looking times are monitored through-
out the experiment, and the measurement of looking times prior to the test phase 
in the experiment provides strong evidence for the interpretation of looking times 
during the test phase. In particular, the children’s looking times prior to the test 
phase supports the interpretation that in this experiment they look longer at the 

19 We should emphasize that our claim here is not that it is impossible to produce a deflationary 
account that is consistent with this data. Heyes could, for example, try to claim that the infants in 
Knudsen and Liszkowski (2012a) are not subject to this effect, but those in Onishi and Baillargeon 
(2005) are, because the infants in Knudsen and Liszkowski’s study were on average three months 
older than those in Onishi and Baillargeon’s study. Our claim is only that this study provides some 
positive reason to question Heyes’ assumption about the effect on infant memory when an agent 
re appears after a brief absence. Heyes simply asserts that the agent’s reappearing has this effect based 
on the general possibility that memories (in non- human animals, human infants, and adults) can be 
affected by later events. But now that we have seen that this particular type of event doesn’t have this 
detrimental effect in a closely related study, this just underscores the burden on Heyes to provide evi-
dence that the reappearance of agents has this effect on 15- month- olds.

20 And since the stimuli were static pictures accompanied by a story, the infants do not actually see 
the agent leave or reappear, so there is no question of an effect of the agent’s reappearance on the 
children’s memories of the events.



276 The ArgumenT from eArly DevelopmenT (2)

matching picture— and the matching picture in the test phase indicates that they 
take the agent’s behaviour to be guided by a false belief. This means that any alter-
native deflationary explanation of these results not only will have to provide an 
alternative account of the looking times during the test phase of the experiment, 
but also will need to provide an alternative account of the looking times through-
out the rest of the experiment.

To see this, it may help to work through the experimental setup one more time. 
Recall that the children hear a story in which Emily puts an apple in a box, and 
Sarah subsequently moves it to another location while Emily is asleep (false- belief 
condition) or while Emily is still watching (true- belief condition). After the initial 
introduction of the two characters in the story (Emily and Sarah), each line in the 
story is followed by the simultaneous presentation of two pictures only one of 
which matches the story line. For example, when they are told “Look! Emily is 
putting her apple in a box” early in the story, this is followed by the simultaneous 
presentation of a picture of Emily playing with some toys and a picture of Emily 
putting an apple in a box. Like adults, the children look briefly at both pictures 
but end up looking longer at the picture that matches what they have just 
heard— in this case, the picture of Emily putting the apple in the box. This pattern 
continues throughout the course of the story prior to its final line. So, what this 
tells us is that we can use the picture they look at the most at the end of the story 
(when they hear “Emily is looking for her apple”) to determine where they think 
Emily will look for the apple. As we noted above, the children take the matching 
picture to be Emily searching in the apple’s original location in the false- belief 
condition (the condition in which Emily didn’t see the apple being moved), but 
take the matching picture to be Emily searching in the new location in the true- 
belief condition (the condition in which Emily did see it being moved). This 
experiment involves essentially the same basic scenario as the one in Onishi and 
Baillargeon (2005). But the interpretation of the children’s looking times in the 
test phase (the final story line) is supported by the evidence from looking times 
following all the earlier story lines, ruling out a deflationary account of the ex peri-
men tal results and providing strong convergent evidence in support of the ration-
alist interpretation of Onishi and Baillargeon (2005).

In sum, consideration of a wider range of non- traditional false- belief task stud-
ies shows that Heyes’ deflationary account doesn’t provide any explanation of a 
number of studies that use different experimental measures or different method-
ologies to provide converging evidence for the rationalist account. Of course, 
Heyes could try to find other deflationary explanations of these studies. And since 
something is always different when comparing a true- belief condition with a false- 
belief condition, she could try to claim that this difference explains the contrast-
ing results in these two conditions. But, as we saw with Heyes’ explanations for 
the different conditions in the Onishi and Baillargeon (2005) study, merely 
 pointing to a difference between the conditions isn’t enough to actually explain 
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the data. A case has to be made that the difference in question explains the differ-

ing results in the true- and false- belief conditions in a way that isn’t ad hoc— a 
point that is further underlined by the fact that studies like Knudsen and 
Liszkowski (2012a) directly call into question assumptions made by Heyes’ defla-
tionary explanation. To pose a challenge to the rationalist interpretation of the 
data, a deflationary account needs to provide an equally compelling account of 
an equally broad range of experimental results from non- traditional false- belief 
task studies and cannot simply turn on ad hoc assumptions. Heyes’ (2014) defla-
tionary account— one of the most ambitious and highly regarded deflationary 
accounts available— fails to do this.

More could be said about deflationary accounts, but we will leave it here so 
that we can examine dual- system accounts. Earlier we noted that dual- system 
accounts have the feature that, although they credit young children with repre-
sentational abilities that aren’t confined to low- level perceptual properties, these 
are still supposed to fall short of representations of belief- like states. One type of 
dual- system account— Perner and Ruffman’s behavioural- rules approach— has 
been extensively discussed elsewhere (e.g., Song et al. 2008; Carruthers 2013; 
Scott 2014). The general problem with this approach is that the varied situations 
involved in non- traditional false- belief tasks show that infants and toddlers are 
able to respond in comparable ways to false- belief situations that are very dissimi-
lar physically and behaviourally. Rationalist models that credit infants with the 
ability to represent false beliefs have no difficulty in accounting for this fact, but 
the behavioural- rules approach ends up having to maintain that infants learn 
numerous specific behavioural rules that are completely independent of one 
another. The result is an unrealistic learning model with a complex assortment of 
behavioural rules that really only hang together because they are chosen in a post 
hoc manner to mimic the behavioural consequences of understanding that an 
agent can act on the basis of a false belief. In any case, the behavioural- rules 
approach is now widely seen as discredited. For this reason, we will focus instead 
on Apperly and Butterfill’s dual- system approach, which is far more sophisticated 
than the behavioural- rules approach and, in our view, a much more interesting 
proposal.

Apperly and Butterfill (2009; Butterfill and Apperly 2013) take the results of the 
non- traditional false- belief studies to show that infants possess an early- developing 
system for understanding and predicting actions that they call a min imal theory 

of mind. This system operates automatically in a rapid and efficient manner and 
independently of general cognitive resources, such as working memory. It is also 
taken to continue to operate through adulthood unaffected by later- developing 
and more sophisticated mentalizing abilities that are grounded in a second 
(not minimal) system.

A key difference between this early- developing system and later- developing 
mentalizing is that the early- developing system doesn’t represent beliefs and 
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desires as such. Instead, it makes use of representational resources that represent 
different kinds of states— ones that are not part of our common- sense under-
standing of how minds work but that are often correlated with perceiving, believing, 
and so on. By representing states that are closely correlated with such more familiar 
mental states as seeing or believing, these representations can track these states 
and serve as proxies for representations of them. At the same time, they are meant 
to be less conceptually sophisticated and less computationally burdensome. One 
type of representational resource that the minimal theory of mind takes infants to 
have— encountering— approximates perceiving. Apperly and Butterfill character-
ize it as a relation between an agent, and object, and a location, where (roughly 
speaking) the object is in the agent’s proximity and the situation meets a number 
of other constraints (there is sufficient lighting, there are no intervening opaque 
barriers, and so on). Encountering will correlate well with perceiving, since 
objects that are near agents, in good lighting, and so on will typically be per-
ceived. But at the same time, representing encountering doesn’t require young 
children to attribute to others a mental state that involves representing an object 
using a mode of presentation. Another type of representational resource that the 
minimal theory of mind takes infants to have— registration— approximates 
believing, where “one stands in the registering relation to an object and location if 
one encountered it at that location and if one has not since encountered it some-
where else” (Apperly and Butterfill 2009, p. 962). Registering will correlate well 
with believing, since if an agent encounters a particular object in a particular 
location (that is, if the object is near the agent, they are facing it, there is good 
lighting, etc.), the agent will typically form the belief that the object is in that 
location. But at the same time, representing that an agent has a registration 
doesn’t require young children to take the agent to be representing the object 
using a particular mode of presentation. Registrations are further understood to 
determine where an agent will search for an object, and, like beliefs, can fail to 
correspond to how the world currently is (they have “correctness conditions”). As 
a result, an infant who represents others’ minds in terms of registrations can  
predict where an agent will look in a false- belief situation by attributing to the 
agent an incorrect registration.21

21 How are registrations different from beliefs? One difference is that the “theory” about how regis-
trations work and interact with other states that an agent is taken to have is simpler and less computa-
tionally burdensome for infants. A second difference, which we have noted in the text, is that 
registrations aren’t supposed to capture the particular way mental states pick out what they represent 
(i.e., they don’t involve attributing a mode of presentation to the agent taken to have a registration) 
and aren’t supposed to be able to represent quantified propositions. For example, since registration, 
like encountering, involves a direct relation between an agent and an object, it doesn’t take into 
account the particular way of conceptualizing that object. All the registration encodes is the fact that 
the agent does in fact stand in the relation to the object, not how the agent thinks about the object. So 
if someone only has a minimal theory of mind available for attributing mental states to others, she 
wouldn’t be able to differentiate between a person registering the morning star being in a particular 
location and that person registering the evening star being in that location (since the morning star is 
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To see how this sort of minimal theory of mind is supposed to work, consider 
false-belief condition 1 again, from Onishi and Baillargeon (2005) (discussed above). 

On Apperly and Butterfill’s account, we needn’t suppose that 15- month- olds 
represent the agent’s false belief. Rather, infants can take the agent to have formed 
a registration of the toy as being located in Box- 1. And while the infants know this 
registration is no longer correct, they can nonetheless expect it to guide the 
agent’s behaviour. All of this leads them to expect the agent to search for the toy in 
Box- 1, and so they are surprised if the agent searches for the toy in Box- 2. This 
provides a very nice explanation for this experiment and provides equally strong 
explanations for all the conditions in Onishi and Baillargeon’s (2005) study. 
Apperly and Butterfill’s minimal theory of mind account can explain many other 
experimental results in non- traditional false- belief tasks in a similar manner, so 
there is much to be said in favour of their account.

Nonetheless, there are a number of findings that it cannot explain and that 
reveal its limitations. One of these comes from a study of the ability of 
18- month- olds to reason about an agent’s false belief about the identity of an 
object (Scott and Baillargeon 2009). The children in this study see an agent inter-
act with two identical looking toy penguins, one of which is divisible into two 
parts (a top and bottom half ) and the other of which isn’t. The divisible toy is 
initially seen separated into its two components. The agent puts a key into its 
bottom half and assembles the toy so that the two toy penguins look exactly the 
same. After seeing this sequence repeated in a variety of contexts (and so becom-
ing familiar with the idea that the divisible toy starts out in its divided state and 
with the fact that the agent likes to store her key inside the divisible penguin), the 
children see a second agent interact with the toys while the first agent is absent. 
The second agent assembles the divisible toy, puts it under a transparent cover, 
and puts the indivisible toy under an opaque cover. (At this point, anyone look-
ing at the scene would see a transparent cover and an opaque cover side by side, 
with an intact toy penguin visible through the transparent cover.) Finally, what 
happens next is that the first agent returns with the key and reaches for one of the 
two covers. Notice that since the toys were always encountered with the divisible 
one initially in its divided state and since the toy under the transparent cover isn’t 
divided— it looks just like the indivisible toy— it would be natural for the agent to 
mistakenly believe that the divisible toy is under the opaque cover. Eighteen- 
month- olds seem to interpret the situation in just this way. They look longer 
when the agent reaches for the transparent container.

However, it is hard to see how Apperly and Butterfill’s dual- system account can 
explain this outcome since it doesn’t grant that children who are this young have 
the ability to represent false beliefs. According to Apperly and Butterfill, all 

the evening star). The feature of representing objects in a particular way, or under a particular mode 
of presentation, is a distinctive feature of beliefs and other propositional attitudes.
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18- month- olds know about are outdated registrations. The problem is that, in this 
case, registrations fail to track beliefs (Scott et al. 2015). The children can clearly 
see that the divisible toy (in its assembled state) is encountered by the agent under 
the transparent cover. After all, they can easily see that the divisible toy is near the 
agent, that the agent is facing it, that there is good lighting, and so on, so they 
should take the agent to have encountered the divisible toy as being there. And 
having encountered it there, the agent should form a new registration that links 
the toy to that very location— so the children should take the agent to have 
formed a registration of the divisible toy being there. But if the children attribute 
this registration to the agent, then they shouldn’t be surprised when the agent 
grasps the transparent cover instead of the opaque cover. In fact, they should 
expect the agent to behave in precisely this manner.22

Another finding that poses a challenge to Apperly and Butterfill’s dual- system 
account turns on the ability of 17- month- olds to represent a deceptive intention 
in which a thief sets out to induce a false belief in the victim of their theft (Scott 
et al. 2015). First, the children see a scene in which one character (the thief ) is 
present and another (the victim) enters holding a toy. Sometimes the toy is one 
that rattles when shaken and other times it is one that doesn’t. The victim shakes 
the toy, and it either rattles or remains silent. Then a bell rings, and the victim 
places the toy on a table between her and the thief, announces she will be back 
soon, and leaves the room. Shortly after, the victim returns and moves the toy. If it 
previously rattled, she places it in her toy box (showing that she values it); if it 
previously remained silent, she places it in a rubbish bin (showing that she 
doesn’t value it). The test trials that follow proceed in much the same way, except 
that right after the victim leaves the scene, if the toy on the table is a rattling toy, 
the thief steals the toy, concealing it in her pocket and putting a silent toy in its 
place on the table. Crucially, on some trials the replacement toy looks identical to 
the stolen toy (making the substitution impossible to detect visually), and on 
other trials the replacement toy looks noticeably different than the stolen toy 
(making it likely that the victim would recognize the substitution). Seventeen- 
month- olds evidentially recognize the significance of this difference. They look 

22 Butterfill and Apperly (2013) respond that the children might have a different expectation. 
Perhaps they reason that since there is always both a divisible and an indivisible toy present and since 
the toy under the transparent cover appears to be the indivisible one, the agent assumes that the divis-
ible one is under the opaque container. However, this response faces a number of difficulties. One is 
that the reasoning here depends on attributing representations of quantified propositions to the 
agent— the semantics for the indefinite pronouns a and an is quantificational— despite the fact that 
the minimal theory says that infants at this stage can’t represent quantified propositions. But perhaps 
the biggest problem is that this explanation simply ignores Apperly and Butterfill’s own account of 
when a given registration should be attributed to an agent. Their account claims that “one stands in 
the registering relation to an object and location if one encountered it at that location and if one has 
not since encountered it somewhere else” (p. 962). Given this definition, the children should attribute 
to the agent the registration Object O [= the divisible toy] is under transparent cover, since the agent is 
manifestly encountering the divisible toy in this location (albeit in its assembled state).
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longer when the substituted toy’s colour and pattern fail to match that of the 

 stolen toy, indicating that they expect the thief to substitute a matching toy. 
Further tests show that infants also look longer if the victim throws an identical 
looking replacement toy in the rubbish bin— indicating that they are surprised 
that the victim would discard what appears to be the desirable rattling toy they 
left on the table. Infants also look longer if the victim puts a different looking 
replacement toy in her toy box— indicating that they are surprised that the victim 
would treat a noticeably different toy as if it were the desirable rattling toy they 
left on the table. By contrast, infants aren’t surprised if the victim throws a differ-
ent looking replacement toy in the rubbish bin or puts an identical looking 
replacement toy in her toy box. All of this suggests that young children expect the 
victim to be deceived only if the thief substitutes a visually indistinguishable toy 
for the stolen one, and that they expect the thief to anticipate this and to act 
accordingly.

Can Apperly and Butterfill’s dual- system account explain these results? Like 
Scott et al., we don’t see how. The problem once again is that the children ought 
to suppose that an agent will update her registration of the location of an object 
when they see this agent encounter it in a new location. Before leaving the room, 
the victim last encountered the silent toy in the rubbish bin, but upon her return, 
she manifestly encounters it on the table. (The children know this is the silent toy 
because they themselves witnessed the substitution.) Consequently the children 
should attribute to the victim the new registration relating the silent toy to its new 
location (the table), and shouldn’t be at all surprised if the victim discards it even 
if its colour and pattern match the rattling toy that had previously been left on the 
table. But again, they are surprised— they look longer when the victim discards 
this toy. Evidently they understand that the victim mistakenly believes it is the 
rattling toy they had left there and that the thief successfully led the victim to have 
this false belief— in which case, they must have more than a minimal theory 
of mind.

In sum, like deflationary accounts, dual- system accounts fail to provide a suc-
cessful alternative to rationalist mentalizing accounts of young children’s success 
at non- traditional false- belief tasks.23 The evidence does not point to an 

23 Another argument against the minimal theory of mind is that there is independent evidence that 
children’s difficulty with traditional false- belief tasks stems from performance factors, not their con-
ceptual competence. By simplifying the task demands and reducing the burden on various per form-
ance factors, researchers have shown that children as young as 2.5 years old can reliably pass a 
traditional false- belief task (Setoh et al. 2016). In addition, the sorts of performance factors involved 
are also known to affect adult performance on false- belief tasks. For example, if adults are asked to 
perform a simple memory task at the same time as a non- traditional false- belief task, their per form-
ance on the false- belief task severely declines (Schneider et al. 2012). And adults and infants do worse 
on non- traditional spontaneous false- belief tasks when they know the moved object’s actual location 
(and consequently have to inhibit this knowledge) compared to when they don’t (Wang and 
Leslie 2016).
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early- developing system for representing such states as registrations. It points to a 
system for representing beliefs— true and false beliefs— that is already operating at 
15 months of age and perhaps much earlier.24

Let’s now consider how all of this contributes to an argument from early devel-
opment in this domain. Earlier we noted that the argument from early develop-
ment doesn’t require that the representational capacities at issue be present at 
birth, and that there are reasons why certain innate representations and represen-
tational systems won’t be evident until later in development. These include per-
formance factors, biological maturation, and learning (i.e., rationalist learning). 
In the case of fAlse belief, there can be no question that performance factors are 
an issue. We have seen that reducing these to a minimum— especially through the 
shift from traditional false- belief tasks to non- traditional false- belief tasks— has 
revealed that infants represent far more about other people’s minds than researchers 
previously thought possible.

Of course, there is always the possibility that the infants who pass spontaneous-
response false-belief tasks don’t really have the ability to represent false beliefs 
after all and that the data are spurious or misleading. Maybe they won’t hold 
up to replication,25 or maybe there is a stimulus confound with a lower- level 
property we haven’t addressed (e.g., some not yet imagined alternative in line 
with, but not the same as, Heyes’ suggestion about a preference for novel direc-
tion of motion). While these alternative possibilities may not have been categorically 
ruled out, there is no reason to suppose that they can provide a robust alternative 
to richer, mentalistic hypotheses; no deflationary account comes close to explain-
ing this data as well as a mentalistic account does. And infants show a consistent 
pattern of success on false belief tasks involving strikingly different stimulus 

24 We should also note that even if Apperly and Butterfill’s dual- system account can be made to 
work, it doesn’t offer much hope for a broadly empiricist approach to explaining the origins of fAlse 
belief. Their early- developing system (with its representation of encounterings and registrations) is a 
domain- specific system par excellence. It would most likely have to be an innate domain- specific sys-
tem, too, to accommodate the data from the spontaneous- response false- belief studies reviewed 
above. And, assuming the dual- system account, the second more flexible system would need to be 
available by the age of 2.5 years old, since as we have seen, children can pass traditional false- belief 
tasks by this age (Setoh et al. 2016). If it is required to explain results such as those in the toy penguins 
study (Scott and Baillargeon 2009) and the thief study (Scott et al. 2015) to meet the objections above, 
it must be in place even earlier— by 17 months at the latest. Arguably, then, the best way to maintain a 
dual- system account would be to adopt an even more rationalist account and claim that both of the 
postulated systems for representing and reason ing about others’ actions are innate.

25 It should be noted that there have been some failures to replicate the results of some non- 
traditional false- belief tasks with infants alongside other successful replications; see Paulus and 
Sabbagh (2018). It is important to take such failures of replication seriously and consider each case in 
detail. But it is also important to remember that there are many reasons why an attempt at replication 
can fail to reproduce the original result. Work with infants is especially likely to be sensitive to small 
variations in methodology— variations that can affect whether an experiment is able to expose infants’ 
true representational abilities. For discussion of some of these issues in relation to the “replication 
failures” in Paulus and Sabbagh (2018), see Baillargeon et al. (2018). See also Chapter 18 for a related 
example of a case where the charge of a failed replication attempt clearly turns on the experimenters’ 
not attending to crucial details of the original stimuli.
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materials and methods of evaluation— violation of expectation, preferential looking 
for story- picture matches, spontaneous helping, and so on. 

Given that these abilities are not manifestly present at birth, though, how does 
this work support an argument from early development? Can we still say they 
appear too early to reliably be acquired solely by domain-general learning 
mechanisms? In fact, we can. This is because, as empiricists themselves see it, the 
type of information that such a mechanism would require is typically thought to 
be linguistically mediated—in which case, children would have to have a well-
developed linguistic competence before they would be in a position to develop an 
understanding of false beliefs. For example, one standard type of proposal has 
been that the representation of false beliefs builds on prior linguistic abilities, 
such as the mastery of grammatical constructions that allow for the representa-
tion of multiple perspectives (e.g., de Villiers and de Villiers 2000, 2009), which is 
thought to come online around the time that children reliably pass traditional 
false-belief tasks—considerably later than they show understanding of false belief 
in spontaneous response tasks. As things stand, then, the weight of evidence 
strongly suggests that infants have an understanding of false beliefs at an age that 
is too early for a domain-general learning mechanism to reliably acquire it, since 
such a mechanism wouldn’t have access to the information it requires. In con-
trast, rationalist accounts fit will with the early development of mentalizing and 
false-belief understanding and explain this in terms of innate psychological struc-
tures that are specific to this domain, all without having to claim that these abilities 
should be evident at birth.

Our examination of this case study has required an extended discussion. But as 
we noted earlier, the origins of the concept fAlse belief has been at the very 
heart of the rationalism-empiricism debate regarding the origins of concepts and 
is one of the most thoroughly investigated examples of an early-developing con-
cept, and so is a particularly important example to consider. fAlse belief has 
also been widely thought to be especially challenging for rationalists given how 
sophisticated an ability it is to represent not just mental states but ones that are at 
odds with the way the child herself takes the world to be.

The data that have informed debates about the origins of fAlse belief also 
point to a rationalist account of the representation of perceptions, goals, prefer-
ences, and intentions (among other mental states). If this isn’t obvious, consider 
the reasoning that must be attributed to children to explain the results in the 
study in which infants saw the thief set out to steal the rattling toy from his victim. 
As Scott et al. (2015) note, infants have to appreciate not just that the agent acts 
on a false belief. They must understand that:

(a) T [the thief ] had a preference for the rattling toys; (b) when O [the victim] 

introduced the rattling test toy, which was visually identical to a previously dis-

carded silent toy, T formed the goal of secretly stealing the rattling test toy; 
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(c) substituting the matching silent toy was consistent with T’s deceptive goal, 

because O would hold a false belief about the identity of the substitute object; 

and (d) substituting the non- matching silent toy was inconsistent with T’s 

deceptive goal, because O would know which toy it was as soon as she saw it. 

(p. 41; italics highlighting mental state attributions in original)

All of this makes fAlse belief a particularly good case to consider in relation 
to the argument from early development for traits that are not present at birth. 
But, it is important to note that this type of argument from early development is 
widely applicable to many other domains. We will close out our discussion of the 
argument from early development by briefly highlighting some of the findings 
supporting an argument from early development in another domain broadly 
connected to social cognition, namely communication. We have already men-
tioned some of the evidence that infants have early representational abilities for 
understanding certain behaviour as involving communication. In Chapter 8, we 
noted that 6-month-old infants treat eye gaze as communicative, selectively fol-
lowing eye gaze when it is preceded by direct eye contact or infant- directed 
speech (Senju and Csibra 2008). This suggests that well before infants have uttered 
a single word— indeed, just as they are beginning to babble— they already have 
some understanding of communication and take eye gaze and infant- directed 
speech to be communicative.

The view that infants understand the communicative role of language is sup-
ported by numerous other findings as well. Consider infants’ preference for 
speech. We noted earlier that newborns prefer to listen to the language of their 
community compared to a foreign language, a preference that is established by 
prenatal learning. They also have a generalized preference for language over 
many other types of non- linguistic sounds. This preference is initially broad 
enough to include non- human primate vocalizations (rhesus macaques)—which 
infants have not heard before— and is refined in the first three months of life to a 
general preference for human language (Vouloumanos et al. 2010). By the time 
infants are 3 months old, they prefer to hear words in a human language— any 
human language— compared to a variety of other sounds, including non- human 
primate vocalizations, natural environmental sounds (running water, bells, 
wind), and various familiar non- linguistic human sounds (e.g., laughter and 
vocalizations associated with agreement, inquiry, and surprise) (Shultz and 
Vouloumanos 2010).

Infants don’t just have a preference for speech. Speech also guides a great deal 
of infant learning in a domain- specific manner. For example, 4- month- old infants 
orient to visual objects in the direction of eye gaze more quickly when the eye 
gaze is preceded by speech rather than silence or non- speech sounds (backward 
speech) (Marno et al. 2015). Other work argues for an important role for speech 
in facilitating categorization in infants as young as 3 months of age (Ferry et al. 2010). 



The ArgumenT from eArly DevelopmenT (2) 285

Notice that this effect of speech on categorization at this early age is quite surpris-
ing on the empiricist assumption that children initially take speech sounds to be 
no different than any other auditory stimuli. But at as young as 3 months old, 
infants are already responding to visual stimuli differently according to whether 
these are accompanied by speech. In this work, infants are shown a number of 
exemplars of a category (e.g., visual images of different dinosaurs) while either 

hearing speech or comparable non- linguistic sounds. The infants are then shown 
two objects, one from the same category (another dinosaur) and one from a novel 
category (e.g., a fish). Infants who hear non- linguistic sounds (tones) don’t dis-
criminate between the two (showing no evidence of having formed a category 
corresponding to the objects that accompanied the tones), while infants who hear 
speech prefer to look at the novel instance of the previously seen cat egory (sug-
gesting that the linguistic sounds accompanying the visual stimuli caused the 
infants to treat these objects as forming a category).26 The key point is that the 
category learning here seems to be domain specific in the way that it is facilitated 
by a particular type of stimulus condition. Such category learning isn’t confined 
to representations in a single domain (e.g., animals), but it is initiated by a spe-
cific type of cue— sounds that are represented as speech or language— suggesting 
that infants are already employing abstract representations such as speech or 
lAnguAge at 3 months of age and that the connection between the systems 
involved in categorization and the attribution of speech have a fair degree of 
innate articulation (in the sense explained in Chapter 2).

Categorization prompted by speech would naturally be advantageous when it 
comes to word learning. And, surprising as it may be, it turns out that by the time 
infants are 6 months old— long before they have uttered a single word— they 
already associate a substantial number of common nouns with their correct 

26 At this age, the learning is facilitated both by human speech and by non- human primate (in this 
case, lemur) vocalizations (Ferry et al. 2013). But by the time infants are 6 months old, non- human 
primate vocalizations no longer facilitate categorization unless infants have been exposed to these 
vocalizations in the past (even very brief exposure will do) (Perszyk and Waxman 2016). In contrast, 
exposure to non- linguistic sounds, such as backward speech or birdsong, fails to facilitate cat egor iza-
tion (Woodruff Carr et al. 2021). This pattern of results underscores the fact that the effect is not 
driven by familiarity, that infants’ categorization is prompted in a domain- specific manner by what is 
taken to be linguistic communication, and that the innate facilitating category undergoes further 
specification in early development. This conclusion is further supported by work showing that cat-
egor iza tion is also facilitated by non- vocal language in the form of signing in American Sign Language 
and that this facilitation occurs even in infants who have not otherwise been exposed to sign language 
(Novack et al. 2021). Interestingly, there is one way in which tones can come to facilitate cat egor iza-
tion. This is if they are presented in a communicative context that suggests that the tones are part of a 
type of communication system. Ferguson and Waxman (2016) presented 6- month- old infants with a 
scene in which two women were engaged in a cooperative activity, supported by joint attention, in 
which they took turns in a “conversation” where one spoke in English and the other spoke in “tones” 
(the tones were in sync with the woman’s mouth movements). A different group of 6- month- olds saw 
much the same scene but the women were silent and the same “conversation” could be heard as back-
ground noise. In the first condition, the infants were able to subsequently use tones to facilitate cat-
egor iza tion, but they weren’t in the second condition.
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referents. Given the choice between pairs of photos or videos, they selectively 
look more at the photo or video that matches a heard word (e.g., they selectively 
look at the corresponding referents for words such as “mouth”, “hand”, “apple”, 
and “spoon”) (Bergelson and Swingley 2012, 2015). Of course, associating a word’s 
sound with a category is one thing, and knowing its meaning is another. But if 
this learning is guided by domain- specific processes (as seems likely given the 
evidence we have been reviewing), then even if the learning takes the form of an 
association, it is not a purely domain- general association. Rather, it is one that 
requires a specific type of input (much as we saw in the case of animal food aver-
sions in Chapter 4).

Moreover, there is evidence that infants as young as 6 months old even grasp 
the communicative function of speech (Vouloumanos et al. 2014). To show this, 
researchers familiarized 6- month- olds with two agents, the Communicator and 
the Recipient, each interacting with a pair of objects. The infants saw the 
Communicator repeatedly grasp one of the two objects when presented with 
both, and they separately saw the Recipient interacting with both of the objects. 
Then, in the test phase, the Communicator (who was no longer in a position to 
reach for the objects) turned to the Recipient (who had access to the objects) and 
either spoke a novel word (“koba”) or made a coughing sound. For adults, the 
Communicator’s repeated attention to one of the two objects (given a choice of 
both) signals a preference for that object, and adults naturally interpret the 
speech, but not the cough sound, as a communicative vocalization. So adults 
expect the Recipient to hand the preferred object to the Communicator in the 
speech condition but don’t have this expectation in the non- speech condition. 
Apparently 6- month- olds see the situation in the same way. They looked equally 
whether the Recipient handed over the preferred object or the non- preferred 
object in the cough condition, but looked longer when the non- preferred object 
was offered in the speech condition. Notice that the difference between the two 
test events isn’t one that infants can appreciate by just attending to what they 
themselves know about the Communicator— in both conditions they presumably 
attribute to the Communicator a preference for one of the two objects (another 
example of early mental state attribution). Infants must further understand that 
the speech sounds in this situation are communicative whereas the cough sounds 
are not. This is essential for them to form the expectation that the Communicator’s 
vocalizations would influence the Recipient’s understanding of the situation 
and that the Communicator’s (non- speech) vocalizations would not. Thus 
6- month- old infants seem to appreciate that speech can be used to convey infor-
mation between people even though they don’t understand the speech (the novel 
word “koba”) and even though they have no experience of conveying informa-
tion through speech themselves.

Further evidence suggests that the language processing areas in the brain are 
wired at birth to respond specifically to communicative uses of human language 
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(Forgács et al. 2022). In this work, newborn infants heard voices uttering various 

pseudo- words. In the communicative condition, two voices took turns speaking 
different words each of which had some internal syllabic repetition (an indication 
that the utterance exhibits a structure that may follow a rule and hence might be 
language). For example, one said mu- fe- fe followed by the other responding with 
pe- na- na. The researchers found that in this condition there was increased activity 
in known language processing areas (left fronto- temporal areas) relative to two 
control conditions. One control condition was a non- social control condition in 
which the same type of sequence was heard as in the communicative condition 
but from only one speaker. The second control condition was a social but non- 

communicative condition in which there were two voices as in the communica-
tive condition, but the second voice merely echoed the word produced by the 
first, reducing the likelihood that information was being transmitted. Only the 
communicative condition showed elevated activity levels in known language pro-
cessing areas, suggesting that even newborns are selectively sensitive to indicators 
of linguistic communication involving turn taking and variability regarding the 
spoken words and are already disposed to activate known language processing 
areas in response to these conditions.27

In sum, there is a great deal of evidence for the early emergence of concepts 
and related representational capacities pertaining to language, communication, 
and a wide range of mental states— evidence that is best explained by an approach 
that postulates a combination of innate concepts and rationalist learning mech-
an isms in accordance with concept nativism’s vision of the acquisition base. We’ll 
see later that similar evidence exists in other domains broadly connected with 
social cognition concerning the representation of such things as norms and social 
groups (see especially Chapters 18 and 21). More generally though, the argument 
from early development, as extended to cover representational abilities that aren’t 
present at birth but only appear later in development, provides a strong argument 
for concept nativism across a wide range of further domains (many of which we 
touch on in later chapters), including ones pertaining to such things as physical 
objects, groups or collections, events, animals, plants, death, elementary logical 
concepts, function/purpose, and possibility and necessity.

What counts as too early in relation to the argument from early development 
will naturally vary depending on the particular type of representational ability; it 
needn’t turn specifically on having already come to possess a developed linguistic 
competence. Highly abstract representational abilities—ones that are far removed 
from the low-level sensorimotor representations that are available as part of an 
empiricist acquisition base—will often require learners to first come to possess a 
range of other cognitive abilities and more abstract concepts and representations 

27 See also Cho et al. (2021) for evidence that 6- month- olds recognize that a person intends to 
communicate something about an object when she points towards the object while uttering a novel 
word, but not when making a novel emotional vocalization.
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in order to be acquired via a domain-general learning mechanism. Accordingly, 
possessing the representational ability in advance of any of these traits can form 
the basis for a forceful argument from early development. We will also see that 
the argument from early development often forms part of a larger, more powerful 
argument to the best explanation for a rationalist account by working in conjunction 
with some of the other arguments for concept nativism we highlight. In later 
chapters, we will illustrate this using the concepts from a number of domains, 
including concepts for mental states.

We conclude that the argument from early development offers compelling 
support for concept nativism. While the argument may be particularly powerful 
when there is good evidence for a representational capacity being present at birth 
(Chapter 8), it can also be highly effective in arguing for concept nativism in 
cases where the representational capacities only appear later in development. But 
the case for concept nativism doesn’t stand or fall with the argument from early 
development. This is only the first of our seven mutually supporting arguments 
for concept nativism. So let’s turn to our second argument.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0009



10
The Argument from Animals

Our second argument for concept nativism is a development of an argument that 
came up earlier— the argument from animals. In Chapter 4, we presented the 
argument from animals as an argument for rationalism with respect to cognitive 
development in general. The form the argument took there was to highlight the 
fact that human beings are animals. Since rationalist learning systems are wide-
spread in the animal kingdom, we concluded that it is very likely that humans 
also possess rationalist learning systems— some that are shared with other ani-
mals and some that are distinctive of our species. Although we didn’t draw out 
this point earlier, notice that this argument is as much an argument for concept 

nativism as it is for rationalism in general. This is because many of the rationalist 
systems it covers are likely to play an important role in concept acquisition 
(systems involved in navigation, foraging, predator avoidance, etc.), making the 
learning mechanisms for these concepts characteristically rationalist. In this 
chapter, we will focus on two additional arguments that are rooted in the fact that 
animals offer distinctive advantages in arguing for the existence of rationalist 
learning systems. We will argue that establishing the existence of rationalist learn-
ing systems in these ways in animals strengthens the case for the existence of 
comparable rationalist learning systems in humans.1

The first of these advantages focuses on the input available to animal learners— in 
particular, on the fact that it is possible to study the acquisition of representa-
tional abilities in animals under highly constrained input conditions. With 
animals it is at least sometimes possible to arrange their environments in such a 
way that experimenters have virtually total control over the experiences animals 
have prior to testing— in the limit, ensuring they have no relevant experience in 
advance of an experiment. Obviously if animals can still be shown to have a given 
representational ability under these conditions, it can’t derive from general- 
purpose learning. By contrast, for both practical and ethical reasons, such control 

1 From now on, we will use the expression the argument from animals to cover the whole family of 
considerations that locate evidence for concept nativism in facts about non- human animals, includ-
ing variations on the argument from Chapter 4, the two arguments from this chapter, and other 
related arguments. This inclusive terminology is meant to emphasize that these considerations aren’t 
mutually exclusive and certainly aren’t exhaustive and that the study of non- human animals offers a 
rich and varied source of evidence for concept nativism. In addition, following common usage, we 
will also often use the term animal to mean non- human animals. The expression non- human animals 
is somewhat cumbersome, and context should make it clear enough when a contrast with human 
beings is intended.
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over environmental input is not possible with humans. As a result, it is often 
more difficult to investigate how a given representational ability is acquired by 
humans than by animals.

The second advantage that animals offer for establishing the existence of 
rationalist learning systems focuses on the cognitive mechanisms that animals use 
to acquire a given representational ability, as opposed to the input to such mech-
an isms. In some cases, rationalists and empiricists agree that a given type of rep-
resentational ability cannot be acquired by simple general- purpose learning. In 
such cases, empiricists propose to explain acquisition of the traits in humans 
through learning that is mediated by linguistic abilities or powerful general- 
purpose learning systems. But while many animals have communication systems, 
no such systems have been shown to possess anything like the expressive power 
of human natural languages, and many types of animals are widely seen as lack-
ing the sorts of powerful non- linguistic general- purpose learning systems that 
empiricists posit in the human case. So, if it can be shown that such animals can 
nonetheless acquire the representational abilities in question, this strongly sug-
gests that the acquisition of these abilities does not require such powerful general- 
purpose learning systems and that the learning (for these animals) is owing to a 
rationalist learning mechanism.

Each of these two further types of the argument from animals— the input- based 
argument and the mechanisms- based argument— provides a type of argument 
for the existence of rationalist learning mechanisms that is more difficult to make 
in the case of humans than in the case of animals. Where there is a question about 
whether or not a given representational ability is innate or acquired via rationalist 
learning mechanisms in human beings, but where it can be shown that the same 
(or a highly similar) ability is innate or acquired via rationalist learning mech an-
isms in some animals, then this increases the likelihood that this representational 
ability is innate or acquired via rationalist learning mechanisms in humans too. 
At the very least, we would have a proof of possibility that evolution is capable of 
producing innate representations or special- purpose learning mechanisms of this 
type. Moreover, by taking into account the pattern of presence or absence of the 
innate representational ability among different species— how widespread the 
innate representational ability is among different species, which species possess 
the representational ability, and how closely related to homo sapiens these species 
are— we would also be in a position to draw reasonable, though of course de feas-
ible, inferences regarding the human acquisition base.2 For example, if a represen-
tational system were shown to be innate across a diverse range of genealogically 

2 Our focus in this chapter is on the human acquisition base. But the rationalism- empiricism 
debate regarding the origins of concepts and mental representations more generally also arises for 
other species, and the evidence that is highlighted by these two further types of the argument from 
animals can clearly also be used to draw inferences about the acquisition bases of other species.
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related primate species, including those most closely related to humans, this 
would certainly lend support to the proposal that it is innate in humans too.

Let’s take a closer look at these two further types of the argument from animals. 
We will start by looking at the version based on input considerations.

Though it is not always possible to control the environmental input that ani-
mals receive, in at least some cases it is possible to put in place remarkably strin-
gent restrictions on such input, and, in the limit, to control all of the relevant 
experiences that an animal might have before being tested for a given representa-
tional capacity. In our view, the paradigm for this type of research is a recent body 
of work with newborn domestic chickens. Baby chickens can be hatched and 
raised in total darkness so that their very first visual experiences are those involved 
in the experiment. But, in addition, chicks are invaluable research subjects 
because they are precocial: unlike human babies, they are up and about from 
birth and can express their interests and preferences not only by what they look at 
but far more dramatically through what they approach and avoid when presented 
with different options. (By comparison, human infants typically can’t even lift their 

own heads until they are 3 months old, are unable to engage in unassisted goal- 
directed reaching until their fourth month, and aren’t walking on their own until 
their first birthday.)

One example of this type of research asks whether chicks have an innate 
special- purpose system for representing biological motion. In the human case, it 
is known that biological motion can be detected on the basis of fairly minimal 
cues. You don’t have to see someone’s full body as they walk past you. Biological 
motion is evident in point- light animations, in which a small number of lights are 
strategically placed at major joints on a moving person or animal and reproduced 
in a video in which only these points are visible (Johansson 1973).3

To determine whether newly hatched chicks have the innate ability to detect 
biological motion, researchers have studied chicks that were hatched in complete 
darkness and kept in darkness right until they were placed in the middle of a test-
ing apparatus that consisted of a short walkway with two video displays on 
op pos ite ends (Vallortigara et al. 2005). The crux of the experiment was to deter-
mine whether the chicks would express a preference between two depicted 
animations— the very first things they saw in their lives. One was a point- light 
animation of a walking adult hen, the other was either the same points of light 
moving around the vertical axis (like a rigid statue of a hen being spun round and 
round) or the same points moving randomly.4 The chicks turned out to have a 

3 It is impressive how much adults can discern from a point- light animation— not only the type 
and direction of motion but also things like the sex of the performer (when the videos are of walking 
people) and the weight of a raised object (when the motion is to lift something) (Blake and 
Shiffrar 2007).

4 Open access videos of these stimuli can be viewed on the publisher’s website: http://journals.
plos.org/plosbiology/article?id=10.1371/journal.pbio.0030208
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clear preference for the point- light animation of the walking hen over these other 
two displays. They spent the majority of their time in close proximity to the ani-
mation that depicted walking. However, when given the choice between a point- 
light animation of a walking hen and a walking cat (a potential predator), they 
showed no preference. So while chicks prefer biological motion over other types 
of motion, the preference isn’t grounded in specific features of chicken- like move-
ment; the underlying system of representation is a specialized system but it isn’t 
initially tuned to conspecifics. Further work is helping to clarify the parameters of 
the system. One interesting feature of the system is that it exhibits a gravity bias, 
that is, it functions when the movement patterns are consistent with gravity but 
not when they aren’t (Vallortigara and Regolin 2006). When shown a point- light 
animation of a walking hen changing direction, newborn chicks orient them-
selves so that they face in the same direction as the “animal” they see moving, and 
when the hen they see appears to change direction, they change direction to fol-
low the hen. However, when presented with the same stimulus but upside down 
(and so inconsistent with gravity), the chicks do not face in the direction of the 
hen in this way.

Subsequent studies have yielded comparable results in newborn human infants 
using exactly the same stimuli as in these chick studies (Simion et al. 2008; Bardi 
et al. 2011).5 This is a prime example of what we mean when we say that the differ-
ent arguments for concept nativism interact and should be viewed collectively. 
The infants in these related studies are newborns, tested in the first few days of 
life (the youngest a mere 10 hours old and the oldest only 5 days old). It is doubt-
ful that infants in this situation have enough time and the right visual experiences 
for a domain- general empiricist learning mechanism to develop a predilection 
for biological motion. (And it is especially unlikely that infants in these experi-
ments have had much experience with walking chickens!) But if one were to sup-
pose that it is at least possible that newborns do have sufficient experience with 
biological and non- biological motion prior to testing, this concern is completely 
eliminated with the chicks. There is simply no question that chicks can, and do, 
develop this same preference in the absence of such experience. Consequently, 
the work with chicks shows that an innate special- purpose mechanism for repre-
senting biological motion is part of the acquisition base for at least one other spe-
cies. And given that the representational capacity it supports is so similar to the 
corresponding representational capacity in human newborns, it strengthens the 
case that a mechanism for representing biological motion is part of the human 
acquisition base too.

5 Of course, the testing procedure had to be adapted to accommodate newborn infants’ lack of 
mobility. In this case, the methods used included a visual habituation procedure and a preferential 
looking procedure.
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What are the implications of this work for concept nativism? Different the or-
ists are likely to take different perspectives on whether representations of bio-
logic al motion that this work points to are conceptual or nonconceptual. As with 
our earlier discussion of faces, we will argue that regardless of whether such rep-
resentations are conceptual or nonconceptual, the case for rationalism with 
respect to representations of biological motion contributes to the case for concept 
nativism.

If biologicAl moTion is conceptual and is part of the acquisition base (or 
acquired via rationalist learning mechanisms), then clearly this research feeds 
into the overall case for concept nativism in that it would directly expand the set 
of concepts and conceptual domains where a rationalist account is appropriate. 
And on some accounts of the conceptual/nonconceptual distinction, the repre-
sentation of biological motion does seem to come out on the conceptual side of 
the divide. For example, if what makes a representation nonconceptual is being 
highly fine- grained, like a representation of a maximally specific shade of red, 
then the representation of biological motion doesn’t seem nonconceptual; the 
representation of biological motion doesn’t correspond to a pattern that is com-
parably fine- grained. It doesn’t even correspond to a dynamic pattern that is tied 
to the details of motion in a given species with its idiosyncratic body plan and 
gait. Rather, it is an abstract representation that applies equally across visual pat-
terns as different as the walking patterns of chickens, cats, and human beings. 
This means that the representation here is a coarse- grained one, otherwise it 
would not be capable of capturing what is common to biological motion in the 
face of the massive variability regarding how animals move (i.e., how they walk, 
run, jump, swim, and so on).

On the other hand, on some accounts of the conceptual/nonconceptual dis-
tinction, the representation of biological motion seems to come out on the non-
conceptual side of the divide. For example, it’s doubtful that the representation of 
biological motion can freely combine with other representations in all sorts of 
higher cognitive processes. On an account of the conceptual/nonconceptual dis-
tinction that requires concepts to have this level of flexibility in thought, bio-
logic al motion would be deemed to be nonconceptual. What then? What are the 
implications for the debate about concept nativism in that case? The answer is 
similar to what we saw earlier with the representation of individual faces in 
Chapter 8. Concept nativism would still be supported— but not because the 
account would imply the existence of an innate concept of biological motion. 
Instead, concept nativism would be supported because the account argues for the 
presence of other types of characteristically rationalist psychological structures 
pertaining to biological motion in the acquisition base. These innate resources 
pertaining to biological motion— in the form of nonconceptual representations 
and/or rationalist learning mechanisms or resources that such learning mech an-
isms trace back to— while not themselves innate concepts, would undoubtedly 
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play a major role in the acquisition of representations that are uncontroversially 
conceptual on any account of the conceptual/nonconceptual divide. In this case, 
such rationalist psychological structures would almost certainly be involved in 
the acquisition of concepts pertaining to the conceptual domains of agents, bio-
logic al locomotion, and animals.6

Another area where research with chicks may help to tell us something about 
the human acquisition base is the representation of ordinary physical objects. 
Adult humans have numerous expectations regarding the behaviour of ordinary 
physical objects. For example, we expect that ordinary physical objects will main-
tain their physical integrity and not spontaneously split apart or allow other 
physical objects to pass through them, that inanimate physical objects will not 
move unless contacted, and that a moving inanimate object will follow a specific, 
predictable trajectory at a given speed. We also have expectations about what 
sorts of objects are physically possible and impossible (i.e., impossible in the way 
that a staircase in an Escher etching may appear to be simultaneously ascending 
and descending). A key feature of object representation for adults is that we rec-
ognize that objects continue to exist when we can’t perceive them, a phenomenon 
known as object permanence. When your mobile phone falls behind the bed, you 
don’t suppose that it no longer exists; you realize that it just isn’t visible from its 
present location.

The enormously influential developmental psychologist Jean Piaget main-
tained that children go through numerous stages before they have anything that 
approximates an adult- like representation of objects, that they fail to represent 
unperceived objects as having objective and determinate locations in the early 
stages, and that they don’t reach the stage of object permanence until about 
2 years of age (Piaget 1952, 1954). Research with human infants in the past thirty or 
so years, however, has demonstrated that many of these expectations are present 
much earlier than had previously been thought (Baillargeon et al. 2011). Work 
with newborn chicks complements this research with human infants, showing 
that chicks share many of these expectations prior to having any visual experi-
ence at all.

Consider amodal completion. This happens when an object is partly occluded 
yet represented as a connected whole. Amodal completion is such a basic feature 
of the ordinary perception of objects that we normally don’t even notice it. When 
a pencil rolls behind a glass of milk so that all that can be seen of the pencil is the 
tip poking out from one side and the eraser from the other, people still conceptu-
alize it as a connected, unified object, and fully expect to see the intact pencil 
when the glass is removed from the table.

6 For further arguments and evidence for a rationalist account of concepts in these domains, see 
Chapters 11, 13, 14, 19, and 21.
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In a pioneering demonstration of amodal completion in infants, Kellman and 
Spelke (1983) showed that physical objects are represented in this way by chil-

dren as young as 4 months old. Infants were habituated to a centre- occluded rod 
moving back and forth behind a rectangular block (i.e., the block concealed just a 
portion of the centre of the rod, with the rod’s ends remaining visible).7 Then the 
infants saw two test conditions without the block, one with the whole rod intact 
and fully exposed and one with two shorter rods (consistent with the two rod 
ends they had previously seen poking out from behind the block). The result was 
that they looked longer at the two shorter rods, indicating that they were perceiv-
ing that situation to be new and different from what they had seen before and 
hence that they had perceived the earlier event as the motion of a fully con-
nected rod.

If the width of the block occluding the rod is reduced in a way that makes it 
easier to visually connect the exposed edges that are poking out, the same prefer-
ence shows up even in 2- month- olds (Johnson and Aslin 1995). But what is hap-
pening before that, in the preceding two months? Some empiricists take the very 
fact we can ask this question to show that the infant studies don’t provide good 
reason to suppose that there are innate specialized mechanisms for representing 
or learning about objects. For all we know, infants might be learning that centre- 
occlusion has no effect on an object’s integrity, using an empiricist (general- 
purpose) learning mechanism. However, work with chicks makes this option less 
plausible than it might otherwise seem. This is because newly hatched chicks 
represent the hidden parts of occluded objects (e.g., the partly occluded rod) just 
like Kellman and Spelke’s 4- month- olds.

This has been shown using essentially the same stimuli that were used with the 
infants (Lea et al. 1996). In this case, chicks that were raised in complete darkness 
were transferred to a room where they viewed one of three stimuli— a complete 
rod, two smaller rod segments, or a centre- occluded rod. The chicks were given a 
few hours in this room so that they would imprint on the stimulus they saw and 
develop a preference to be near it.8 Then they were transferred to an experimental 
chamber much like the setup for the biological motion studies, with two displays 
on opposite ends of the chamber. On one display was an image of the complete 
rod, on the other an image of the two shorter rod segments. Not surprisingly, the 
chicks that imprinted on the complete rod spent more time near the image of the 
complete rod, and the chicks that had imprinted on the rod segments spent more 
time near the image of the rod segments. The interesting question is how the 
third group behaved— the chicks that imprinted on the centre- occluded rod. The 

7 We will follow standard psychological usage in which an occluder is any object or surface that 
blocks at least part of the view of another object, and a centre- occluded object is one in which the 
middle of a viewed object is occluded.

8 Imprinting occurs when chicks rapidly form a social attachment to the first moving objects they 
encounter.
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result in this case was that they preferred to spend time with the complete rod. 
This suggests that although they had never seen anything but a centre- occluded 
object prior to their time in the experimental chamber, they interpreted what 
they originally saw— the imprinting stimulus— as a fully connected rod, one 
whose centre just happened to be blocked from view. Evidently chicks don’t need 
prior visual experience of objects moving in and out of view from behind occlud-
ers to develop the expectations involved in amodal completion. These ex pect-
ations are grounded in an innate mechanism for representing physical objects.

What can this work tell us about human infants’ representation of physical 
objects? It suggests that the early development of amodal completion isn’t due to 
a domain- general learning process but derives, instead, from an innate mech an-
ism for object representation that is as much a part of the human acquisition base 
as it is a part of the chicken acquisition base. How, then, can the delay of the 
appearance of amodal completion until the second month in childhood be 
explained? There are three possibilities: (1) The aspects of physical object repre-
sentation responsible for amodal completion are innate and present at birth yet 
not manifested due to performance factors. (2) These aspects of physical object 
representation are innate yet not present at birth, emerging later in development 
as a result of non-psychological processes of biological maturation. Or (3) they 
aren’t innate but are acquired at least in part by a characteristically rationalist 
learning mechanism that requires certain input to produce this outcome.

As it turns out, subsequent work with human newborns, inspired by this 
research with chicks, has helped to clarify which of these is most likely (Valenza 
and Bulf 2011). In this work, the researchers went to great lengths to reduce the 
task demands on the infants using a variant on the Kellman and Spelke experi-
ment with the moving centre- occluded rod. One difference was that the width of 
the occluder was greatly reduced, making it easier for infants to scan between the 
two visible edges of the centre- occluded rod to see that they move together. And 
since it is known that newborn infants have difficulty detecting motion, the 
motion cues in the stimuli were made stronger by using stroboscopic motion 
(seeing the stimuli as if under a strobe light). Under these conditions, newborn 
infants showed clear evidence of amodal completion— the two- month lag disap-
peared. This argues that the aspects of physical object representation that are 
involved in amodal completion are innate in humans and present at birth, just as 
with chicks, but not always manifested due to performance factors.

Amodal completion is just one small part of way that physical objects are rep-
resented by adult humans. We will discuss other important aspects of physical 
object representation in Chapters 15 and 17. But for now, it is worth noting that 
newborn chicks have a variety of other important expectations about objects that 
are identical, or closely related, to human expectations. Among other things, 
newly hatched chicks can discriminate between possible and impossible objects 
(Regolin et al. 2011). They can extract three- dimensional structure from 
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two- dimensional shadows (Mascalzoni et al. 2009). They are capable of forming 
perspective- invariant representations of physical objects based on only a small 
sample of possible visual perspectives on the very first object that they see (Wood 
2013).9 They are also able to determine which of two occluders an object must be 
hiding behind taking into account their height, width, and slant (Chiandetti and 
Vallortigara 2011). This last result is particularly noteworthy because newborn 
chicks are passing tests comparable to ones that Piaget thought children fail until 
late in the development of object permanence.

We have been looking at examples of the argument from animals involving 
input considerations where experimenters impose broad restrictions on the per-
ceptual experience of the animals tested in the experiments— the animals are 
prohibited from having any visual experience of the outside world prior to test-
ing. But this isn’t the only way to run this form of the argument from animals. 
Another is to allow the animals to have a considerable amount of perceptual 
experience but just not access to the environmental information that empiricist 
models require. For example, empiricist models of the acquisition of the ability to 
represent faces suppose that face representations are acquired when general- 
purpose pattern- detection mechanisms come to single out faces after prolonged 
exposure to recurrent patterns that appear in environments that contain visible 

faces. As a result, one way to challenge these empiricist models (and to argue for 
competing rationalist models) is to show that face perception emerges in animals 
even when they are not given the opportunity to see faces but aren’t otherwise 
deprived of visual experience prior to testing.10

A nice illustration of this strategy can be found in work that focused on 
Japanese monkeys (Sugita 2008). The monkeys were raised from birth in a visu-
ally rich and socially stimulating environment yet one in which they couldn’t see 
any faces. (To manage the deprivation, caretakers wore headgear that completely 

9 Further work by Wood and colleagues suggests that this ability is contingent upon specific fea-
tures of the (extremely limited) input. While a perspective- invariant representation of an object can 
be formed from seeing a single (virtual) object rotate just 60°, such invariant representations fail to 
form if the object rotates too quickly or the rotation is not smooth or continuous (Wood and Wood 
2016; Wood 2016). It is unclear whether this means that there is an innate mechanism for forming 
invariant representations that breaks down in these conditions, or whether there is an innate, presum-
ably domain- specific, learning mechanism that rapidly learns to form invariant representations based 
on highly limited evidence.

10 An even stronger challenge to empiricist models along the same general lines would be to show 
that a representational ability emerges not only when animals aren’t given the opportunity to perceive 
good examples of the phenomenon in question but are also given considerable evidence that supports 
a contrary way of representing the world. We aren’t aware of any studies that do this for the represen-
tation of faces, but one study that takes this form reports what happens when newborn chicks are 
reared in a virtual world which provides them with thousands of examples in which an object moves 
behind one screen only to reappear from behind another without having traversed the space in- 
between them (Wood et al. 2024). Despite this overwhelming evidence that objects “teleport” from 
one location to another when they are obstructed from view, the chicks behave no differently than 
when reared in a more natural world (one that exhibits object permanence and no violations), behav-
ing in both cases as if they expect that objects to move continuously even when they can’t be seen.
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concealed their faces.) Different groups of monkeys were raised in this environ-
ment for six, twelve, or twenty- four months. When they were tested (using photo-
graphs of monkey and human faces seen for the first time), the monkeys exhibited 
a spontaneous preference for faces over other equally complex visual stimuli, and 
were immediately able to recognize individual faces.11 The monkeys were then 
placed in a new environment for one month in which they were exposed either to 
human faces but not monkey faces, or to monkey faces but not human faces. This 
was all it took for the monkeys to develop a long lasting preference for the type of 
face that they were exposed to and to become better able to process this type of 
face. What’s more, this preference persisted for at least a year (when they were 
tested again) even though they were exposed to both human and monkey faces in 
the intervening period. Notice that the monkey’s preferences when first tested 
were clearly not driven by repeated exposure to faces— they didn’t see any faces 
prior to the initial test (which occurred after the first six, twelve, or twenty- four 
months depending on the group). And their preferences were quickly set to a spe-
cific face type, monkey or human, in a way that was not reset by extensive ex pos-
ure to other types of faces later on. These results provide a strong argument for an 
innate face- specific learning mechanism, though one that is not exclusively 
geared to conspecific faces.12

Experiments in this vein— ones that impose significant restrictions on animals’ 
early perceptual experiences— are often called deprivation experiments. As we 
noted in Chapter 1, deprivation experiments aren’t without their critics. Some go 
so far as to claim that they rest on faulty logic. For example, Griffiths and Machery 
(2008) note that “there is no such thing as raising an animal without an environ-
ment, only raising it without access to some specific aspect of the environment” 
(p. 404). The objection, in other words, is that when the results of a deprivation 
experiment are used to support a rationalist conclusion, this invariably overlooks 
aspects of the environment that are still present and that might influence an ani-
mal’s psychological development in ways that are hard to discern and even harder 
to anticipate. Consider again Gottlieb’s work with mallard ducks (Gottlieb 1997), 
which was discussed in Chapter 3. It was once thought that deprivation experi-
ments had established that mallard ducks innately imprint on suitable adult 
vocalizations. Gottlieb, on the other hand, is often credited with demonstrating 
that this form of behaviour isn’t innate by showing that researchers had failed to 

11 Interestingly, monkeys have also been shown to be susceptible to the Thatcher illusion. In this 
case, the research was with rhesus monkeys (Adachi et al. 2009).

12 Critics of this work might try to argue that the monkeys, who were taken away from their moth-
ers an hour after birth, may have seen their mother’s face in their first hour of life, or that they may 
have garnered information about faces from touching their own faces. While these are legitimate 
points to raise, face recognition would have to be grounded in a remarkably robust learning mech an-
ism in order for monkeys to acquire these face recognition abilities on the basis of seeing a single face 
up to two years earlier or on the basis of touching a single face (their own) over this period.
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notice the causal relevance of another aspect of the environment of a mallard 

foetus— the sounds that the foetus itself produces.
But it is important not to make too much of these sorts of cases. As we 

explained in Chapter 3, rationalists are not claiming that experience, understood 
in the broadest possible sense, is irrelevant to development. Again, rationalists 
and empiricists agree that the development of all traits depends on gene- 
environment interactions. So what critics who oppose the use of deprivation 
experiments have to establish is that these experiments fail to restrict relevant 
environmental input, that is, environmental input of the type that would allow 
for a domain- general empiricist learning mechanism to form the trait in ques-
tion. To put the point another way, the essence of a good deprivation experiment— 
the reason why deprivation experiments are an important tool for rationalist 
research— isn’t that they cordon off all environmental influences. Clearly that 
isn’t possible. Rather, it is that the animals are prevented from having the types of 
perceptual experiences that competing empiricist models claim are integral to the 
development of specific representational abilities. We think there should be little 
question that the studies we have been discussing (with chicks and monkeys) do 
just that.13

Turning to the ramifications of these deprivation experiments and the ques-
tion of precisely what they show to be innate, there is considerable latitude for 
interpretation. As with the argument from early development, there are also 
related issues about the content and interrelations among the representations that 
research on animals has been uncovering. In Chapter 8, we suggested that human 
infants discriminate faces in ways that are connected to social and communica-
tive capacities and that most likely reflect an interest in individuals. Similar 
remarks apply to monkeys’ representation of faces. Given how important dis-
criminating particular individuals is to parent- offspring identification, 
 territoriality, mating, and hunting, among other things, it should hardly be sur-
prising if the representation of individual agents were to be found in a wide 
 var iety of species.14 In highly social species, one might also expect animals to have 

13 There is also related research with animals that doesn’t impose rearing conditions that deprive 
animals of the sorts of experiences that empiricists claim are needed to acquire a given concept or given 
conceptual ability. Instead, it simply capitalizes on cases where we can be fairly confident that the 
experience in question hasn’t occurred— as we saw in Chapter 4 with the poverty of the stimulus argu-
ment. For example, Chen et al. (2006) examined capuchin monkeys’ response to losses and gains 
when trading tokens for food (in effect, using tokens as money). Although these monkeys had no 
prior experience with money and trade, they were found to have some of the same decision- making 
biases as humans. In particular, they exhibited loss aversion, in which a loss is deemed more serious 
than an equivalent gain. As Chen et al. point out, given the evolutionary proximity between capu-
chins and humans and given this common psychological trait, it is reasonable to conclude that loss 
aversion is an innate feature of the human mind. If this is right, then this would support a rationalist 
account of the concepts loss and gAin. See Santos and Rosati (2015) for an overview of related work.

14 In fact, it has— in, for example, non- human primates (Cheney and Seyfarth 1999), other mam-
mals (Adachi et al. 2006), birds (Kondo et al. 2012), and even in fish (Johnsson 1997), frogs (Chuang 
et al. 2017), crustaceans (Karavanich and Atema 1998), and insects (Sheehan and Tibbetts 2011). 
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innate dispositions to categorize conspecifics according to the social relations 
that are relevant to their form of social organization (Cheney and Seyfarth 2008; 
Seyfarth and Cheney 2015). Baboons, for example, are known to simultaneously 
represent group members in terms of kinship and social dominance hierarchies 
(Bergman et al. 2003). This work is all of great interest for understanding the 
minds of these nonhuman animals. Here, however, we are concerned with how it 
can shed light on the human acquisition base. Following the logic of the argu-
ment from animals, we take it to provide prima facie grounds to suppose that 
analogous kinds of capacities are likewise rooted in characteristically rationalist 
psychological structures in the human acquisition base.

More could be said about work that limits the sorts of experiences animals 
have prior to testing in these ways. But let’s move on to the other form of the argu-
ment from animals mentioned previously, the one based on the character of the 
acquisition mechanisms involved, in which certain animals are shown to possess 
interesting representational abilities despite lacking the powerful general- purpose 
learning mechanisms that empiricist models use to explain their acquisition 
for humans.

Animals are prodigious learners. Even exceedingly primitive animals are cap-
able of associative learning. The nematode worm C.  elegans, with a mere 302 
neuro ns, can be conditioned to respond to stimuli involving taste, smell, tem-
pera ture, and oxygen level (Ardiel and Rankin 2010). Honeybees, with roughly a 
million neurons, are even capable of associative learning that goes beyond 
straightforward links between perceptual stimuli or between a response and a 
perceptual stimulus. For instance, they can learn that while two stimulus types 
are each positive (S1, S2), their combination (S1+S2) is negative (Giurfa 2003).

Now many theorists have supposed that animal learning is largely confined to 
associative learning. But the examples of animal learning we already touched on 
in Chapter 4 suggest that this is implausible and that rationalist learning mech an-
isms are needed too. Consider dead reckoning again, which we noted is used by 
many types of animals to find their way back to a point of origin after meandering 
through their environment. It is easy to see how a technologically advanced 
language- using species might discover and refine this navigational technique and 
pass it on to novice learners— as human sailors used to do before the widespread 
use of computer- based navigation and GPS. But how could an ant learn that it 

Earlier we mentioned that the experiments with newborn chicks take advantage of the fact that chicks 
imprint on objects seen early in life and that this involves the formation of a social attachment. It is 
well known that the limbic system (especially the septal nuclei) is involved in social decision making 
in many animals. Thus another interesting and useful line of investigation that the argument from 
animals may take is to examine the brains of newborn chicks whose first seen object elicits imprint-
ing. Early studies of this kind have found that the septal nuclei are selectively active when a newborn 
visually naive chick sees another chick. In other words, even for newborn chicks that haven’t seen any 
objects at all, brain structures for social decision making respond when it sees another chicken 
(Mayer et al. 2017).
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can find its way home by summing distance and direction information in just the 
right way? How would it even get the idea that direction and distance can be 
combined to plot a direct and efficient path? The only plausible account for crea-

tures like this is that dead reckoning is grounded in an innate special- purpose 
mechanism that is part of their species’ acquisition base. And once again, if it is 
true that ants innately possess a learning mechanism of this type, this demon-
strates that such a system can be innate and provides reason to suppose that if 
humans possess a similar system, it may well be innate in humans too.15

When we turn to the origins of concepts, this form of the argument from 
animals is especially strong in cases where animals that lack powerful domain- 
general learning systems are nonetheless found to represent abstract content— 
content that is far removed from sensory stimulus conditions. In these cases, 
there plainly isn’t an empiricist learning mechanism to explain how these animals 
generate such representations. The only serious candidates are rationalist 
accounts that attribute to them innate abstract representations or rationalist 
learning mechanisms that are specifically geared towards representing the world 
in these abstract terms.

Consider, for example, the representation of same and different. What makes 
two things the same or different varies considerably from case to case. It may be 
their colour, their odour, their orientation, their texture, their shape, and so on. 
Sameness regarding one of these dimensions (e.g., colour) isn’t anything like 
sameness regarding the others (e.g., odour), and hence a truly general representa-
tion of sameness is an abstract representation par excellence. For this reason, it is 
perhaps surprising to learn that animals that lack powerful domain- general 
learning systems (e.g., one based on a communication system with the expressive 
power of human natural language) can represent same and different. Yet some can.

One elegant study has shown that honeybees have this representational ability 
(Giurfa et al. 2001). In this work, bees were trained in a Y- maze (a simple maze 
shaped like the letter ‘Y ’). They first encountered a sample, A, shortly after enter-
ing the stem or bottom portion of the Y.  Then, after moving further along the 
straight initial portion of the Y- maze, they came to a chamber in which they had 
to decide which of two paths to follow (the two arms of the end of the Y- maze), 
one marked with stimulus A, the other with stimulus B. The bees were rewarded 
with access to a sucrose solution for taking the path with the matching stimulus, A, 
and soon learned to choose this path. Following this training, they were subse-
quently tested on novel stimuli without rewards. For example, if trained to choose 
between two colours (blue vs. yellow), they were tested on two black and white 

15 Similar considerations apply to the system of geometrical reorientation discussed in Chapter 1, 
where a comparable system has been found in bees (Lee and Vallortigara 2015). In this case, the pre-
vious form of the argument from animals is in effect too, since this system has also been found in 
animals (newborn chickens) that have been prohibited from having any visual experiences related to 
reorientation prior to testing (Chiandetti et al. 2015).
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gratings (oriented horizontally vs. oriented vertically). What’s more, they were 
also tested on stimuli from a new sensory modality (this time trained on odours 
and then tested on colours). In each case, the bees were able to generalize same-
ness to the novel stimuli, whether they were in the same or a different modality. 
Evidently, what the bees learned was to choose based on sameness in general, 
whether it involved colour, pattern, or odour, demonstrating that they possess an 
abstract general representation of sameness. (To test bees for different, much the 
same test was used but researchers instead rewarded choosing the non- matching 
stimulus during the training phase.)16

How is it that the bees were able to make the right choice when confronting 
test stimuli in a new modality? One could try to claim that the bees somehow 
learned the representations sAme and differenT in the course of the experiment, 
but this is unlikely. In addition to the fact that bees have limited cognitive 
resources to draw upon, the training procedure itself used a narrowly defined set 
of matching stimuli— stimuli from just one modality (e.g., vision) that instanti-
ated just one dimension (e.g., colour) and just one contrast within that dimen-
sion (e.g., blue vs. yellow). Why— and how— would a general- purpose learning 
mechanism generalize from this meagre sample to a highly abstract general rep-
resentation of sameness?

We suggest that the most plausible account here holds that bees have innate 
representations for same and different.17 In this case, the bees do learn something 
in the experiment. They learn that rewards are associated with the stimulus that 
is the same as the sample encountered near the entrance of the maze (or the one 
that is different, as the case may be). But this learning depends on the prior 

16 Work with animals has also looked at whether same and different are available to animals that 
have been raised without access to relevant perceptual stimuli. One study used this approach with 
ducklings (Martinho and Kacelnik 2016). Newborn ducklings initially saw a pair of moving objects 
that were either the same or different in shape or colour. (As with the studies with newborn chicks, 
this involved just enough exposure so that the ducklings would imprint on the stimulus and develop a 
preference for it over other stimuli.) Subsequently, the ducklings were shown novel pairs of objects 
and were found to selectively follow pairs that instantiated the abstract relation— same or different— 
that was instantiated by the pair they had imprinted on.

17 In principle, much the same work could be done here without an explicit representation of 
sameness (or difference) per se. For example, rather than representing two stimuli as being the same, 
the bees might instead represent the fact that there exists a property that the two stimuli are both 
instances of. Notice, however, that while this type of alternative might strictly speaking avoid attribu-
tion of the representation sAmeness to bees, it would nonetheless involve attribution of highly 
abstract innate representations— for quantification (“there exists”), for representing properties in 
general, for representing being an instance of a property, and so on— which are part of a small circle 
of interdefinable representations that includes sAmeness. The alternative that doesn’t involve postu-
lating an explicit representation of sameness effectively exploits the fact that two items being the same 
(in some specific respect) involves there being a property which the two items are both instances of. 
While such an alternative might technically avoid attributing the representation sAmeness to bees, it 
is no less strongly rationalist than an account that does attribute sAmeness to bees.
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possession of the representations sAme and differenT themselves.18 In any event, 
the present point is that we can use examples like this to address questions about 
the human acquisition base. The overall strategy is to establish that animals with-
out the powerful domain- general learning systems that humans have can none-
theless possess abstract representational abilities— abilities that empiricists 
typically take to be the product of such powerful systems in humans. This argues 
that the representational content is innate or acquired via rationalist learning 
mechanisms in these animals. And to the extent that humans possess the same 
(or highly similar) representational abilities, it gives us reason to suppose that 
such content is also innate or acquired via rationalist learning mechanisms in the 
human case, too.

Another domain where this form of the argument from animals adds to the 
case for concept nativism is the representation of numerical quantity. In Chapter 8 
we saw that newborn human infants can represent numerical quantity. But a 
fuller picture regarding the origins of numerical representation has been emer-
ging in recent years as researchers have taken seriously the possibly that nu mer-
ic al representation is an evolutionary ancient representational capacity. Much of 
this research has focused on what we have been calling the approximate number 
system. We saw earlier that this system is functional at birth in human infants and 
that it continues to operate past infancy and throughout the human lifespan.

Interestingly, comparative studies have shown strong parallels between the 
operation of this system in humans and animals. For example, one study exam-
ined the representation of numerical quantity in the context of a numerical 
ordering task given to both rhesus monkeys and university students (Cantlon 
and Brannon 2006). The task used sets of particular numbers of clipart pictures 
that varied in size, shape, etc., controlling for continuous extent. With monkeys, 
the task involved first training them to order pairs of numerical stimuli in the 
range of 1–9 in ascending numerical order. They were then tested on novel stimuli 
for familiar and novel numbers, including 10, 15, 20, and 30. With human 
 participants, training wasn’t necessary, of course, since they could be given 
verbal instructions on the task. To discourage them from using precise integer 
representations rather than their approximate number system, they were 
instructed not to count and to respond as quickly as possible. The results were 

18 See Cope et al. (2018) for a computational model of how sameness and difference could be 
implemented in the brain of a bee— a model that takes into account some of the known properties of 
how their brains are organized. This model works by building in structures that differentially respond 
to matched or non- matched stimuli of a given type (e.g., yellow- yellow vs. yellow- blue) and structures 
that are responsive to the presence or absence of this within- stimulus- type index of sameness across 
different stimulus types, allowing the system to represent a generalized form of sameness/difference. 
Although Cope et al. describe their model as showing how sameness and difference could be learned, 
we see it instead as showing how bees might learn to determine whether matching (or non- matching) 
in general (that is, across stimulus types) is being rewarded in the experiment and choose the appro-
priate action in light of this— or, in other words, how they might learn when their behaviour should be 
guided by the perception of sameness or difference.
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remarkably similar for the two groups— monkeys and humans responded at 
much the same speed and exhibited a virtually identical pattern of errors in 
accordance with the approximate number system’s ratio dependence.

Work with other species has established that the representation of approximate 
numerical quantity is widespread in the animal kingdom. It can be found in  primates 
(Brannon and Terrace 1998), other mammals (Suzuki and Kobayashi 2000), and 
birds (Rugani et al. 2010). But for present purposes, we want to emphasize that it can 
also be found in animals that are more phylogenetically remote from humans— 
including fish (Agrillo et al. 2010) and even insects (Gross et al. 2009)—since such 
animals are even less likely to have acquired these representations using the sorts of 
powerful domain- general learning mechanisms that humans have.

We will mention just a small sample of the work with fish to convey how 
researchers have come to hold that animals as lowly as the mosquitofish have rep-
resentations of numerical quantity. In one study (Agrillo et al. 2010), female mos-
quitofish were individually placed in a transparent enclosure that had doorways 
(transparent flaps) leading to the outer tank where there was a group of female 
mosquitofish they were motivated to join. The doorways were labelled with 
stimu lus patterns composed of abstract geometrical figures that changed from 
trial to trial but in a way that presented the fish with the same numerical choice 
(e.g., a doorway labelled 4 versus a doorway labelled 8). By arranging things so 
that only one of the labelled doorways in each trial actually allowed the fish to 
pass through to the outer tank (say, the doorway that was labelled 4), the 
re searchers were able to reward the fish for choosing the door labelled with a tar-
get number. After the fish learned to respond to the right number (4 or 8), they 
were tested using new labels— instances of 4 and 8 that they had never seen 
before. Despite the novelty of the stimuli, the fish managed to continue to respond 
to the numerical quantity that gave them access to the outer tank.19 In further 
experiments, the mosquitofish discriminated between other numerical quantities 
that stand in this same 1:2 ratio (5 vs. 10) and a ratio of 2:3 (8 vs.12), and also 
showed that they are able to discriminate large numbers (15 vs. 30, 100 vs. 200).

In considering how the work on numerical representation in animals bears on 
the human case, it is important to keep in mind that the evidence isn’t just that 
mosquitofish demonstrate an ability to represent numerical quantity and to use it 
in making decisions (although this is an impressive fact all on its own). It is that 
mosquitofish represent numerical quantity in the same ratio- dependent way as 

19 The stimuli were chosen to ensure that the fish couldn’t succeed by representing non- numerical 
properties. The position, shapes, and sizes of the geometrical figures were varied, and controls were in 
place to exclude responses based on the cumulative surface area of the geometrical figures, their den-
sity, the space covered by the arrays, and differences in luminance. One non- numerical property 
wasn’t specifically controlled for— the cumulative amount of perimeter in each array— since previous 
work suggested that it isn’t a salient property for mosquitofish in similar test conditions (Agrillo 
et al. 2009).
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humans.20 Yet mosquitofish also clearly lack the sorts of powerful general- 
purpose learning mechanisms that empiricists see in humans and that they rely 
on in order to explain the origins of numerical representation in the human case. 
For example, a common empiricist strategy is to maintain that children can only 
represent non- numerical features of stimuli that are confounded with numerical 
features until cultural practices mediated by language help them to see that 
numerical quantity can be distinguished from continuous quantity (Leibovich 
et al. 2017). But of course mosquitofish don’t have access to these same cultural 
practices and can’t learn about numerical quantity from learning numerical 
words. The most plausible account, rather, is that the approximate number sys-
tem is an evolutionarily ancient system of representation that is part of the mos-
quitofish acquisition base (and part of the acquisition base for many species of 
animals). This, in turn, complements and strengthens the case based on the argu-
ment from early development that the reason the approximate system can be seen 
to be operating in early childhood isn’t because of fast general- purpose learning 
but because it is innate for humans too.

In Chapter 8, we noted that there is little dispute that interpreting and working 
with conventional numerical symbols is a conceptual activity, as when people 
solve complex arithmetic problems or even just report which of two numerals 
expresses the larger numerical quantity. Given the pervasive role that the ap proxi-
mate number system plays when people do such things and given, as we have 
seen, that the approximate number system is most likely a part of the human 
acquisition base, there is good reason to suppose that the number domain should 
be included in the case for concept nativism regardless of whether representa-
tions in the approximate number system are conceptual or not. Even if these 
approximate numerical representations are nonconceptual, they will support 
concept nativism regarding concepts such as those of natural numbers. At the 
same time, though, one might wonder whether these approximate representa-
tions themselves are concepts as well. If they are concepts, then in addition to 
contributing to a rationalist account of the origins of concepts of natural num-
bers, they would also be concepts in their own right for which a rationalist 
account is appropriate, providing an even stronger form of concept nativism in 
the number domain. And since this further question regarding the conceptual or 
nonconceptual status of approximate numerical representations is of independ-
ent interest in any case, we will briefly consider it here.

One type of theorist who might take approximate numerical representations to 
be nonconceptual is a theorist who draws the conceptual/nonconceptual 

20 Work with newborn chicks illustrates further striking commonalities regarding the way humans 
and animals represent numerical quantity. We saw in Chapter 8 that newborn humans map numerical 
quantity to space, with smaller numerical quantities on the left and larger numerical quantities on the 
right. It turns out that 3- day- old chicks do this too (Rugani et al. 2015).
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distinction by appealing to the Generality Constraint. For example, Beck (2012) 
has argued that an account of the conceptual/nonconceptual distinction that is 
based on the Generality Constraint has the implication that approximate nu mer-
ic al representations aren’t conceptual. Recall that the Generality Constraint con-
cerns whether a representation can be combined with other representations to 
form complex representations with novel complex contents. As it is often under-
stood, it says that a necessary condition on a representation’s being conceptual is 
that the representation must be able to freely recombine with other concepts to 
form other related thoughts. For example, on the assumption that someone can 
think sAm is TAll, then bill is a concept for this person only if she can also enter-
tain the thought bill is TAll too. Beck argues that this constraint on novel com-
binations isn’t met for approximate numerical representations as can be seen in 
animals’ representations of numerical quantity. A pigeon might be able to repre-
sent 40 pecks to be less than 50 pecks, and 38 to be less than 47, but not be able to 
represent 38 to be less than 40. (This is because the approximate number system 
in pigeons can only discriminate values that exceed a 9:10 ratio.) According to 
Beck, this means that the approximate representations that pigeons use when 
representing the numerical quantity of a sequence of pecks can’t be concepts.

Much could be said regarding this argument, but we will focus on just two 
points. First, while it is clear that the pigeons cannot reliably distinguish 38 from 
40 pecks, this fact alone is not enough to show that pigeons can’t form the thought 
that represents 38 as being less than 40 (unless we assume some form of verifica-
tionism, in which having a thought requires being able to determine it is true).21 It 
may well be that while pigeons can’t reliably distinguish 38 from 40, they can 
nonetheless think that 38 is less than 40, and that the very same representations 
of 38 and 40 that they use when thinking 38 pecks Are less ThAn 47 and 40 
pecks Are less ThAn 50 can be used to think 38 pecks Are less ThAn 40. Of 
course, being able to think that 38 is less than 40 wouldn’t be a particularly useful 
thought for pigeons if they aren’t able to reliably distinguish 38 from 40. For 
example, it wouldn’t enable them to reliably succeed on a task that required them 
to discriminate between these two values. But it may well be that all this means is 
that pigeons would have little reason to entertain this thought— not that they 
were incapable of doing so— and that we lack a readily accessible behavioural cri-
terion for whether they are capable of forming this thought. Their inability to 
demonstrate to us that they can entertain a behaviourally useless thought says 
nothing about whether they are capable of entertaining such thoughts in 
principle.

21 For ease of exposition, we will continue to use natural number expressions to indicate the rele-
vant approximate numerical representations, rather than more cumbersome expressions such as “rep-
resents the numerical quantity of being approximately 38 as being less than the numerical quantity of 
being approximately 40”. Of course, even these more cumbersome expressions provide only a rough 
and inexact gloss on the representational contents involved.
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One way to see the problem here is by noting that the same basic situation can 
arise for thoughts composed entirely of representations that are uncontroversially 
conceptual. For example, consider the following thoughts, which should be 
understood as employing concepts for natural numbers, not approximate num-
bers, along with the concept AbouT. It seems clear that as humans we can think 
being about 178 seconds long is definitely longer than being about eight seconds 

long, and we can think being about 177 seconds long is definitely longer than being 

about nine seconds long. But does the fact that we can’t reliably discriminate 
between being about 177 seconds long and being about 178 seconds long mean 
that we can’t entertain the thought being about 177 seconds long is definitely less 

than being about 178 seconds long? It seems that we can readily entertain this 
thought— you just did!—even if we may not know exactly which intervals the 
concepts being AbouT 177 seconds long and being AbouT 178 seconds long 
apply to or even whether the thought being about 177 seconds long is definitely less 

than being about 178 seconds long is true.
The second problem for Beck’s analysis that we will note is that it is not at all 

clear the degree to which we should say that concepts must be able to “freely” 
combine with one another. Even if the representation for 38 that is used when 
thinking 38 pecks Are less ThAn 47 can’t be combined with the representation 
for 40 that is used when thinking 40 pecks Are less ThAn 50, each of these can 
be combined with many other representations to express a wide variety of 
number- involving contents. The use of approximate numerical representations in 
pigeons (and other animals) is not restricted to representing numerical quantities 
associated with their own actions (e.g., pecking or bar pressing and the like). 
Animals can discriminate between numerical quantities of many types of things, 
using the same numerical representations for many different purposes.

We’d suggest that a better way of approaching the question of whether ap proxi-
mate numerical representations are conceptual in animals (and by extension, in 
humans) is to ask whether such representations figure in a variety of higher cog-
nitive processes such as categorization, planning, and decision making. As it hap-
pens, there is much evidence from work with animals to suggest that the 
approximate number system’s representations are indeed conceptual given this 
approach. This may be surprising to some because it’s often thought that animals 
have little need to represent numerical quantity and that they only do so in very 
limited contexts or when the reward structure for an experiment forces this upon 
them after a very long training period. But in fact, animals spontaneously attend 
to numerical quantity and use numerical information to accomplish a large var-
iety of tasks. These include using numerical information to make decisions about 
whether to attack an opponent in a territorial dispute depending on the number 
of allies the opponent has (e.g., Wilson et al. 2001; Bonanni et al. 2011), to form a 
preference for one individual over another based on which of the two made a 
larger number of scent marks in a particular context (e.g., Ferkin et al. 2005), to 
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determine which of several groups is safer to join based on the numerical sizes of 
the groups (e.g., Agrillo et al. 2007), to keep track of a landmark based on its 
numerical position in a sequence (e.g., Suzuki and Kobayashi 2000; Dacke and 
Srinivasan 2008), to detect opportunities for brood parasitism or to thwart it 
based on the expected number of eggs in a nest (Lyon 2003; White et al. 2009), to 
represent the rate of return for selecting one food source over another (e.g., Lima 
1984; Bar- Shai et al. 2011), among other things.

More speculatively, there are many benefits to tracking numerical quantity that 
would create selective pressure on animals to use numerical quantity in other 
ways. To name just a few, an animal might want to track the number of predators 
on a particular encounter to know whether unseen predators might still be 
around. Likewise, it might be beneficial to a predator tracking a group of prey to 
know how many in a group it had been chasing had escaped in order to know 
how many might now be hiding. It might also be beneficial to track the number of 
sexual or status rivals in an area, irrespective of imminent battles or mating 
opportunities, to prepare for future possibilities. And when foraging, it might be 
beneficial to represent number to track the numerical details of particular types 
of landmarks or goal objects, for example, for pollinators to track numbers of 
petals on flowers to help discriminate higher and lower value nectar sources. This 
list is not intended to be exhaustive, but only to convey some of the breadth of 
different types of situations where thinking about numerical quantities may be 
employed and have value. Many of these situations involve planning, decision 
making, and the making of tactical assessments of various kinds, involving 
unquestionably abstract representations that figure in processes which in humans 
would be considered examples of higher cognition. All of this suggests that the 
numerical representations of the approximate number system may best be 
thought of as concepts in many animals.

In the end, however, the argument from animals isn’t about the status of 
rationalism regarding animal minds. It’s about how research on animal minds 
argues for rationalist accounts of the origins of concepts in the human case.22 In 
light of the considerations we have been reviewing about how the approximate 
number system’s representations may function as concepts for animals, it is over-
whelmingly likely that such representations are likewise involved in a wide var-
iety of higher cognitive processes such as categorization, planning, and decision 
making in humans. And even if there were doubts about whether such con sid er-
ations were sufficient to establish that these representations were conceptual in 
some animal species, there is no reason for such doubts to carry over to the 
human case. Accordingly, these considerations provide strong grounds for sup-
posing that approximate numerical representations are conceptual in humans, 

22 Of course, this isn’t to say that the evidence we have presented does not also support rationalist 
conclusions about the origins of concepts in many animals as well.
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and that the origins of such representations in humans should be explained in 
rationalist terms. In that case, the approximate number system’s bearing on con-
cept nativism isn’t just that it contributes to a rationalist account of the origins or 
concepts of natural numbers, but even more directly contributes to concept 
nativism in the number domain in light of approximate numerical representa-
tions being concepts whose origins should be explained in rationalist terms.

More could said about the examples we have mentioned in this chapter to 
illustrate the different versions of the argument from animals, and we could cite 
many other representational abilities that connect with one or another form of 
the argument from animals. But as with the argument from early development, 
our goal isn’t a comprehensive account of all instances of the argument but to 
offer enough evidence to see how it contributes to the overall case for concept 
nativism and to our claim regarding concept nativism’s breadth and depth.

It is also worth mentioning that regardless of how many examples we were to 
cite, the argument from animals, in all its forms, is based on research that is still 
very much in its early days and that its potential has barely begun to be tapped. 
This is because the study of animal cognition has a history dominated by a reluc-
tance to credit animals with any rich representational abilities. Until relatively 
recently, researchers weren’t even looking for sorts of abilities that bear on the 
status of concept nativism.23 It is thus a relatively new and extremely welcome 

development that anyone would even investigate whether fish represent nu mer-
ic al quantity, whether baby chickens represent the continued existence of an 
occluded object, and so on. And of course, if you aren’t asking questions like 
these, then you are bound to miss out on important elements in the acquisition 
base for other animals, and, by extension, you will have a limited understanding 
of the human acquisition base.

Even when it comes to animals that are far closer to humans (in evolutionary 
terms and in their general intelligence), the trend is that we are only just begin-
ning to uncover representational abilities that are likely to be grounded in ration-
alist learning mechanisms that also bear on the structure of the human acquisition 
base. For example, the conventional wisdom regarding the attribution of false 
beliefs has long been that only humans can represent false beliefs (and even then, 
not reliably until around 4 years of age; see the previous chapter). In line with 
this supposition, chimpanzees had been found to fail what were thought to be 
critical false belief tasks (see, e.g., Povinelli and Eddy 1996; Tomasello and Call 
1997; Call and Tomasello 2008). However, as experimental techniques have 
become more sensitive to the details of chimpanzees’ and other great apes’ social 

23 The legacy of behaviourism in psychology lived on considerably longer in comparative psychol-
ogy than it did in cognitive psychology, and as a result, the growth in the volume of research on 
aspects of animal cognition beyond those studied by behaviourists lagged behind that seen in many 
other areas of psychology by as much as twenty years.
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lives and have reduced the obstacles stemming from performance factors, 
researchers have uncovered compelling evidence that chimpanzees, bonobos, 
and orangutans can all represent false beliefs (Krupenye et al. 2016; Buttelmann 
et al. 2017; Krupenye et al. 2017; Kano et al. 2019).

Needless to say, humans differ from apes in many ways. Our claim is not that 
all interesting human cognitive capacities are identical to the capacities found in 
other primates, much less to ones in birds or fish or insects. Nor is it that human 
cognitive capacities that are similar to capacities in other species must function in 
an identical manner or that they are invariably subserved by the very same 
underlying machinery. Rather, our claim is that findings of shared and overlap-
ping capacities can nonetheless play a key role in a version of the argument from 
animals and thereby provide strong support for rationalist accounts of concepts. 
In particular, such findings can provide strong arguments to the best explanation 
for there being rationalist psychological structures which, in humans, play a sig-
nificant role in the acquisition of a range of concepts. While other examples 
could be given to illustrate this line of reasoning, the examples that we have 
discussed (bearing on the acquisition of concepts pertaining to faces, agents, 
animals, sameness, difference, and number) illustrate how the argument from 
animals, in its different forms, can contribute to the overall case for concept 
nativism.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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11
The Argument from Universality

Our third argument for concept nativism points to a type of evidence that has 
historically been at the centre of the rationalism- empiricism debate but that has 
often been misunderstood. Put in the simplest possible terms, the argument from 

universality maintains that cognitive and behavioural universals can count as evi-
dence for the existence of innate concepts and concepts that are learned via 
rationalist learning mechanisms. We want to emphasize, however, that this initial 
formulation of the argument— or any comparably succinct formulation— can’t do 
justice to the complex relation between concept nativism and universality. 
Unpacking the argument from universality, and seeing how cross- cultural data 
can favour concept nativism, will take some work. In the end, what we hope to 
make clear is that this argument doesn’t turn on a simple rule that links universal-
ity with a rationalist acquisition base. Rather, it asks us to attend to the way that 
similarities across cultures are best explained in particular cases and holds that 
sometimes the best explanation is a rationalist explanation.

Many critics of rationalism have failed to appreciate the complexity surround-
ing the argument from universality. In fact, empiricists going back as far as Locke 
have mistakenly rejected the argument on the grounds that it adopts a naive out-
look that is too quick to postulate universals and that turns on the flawed assump-
tion that universals entail innate psychological structures. The idea is that 
postulating universals too readily overlooks the enormous variability that is 
found across cultures. And even if a concept or conceptual ability were found to 
be universal, it needn’t be innate— it could instead reflect a readily discovered 
solution to a widespread problem, a successful cultural product that has spread 
across the globe, or even straightforward observations regarding features of the 
world that hold in any habitable environment. For these reasons, many empiri-
cists have claimed that the argument from universality is so flawed that consider-
ations having to do with universals aren’t possibly going to help build a case for 
concept nativism.

As tempting as these criticisms may seem, this empiricist outlook is mistaken 
in that it rests on an oversimplified picture of how the argument from universals 
is meant to work and how rationalism is informed by cross- cultural data. There 
are a number of ways in which rationalism is perfectly compatible with traits that 
are not evidenced universally across cultures (but instead show a more nuanced 
form of universality). And while it is possible to explain universality in non- 
rationalist terms, this doesn’t mean that such explanations are the best 
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explanation for any given instance of universality, or that they should auto mat ic al ly 
be preferred over a rationalist explanation. Understanding when and how such 
evidence best supports either empiricism or rationalism can be difficult, but it is a 
difficulty that cannot be avoided if we want to come to a proper evaluation of the 
evidence.

A first step to seeing the potential of the argument from universality as an argu-
ment for rationalism is to recognize a number of factors that complicate the rela-
tion between concept nativism and universality. We will begin this chapter with a 
brief discussion of five of these, and then will turn to a few examples where recent 
research suggests that the argument from universality makes a significant contri-
bution to the case for concept nativism. The five complications that we will begin 
our discussion with concern (1) the existence of conditional and disjunctive uni-
versals, (2) the relevance of the competence- performance distinction, (3) the pos-
sibility that innate psychological traits can be modified or overridden, (4) the fact 
that concept nativism includes a commitment to learning, and (5) the impact of 
growing up in a degraded environment.

1. Disjunctive and conditional universals. Critics of the argument from universals 
often suppose that cognitive and behavioural universals must be simple univer-

sals, positing traits that are universally present across all cultures. But this over-
looks more subtle types of universals that are just as relevant to the evalu ation of 
concept nativism, namely, disjunctive universals and conditional universals.

Disjunctive universals are perhaps most familiar from rationalist theories of 
language acquisition (Laurence and Margolis 2001). One widely discussed possi-
bility in linguistics, which we have already encountered, is that Universal 
Grammar allows for a small number of different options (or parameters) regard-
ing certain key features of languages, with different natural languages making dif-
ferent choices among these options. For example, the head of a phrase is the word 
that determines the core of its meaning and its grammatical properties (e.g., the 
verb “ate” is the head of the phrase ate an apple). The head directionality param-
eter in linguistic theory is a proposed disjunctive universal in which there is an 
option between a language’s heads appearing at the beginning of a phrase or at 
the end. English is a head first language (you say Sally eats an apple, not Sally an 

apple eats), whereas other languages (e.g., Japanese and Basque) are head final. 
A  similar situation might hold for concepts. Depending on its initial input in 
development, the conceptual system could realize one or another of a small number 
of alternatives for a given domain. Some have speculated that this is true for aspects 
of moral cognition, for example, with implications for moral concepts and intui-
tive moral and legal thinking (Mikhail 2011).

Conditional universals (or context- sensitive universals) are another important 
departure from simple universals. In this case, what is universal is a set of condi-
tional or context- sensitive cognitive settings, where a given setting is manifested 
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only in particular circumstances. Since the conditional responses to different 

types of environments may be innately specified or the product of innate domain- 
specific mechanisms, conditional or context- sensitive universals are perfectly 
compatible with rationalism.1

The possibility of disjunctive or conditional universals illustrates one way in 
which certain types of cross- cultural variation are compatible with the existence 
of innate universals, and therefore compatible with concept nativism.

2. The competence- performance distinction. A second factor complicating the rela-
tion between rationalist accounts of conceptual development and universality is 
the competence/performance distinction. A conceptual universal may not be 
apparent due to what we call competence masking factors. Often enough, when 
the competence- performance distinction is invoked, what is intended is to 
emphasize the way that a psychological competence doesn’t directly leave traces 
on behaviour because it is always limited by such general resources as memory 
and attention. (Some of the work on false- belief representation mentioned in 
Chapter 9 turned on this type of consideration.) But, in addition, we need to take 
into account other psychological processes that are engaged in a competition to 
influence a person’s subsequent thinking or behaviour. In these cases, such psy-
cho logic al processes mask the competence, which would otherwise push things 
in the direction of a different outcome.

Consider the suggestion that there may be a contextually sensitive cognitive 
universal that holds that harming other people is morally wrong. One reason that 
empiricists have been sceptical about such a universal is that people do harm 
each other all the time, and that there is a great deal of cross- cultural variability 
regarding torture, fighting, and other harm- inducing practices. For example, 
Prinz writes: “Is there a universal prohibition of harm? The evidence is depress-
ingly weak. Torture, war, spousal abuse, corporal punishment, belligerent games, 
painful initiations, and fighting are all extremely widespread. Tolerated harm is as 
common as its prohibition” (2007, p. 373). But in evaluating such potential 

1 It may seem that disjunctive and conditional universals threaten to trivialize the question of 
whether there are universals. Couldn’t any purported counterexample to the claim that a psy cho-
logic al trait is universal simply be described as a more complex conditional or disjunctive universal? If 
so, then any amount of variation could be said to be rooted in a “psychological universal”. It is true 
that in principle it could; however, it is crucial to remember that the argument from universality 
comes down to an argument to the best explanation (more on this below). This means that the ques-
tion isn’t whether it is possible to find a disjunctive or conditional universal that is consistent with 
known patterns of variability across cultures, but whether any given disjunctive or conditional (or, for 
that matter, simple) universal provides the best overall account of these patterns. This is a highly non- 
trivial burden to meet. It is also a burden that isn’t unique to proponents of the argument from univer-
sals. Its critics face a comparable burden. It is not enough for them to show that an account that does 
not posit universals is consistent with an instance of cross- cultural variability. They likewise need to 
show that such an account, and the psychological structures that it claims are responsible for the 
 variability, provides the best overall account of the data.



314 The ArgumenT from universAliTy

counterexamples to a universal harm norm, it shouldn’t be assumed that 
harm- inducing behaviours are a direct reflection of the agent’s harm- related 
behavioural norms. On the contrary, there is every reason to believe that self- 
interest, anger, fear, and a multitude of other psychological variables can interfere 
with the compliance to a norm that one accepts. So failing to conform to a putative 
norm does not in and of itself show that the norm isn’t endorsed.2

The significance of this for the argument from universals is that a cognitive 
universal that is embedded in an underlying competence— including a rationalist 
one such as an innate domain- specific competence— needn’t show up as a simple 
behavioural universal. Performance factors and competence masking are other 
ways in which surface- level variation is compatible with the existence of an innate 
universal (in this case, a universal competence).

3. Innate psychological traits that are modified or overridden in development. 
A third factor complicating the relation between rationalist accounts of conceptual 
development and universality is that innate traits might be either modified or 
overridden in development. In these cases, a universal that is present at an early 
stage in development may be difficult to identify because it is no longer present at 
later stages. Concept nativism holds that there is a rationalist account of the origins 
of concepts in more than just a few content domains (and our own account holds 
that this is true of many concepts across many conceptual domains). This means that 
these concepts are either innate or else acquired by rationalist learning mech an-
isms that trace back to characteristically rationalist structures in the acquisition 
base. But, as explained in Chapter 2, this does not require that any (much less all) 
of the psychological structures that make up the acquisition base are permanent 
or unchangeable. In fact, we know from work with animals that innate psy cho-
logic al traits can be overridden. For example, an innate prey preference in cuttlefish 
for shrimp over crab can be reversed if they are exposed to crabs but not shrimps 
immediately upon hatching (Darmaillacq et al. 2006). Even bees can override 
innate dispositions (e.g., attractions to certain pheromones) through learning 
(Roussel et al. 2012).

There are a number of ways in which the possibility of innate traits being either 
modified or overridden might bear on concept nativism in humans. Explicit 
learning might override innate preferences, dispositions, or other traits in humans 
in much the same way that it does with other animals. We have already seen 
ex amples of innate traits undergoing change and development above— for 
ex ample, a preference for faces that is initially indeterminate transforms into a 
preference that is specific to human faces. A related form of representational 

2 There are other difficulties involved in Prinz’s list as well. For example, harm norms are plausibly 
conditional in various ways, and some conceptualizations of corporal punishment or belligerent 
games may not classify these as harms at all (see Chapter 18 for further discussion).
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narrowing is known to take place in language acquisition.3 Young infants are 
sensitive to many basic sound contrasts employed in the world’s languages which 
aren’t used in the native language of their community and which adults in their 
community have difficulty discriminating (Werker and Tees 1984; Werker and 
Hensch 2015). Something comparable may happen at the conceptual level in 
some conceptual domains. For example, there is evidence of representational 
narrowing in the way that language encodes spatial representations. English and 

Korean represent spatial relations in ways that cross- classify one another. While 
English distinguishes support (on) from containment (in), Korean singles out 
tight fit versus loose fit (e.g., classifying a ring worn on the finger and a cassette 
tape in its case as the same type of spatial arrangement, namely, tight fit). Yet an 
investigation of 5- month- olds from monolingual English- speaking families has 
found that these prelinguistic children readily distinguished tight- fit events from 
loose- fit events even when (as we’d say in English) both are instances of one 
object’s being in another or one object’s being on another (Hespos and Spelke 
2004). A plausible model of what happens in conceptual development in such a 
case is that language learning selects among the concepts available to prelinguis-
tic infants (Hespos and Spelke 2004). In other words, both in/on and loose 
fiT/TighT fiT are available to both English- speaking and Korean- speaking chil-
dren, but English- speaking children eventually settle on in/on in conformity 
with their language community, while Korean- speaking children settle on loose 
fiT/TighT fiT in conformity with their language community. Language learning, 
it would seem, reduces and hones a conceptual sensitivity that is present 
prelinguistically.

This is not the only way in which innate concepts might be modified or 
overridden, though. Another possibility is that concepts or conceptual domains 
might have default settings that are adjusted in light of cultural input. Infants might 
come equipped with a conceptual or cognitive starter kit for a given domain, 
which is later amended or even replaced in the course of development.

Consider the following speculative possibility regarding the intuitive concep-
tualization of a fair distribution of resources and rewards. There is evidence that 
infants as young as 4 months old have intuitions about what counts as a fair dis-
tribution (Buyukozer Dawkins et al. 2019; see Chapter 18 for further discussion). 
However, there is also evidence for diversity across cultures in how adults respond 
in situations that evoke one’s sense of fairness (e.g., differences concerning offers 
and acceptance of offers in the ultimatum game, in which one person proposes to 
split a pot of money a certain way and another must accept the proposal or else 
neither receives any of the money) (Henrich et al. 2005). One possibility here is 

3 By representational narrowing we mean a process in which a more general representational abil-
ity is honed in such a way that earlier representations or representational distinctions are lost or 
become less accessible in development.
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that there are innate default settings regarding what seems intuitively fair, that these 
are manifest early in life, but that these settings are modified or overridden in later 
development as children acquire differing local norms pertaining to the allocation of 
resources and rewards. While there is some cross- cultural evidence bearing on 
whether this speculative proposal is correct, it is not sufficient to resolve the issue 
yet.4 For present purposes, however, our aim is simply to illustrate that there are a 
variety of different ways in which a psychological structure in the acquisition base 
could in principle be modified or overridden. Were this to happen, in any of these 
(or other) ways, it could result in variation across cultures that conceals universality 
at an earlier developmental stage, providing another way in which variation is 
compatible with the existence of universality and concept nativism.

4. Rationalist learning mechanisms. A fourth complication when considering how 
universality bears on the status of concept nativism is that concept nativism isn’t 
opposed to learning. On the contrary, as we were at pains to emphasize in previ-
ous chapters, concept nativism claims that learning is of central importance to 
conceptual development. This matters because learning often allows for different 
outcomes depending on the particularities of the learner’s environment. This 
holds whether the learning mechanism is the sort of domain- general mechanism 
favoured by empiricists or whether it is a rationalist learning mechanism.

4 Some support for this speculative proposal comes from the fact younger children across cultures 
show greater commonalities in fairness norms and sharing practices than do adults and older chil-
dren, who have more divergent fairness norms and sharing practices across cultures. For example, in 
one study, children from six diverse cultures were presented with choices between two different types 
of distributions of treats between themselves and others (House et al. 2013). One choice involved 
deciding between a distribution in which both children would each receive a treat, and a distribution 
in which the child making the choice would receive two treats and the other child would receive none. 
Across cultures, 3- to 5- year- olds were more likely to choose the equal distribution than 6- to 
8- year- olds were, even though this meant that they would have fewer treats for themselves. And while 
children across cultures showed a similar pattern of being increasingly less willing to choose the equal 
distribution rather than the one that resulted in their having a greater number of treats, substantial 
cross- cultural variation emerged in the choice patterns among older children (9- to 14- year- olds), 
with children in each culture moving towards the societal norms in their communities. In another 
study, children from seven diverse cultures were also asked about uneven distributions between them-
selves and another child— in this case, not to decide between different distributions but to accept or 
reject each in a series of distributions (Blake et al. 2015). Across the seven cultures, children displayed 
an aversion to disadvantageous inequalities (ones that favoured the other child) between 4 and 15 
years of age. However, only children from three societies (USA, Canada, and Uganda) showed an 
aversion to advantageous inequalities (ones that favoured themselves), and this was at later ages than 
the aversion to disadvantageous inequality. In both studies, there was greater commonality in the 
behaviour of younger children in different cultures than older children and adults. However, the in ter-
pret ations of these results is complicated by the fact that unlike in the Buyukozer Dawkins et al. study 
with infants that was mentioned in the text, participants in these two studies were making choices 
between distributions where they themselves were recipients of rewards, and not just third- party 
observers. Under these circumstances, where children’s choices directly affect the rewards that 
they themselves will receive, their choices may well not simply be a reflection of the norms that they 
endorse regarding which distributions are fair ones, as self- interest may overpower an accepted moral 
principle (for experimental evidence that precisely this happens in children in the age ranges of these 
studies, see, e.g., Smith, Blake, and Harris 2013).
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Suppose, for example, that children possess an innate special- purpose mech-
an ism for learning new animal concepts (a proposal we will return to later). 
Being a learning mechanism, it would respond to the experiences with animals 
that a learner actually encounters (as well as further sources of information about 
animals), so that learners with different experiences should end up with different 
concepts. For example, learners exposed to kangaroos but not penguins should 
acquire kangaroo concepts, but not penguin concepts, and vice versa. And yet 
these learners would still share a common psychological mechanism underpin-
ning this diversity. What is universal in this case isn’t a particular innate concept 
or a narrow set of options (as with linguistic parameters) but an open- ended 
capacity for acquiring concepts of a particular type— animal concepts. Variability 
regarding the concepts learned may well conceal a shared, universal rationalist 
learning mechanism.

5. Cognitive development in degraded environments. Finally, a fifth complication in 
considering how universality relates to concept nativism has to do with the presence 
or absence of input that is necessary for a particular rationalist learning mechanism 
to operate properly. If the input that is required for a rationalist learning mechanism to 
deliver its normal output is absent in a given en vir on ment, then this could result in 
certain concepts failing to be acquired in this environment— despite the universal 
presence of the rationalist learning mechanism.

It has been well documented that children who aren’t exposed to a natural lan-
guage within a critical period in development have considerable difficulties with 
features of language that are second nature to the rest of us (Jackendoff 1994). But 
this fact hardly undermines the claim that there is an innate language- specific 
acquisition mechanism. These are just unfortunate cases in which the language- 
acquisition mechanism lacks some of the essential information that it needs to do 
its job. Something similar could happen with a rationalist learning mechanism 
for acquiring concepts in a given domain. For example, Atran and Medin (2008) 
have argued that some of the peculiarities in how contemporary city dwellers in 
large- scale societies conceptualize and reason about biological kinds trace back to 
the fact that they have relatively little engagement with the natural world and with 
other sources of information about plants and animals. They may still have an 
innate domain- specific mechanism for the conceptualization of biological kinds, 
but according to Atran and Medin, this mechanism’s normal output is only fully 
realized in contexts where children grow up with a higher level of exposure to 
animals and plants than is typical in modern cities.

These considerations show that we need to be careful when sorting through the 
evidence pertaining to the argument from universality, as the relationship 
between concept nativism and universality is a complex one. The psychological 
structures in a rationalist acquisition base might not be reflected in readily 
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discernible universals because they give rise to disjunctive or conditional univer-
sals, because of competence masking, because they are associated with universals 
that are overridden in development or are subject to representational narrowing, 
because they involve innate domain- specific learning mechanisms that are 
responsive to environmental variation, or because they lack essential input. As a 
result, evidence of apparent cross- cultural variation may nonetheless still be best 
explained in rationalist terms.

The empiricist perspective that we mentioned at the start of this chapter holds 
that while universality is necessary for rationalist accounts of conceptual develop-
ment to be true (and is undermined by any evidence of variation), universality is 
not sufficient for rationalist accounts to be true (since non- rationalist ex plan-
ations for universality are possible). The considerations raised so far highlight the 
weakness of the first of these empiricist claims— the necessity claim. But the suf-
ficiency claim also requires clarification. The rationalist view isn’t that universals 
automatically establish the existence of corresponding innate psychological traits. 
Rather, rationalists and empiricists both need to ask for any given pattern of uni-
versality or variation what the best explanation is for that pattern. The rationalist 
view is that sometimes the best explanation is a rationalist one— an explanation 
that postulates innate concepts or rationalist learning mechanisms. Once the five 
types of complicating factors above are taken into account, we’d suggest that the 
evidence regarding universals supports rationalist accounts of conceptual devel-
opment in a wide range of conceptual domains.

It isn’t easy to show this, however— not because the argument from universal-
ity involves any kind of confusion, but because of a paucity of data available to 
bring to bear on specific detailed comparisons of people living in disparate so ci-
eties. This poses a challenge for both claims about universality and claims about 
variability. For while variation is easier to establish than universality, it is often 
unclear what drives the variation without a broader perspective that takes into 
account a range of cultures. And the fact is that most of what is known about the 
mind is based on data from a shockingly small sample of human societies.5 
The typical participant in a psychology experiment lives in a society that is, in the 
terms of Henrich et al. (2010), a WEIRD society (Western, Educated, 
Industrialized, Rich, and Democratic). The overwhelming majority of psy cho-
logic al experiments have never been run in non- WEIRD societies, and the few 
exceptions have only looked at a handful of non- WEIRD societies. Obviously 

5 As Henrich et al. (2010) note, a 2008 review found 95% of the participants in experiments that 
were reported in six leading psychological journals from 2003 to 2007 were from the US, Canada, 
Australia, New Zealand, or Europe (Arnett 2008), and it is very likely that the majority of the remain-
der were from urban populations in other parts of the world. One of the concerns that Henrich et al. 
raise about this focus isn’t just that this selection effect may distort the field’s understanding of whether 
any given psychological trait is universal. It is that the experimental participants are overwhelming 
drawn from large- scale Western societies and that individuals in these societies may be outliers among 
the full human population.
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claims that a psychological trait is a human universal are best established on the 

basis of a significantly broader range of data— ideally quantitative data that 
directly compares participants from a broad and diverse sample of societies. 
Unfortunately, the current evidence is highly fragmentary, it is short on quantita-
tive assessments, and it involves different experimental procedures in different 
locations, making it difficult to perform direct comparisons.

Does this mean that the argument from universality is dead in the water? Not 
at all. Evidence from a relatively small number of different societies can still pro-
vide strong grounds for inferring universality when it is reasonable to extrapolate 
from the societies studied. Here it is particularly helpful if evidence can be drawn 
from traditional or small- scale societies. (By traditional or small- scale societies, 
we mean communities with low population densities, paradigmatically involving 
at most a few thousand people, who make their living largely in traditional 
ways— hunting and gathering, horticulture, and herding— and where many of the 
norms, practices, and traditions in the societies have not been substantially 
altered by contact with Western and other large- scale industrial societies; see 
Diamond 2013 for more on such societies.) It is also useful to focus on small- scale 
societies whose physical or social environment differs from that of WEIRD so ci-
eties in ways that are relevant to how the conceptual capacity in question might 
be acquired, for example, ones where there are significant differences regarding 
how much caregivers talk to their children about the domain or how salient the 
category is for life in the community. In looking for evidence of universality, it 
also makes sense to focus on examples of domains where some preliminary case 
can be made either for universality or for a rationalist treatment of the represen-
tational capacities associated with the domain. This means taking hints from 
prior ethnographic studies (e.g., Brown 1991), cross- linguistic studies (e.g., 
Wierzbicka 1996), and from the candidates for innate features of the conceptual 
system favoured by other arguments for concept nativism.

We have already touched on one example that meets some of these criteria— 
cross- cultural studies of geometrical representation. In Chapter 1, we mentioned 
a body of work in which researchers tested Mundurucú adults and children 
regarding their intuitions about matters connected to Euclidean geometry 
(Dehaene et al. 2006; Izard et al. 2011). The Mundurucú are a particularly inter-
esting population to examine in evaluating the universality of geometrical repre-
sentations not only because theirs is a small- scale society. They also have no 
formal education in geometry and little or no experience with rulers, compasses, 
or maps. Thus, they provide a strong test for universality in this domain.

Recall that this research used a number of different methods and tested for 
geometrical knowledge of various kinds. Mundurucú adults and children were 
asked to estimate solutions to geometrical problems (e.g., given two angles in a 
triangle, indicate the size of the third angle), were asked to detect the odd one out 
in depictions of a geometrical property (e.g., one open figure among five other 
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closed figures), were asked to locate an object with a map that depicted only geo-
metrical information about the environment (no landmarks), and were even 
asked direct questions about geometrical possibilities (e.g., whether more than 
one straight line can be drawn through two points).

On many of these tasks, the Mundurucú performed indistinguishably from 
Western participants.6 As we noted in Chapter 1, this strongly suggests not only 
that certain geometrical concepts are likely to be universal but that a rationalist 
account of the origins of geometrical concepts is correct.7 The argument here is 
essentially that the Mundurucú provide a particularly good case of the type of 
society where one would expect geometrical concepts not to be present if such 
concepts weren’t in fact universal. And at the same time, the sorts of possible 
empiricist explanations for universality mentioned at the start of this chapter 
aren’t plausible in this case. For example, learners with only domain- general 
learning mechanisms and low- level perceptual representations to work with 
could not simply gain this knowledge by noticing obvious features of the world 
around them. Some of the geometrical knowledge that learners exhibit in this 
research is concerned with entities and situations that are not straightforwardly 
perceptually available at all— such as the properties of idealized straight lines 
which go on forever or the properties of such lines in relation to different types of 
hypothetical worlds— one that is an endless surface versus one that is spherical. 
Similarly, it is very unlikely that the Mundurucú are getting this geometrical 
knowledge from another culture. They do not have access to any of the games, 
tools, or books that are commonly used to teach geometry in WEIRD societies, 
for example. Of course, none of this is to say that an empiricist explanation of 
these universals is absolutely ruled out. However, as we have noted, our aim is not 
to show that an empiricist account is demonstrably impossible; our argument 
takes the form of an inference to the best explanation. And we think that it is clear 
that the best overall explanation of this work is one that takes the geometrical 
concepts at issue to either be innate or acquired via rationalist learning mech an-
isms of one sort or another.

6 This doesn’t mean that there wasn’t some variability too. As also noted in Chapter 1, there were 
some tasks where Western adults performed significantly better than Mundurucú adults, who per-
formed comparably to Mundurucú and Western children. These differences most likely reflect the 
influence of formal education on the development of geometrical knowledge.

7 We think that the geometrical representations employed by participants in these studies are 
uncontroversially conceptual. These representations may not have precisely the same content as geo-
metrical concepts employed in axiomatized Euclidean geometry as taught in schools, but the thor-
ough embedding of these representations in clearly conceptual cognitive processes leaves little doubt 
that they are concepts. For example, the study in which Mundurucú adults and children were asked 
about various geometrical possibilities required participants to interpret a verbally presented ques-
tion, to entertain whether the stated situation is possible or impossible, and to reason about situations 
that fall well outside the scope of perceptual experience (e.g., whether a line passing through a given 
point can have a parallel line that also passes through the same point).
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Let’s consider another example, the representation of false belief. Recall that 
the dominant view in developmental psychology has been that children aren’t 
able to represent false beliefs until they are 4 or 5 years old. This is the age at 

which they start to pass traditional false- belief tasks, verbal tasks in which they 
are explicitly asked about the behaviour of an agent who acquires a false belief 
regarding the location of an object. We saw an important challenge to this work 
in the context of the argument from early development. This came from 
re searchers who, in an effort to eliminate the high performance demands in trad-
ition al false- belief tasks, turned instead to methods that allow children to display 
their understanding of false belief in their spontaneous responses to false- belief 
scenarios— a change that greatly reduced the age at which children are seen to 
pass false- belief tasks. But when we say children here, we mean children from 
Western urban populations, the demographic that dominates research in devel-
opmental psychology.

Fortunately, more recent research has taken spontaneous- response tasks into 
the field, asking whether children in very different parts of the world represent 
false beliefs at younger ages too (Barrett et al. 2013a). These studies involved chil-
dren from diverse small- scale and traditional societies (a Yasawan community 
from a small village in Fiji, a Shuar/Colon community in rural Amazonia, and a 
Salar community in rural north- west China). Three different spontaneous- 
response tasks were used, each with a different methodology. Because the full 
impact of this work comes from the convergence of the results using these differ-
ing methods, we should take a moment to look at each of these tasks.

The first involved a verbal preferential- looking task— the picture- book task that 
we mentioned earlier in our discussion of the argument from early development. 
In this task, children hear a story about a character in a false- belief scenario and 
follow along while watching pairs of matching and non- matching pictures in a 
picture book. Recall that children look more at pictures that match a story, and 
that this presents researchers with clear evidence about how the children are 
interpreting what they hear. The crucial feature of this experimental procedure, 
once again, is that the story ends with a statement which leaves open which loca-
tion she looks in, simply reporting that, after returning to the scene, the character 
looked for her object. Would the children look more at the picture of the character 
searching for the object in its ori gin al location (the false- belief solution) or the 
picture of the character searching in the location it had been moved to while she 
was away (the reality- based solution)? Children in all three of these communities 
looked longer at the original- location picture, indicating that they attributed a 
false belief to the character in the story.

The second task was a verbal anticipatory- looking task. In this case, there were 
two experimenters, E1 and E2. E1 introduced the child to a game with stickers. 
Having shown the child that one container was empty and the second contained 
a pair of scissors, E1 removed the scissors and cut out a sticker from a sheet of 
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stickers and gave it to the child to place on a piece of paper. As E1 was about to cut 
out a second sticker, E2 entered the room and mentioned that someone needed 
E1. So E1 replaced the scissors in the container where she had originally found 
them and left the room. While E1 was gone, E2 joined the child and started 
exploring what was in the two containers on the table, showing the child that one 
was empty and one contained scissors. E2 then announced that she needed 
some scissors for a project she was working on, and placed them in her pocket. 
Next, E2 looked away from the child, assumed a thoughtful pose and said 
( as if wondering to herself out loud), When E1 comes back, she is going to need her 

scissors again . . . where will she think they are? Once again, children in all three 
communities spontaneously indicated their understanding that the agent would 
suffer from a false belief, this time by looking longer in anticipation at the container 
where E1 had left the scissors.

The third task was a non- verbal violation of expectation task. In this case, the 
child watched a series of events that began with an experimenter (E1) sitting at a 
table with three brightly coloured small containers. E1 picked up the one closest 
to her (E1’s object) and shook it, making a rattling sound. One of the remaining 
objects looked exactly the same as E1’s object (identical object) and one looked 
different (different object). E1 next shook each of these other objects. The identi-
cal object didn’t make any noise when shaken, but the different object rattled 
when shook, just as E1’s object had. All of this made clear to the child that the 
unobvious property of E1’s object— its rattling noise— was shared with the differ-
ent object, but not the identical object, contrary to normal expectations. Next, E2 
arrived and sat across from the child and facing the identical and different objects. 
E1 shook her object, demonstrating its rattling noise to E2, and asked E2 “Can 
you do it?”. Finally, E2 grasped either the identical object or the different object 
and paused. Of course, anyone reading this would understand that E2 should 
falsely believe that the identical object produces the rattle and thus would find it 
unexpected if E2 grasped the different object. Evidently the children in these 
communities agree. They looked longer when E2 grasped the different object.8

We have noted that the children in all three of these societies passed these 
false- belief tasks well before the age at which Western children pass traditional 
false- belief tasks. Children’s performance across these three societies was very 
similar. In addition, the very same experiments were conducted in the United 
States, allowing for a direct comparison between children from a diverse group of 
small- scale societies and WEIRD children (Scott et al. 2010; He et al. 2012; Scott 
et al. 2012).9 The result was much the same pattern of responses across all four 

8 The data for this last task come from just the Salar and the Shuar/Colon communities, as the data 
from the Fiji community wasn’t useable. See Barrett et al. (2013b) for details.

9 Given that fewer research participants were available in the small- scale societies, a slightly wider 
range of ages had to be tested than in the United States. Still, the mean ages in the study were all well 
below the age at which children succeed on traditional false- belief tasks in the West, and the youngest 
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groups. But does this show that fAlse belief is a universal concept, better yet an 
innate universal concept? This cross- cultural work certainly doesn’t provide 
definitive proof that it is, but the evidence is very compelling.

Two points stand out. The first is simply the scope of the social and en vir on-
mental differences across the four populations. The children in these three small- 
scale or traditional societies were growing up under significantly different 
conditions from one another and from the children in the United States. The 
second is that there are also features about life in these small- scale societies that 
greatly reduce children’s access to the sorts of experiences that drive learning 
about the existence of false beliefs on non- rationalist accounts (Barrett et al. 
2013a). In all three of these societies, parents are far less apt than WEIRD parents 
to engage in parent- child conversations that are explicitly intended to instruct 
their children and guide their children’s development. People in all three sites 
also hold an outlook that grants children little personal agency, so children are 
rarely asked about their thoughts, feelings, and preferences. And children in all 
three sites typically interact with a smaller and less diverse group of social part-
ners than is often the case in WEIRD societies. Because of these differences, these 
children enjoy less joint attention with parents, fewer prompts to reflect on their 
own mental states, and less exposure to competing perspectives. In addition, the 
Yasawan participants come from a part of the world (in Melanesia and the South 
Pacific) where there is the widespread belief that it is very difficult or impossible 
to know what is going on in someone else’s mind and consequently that one 
should refrain from attributing thoughts to others unless these thoughts have 
been explicitly verbalized.10 A similar outlook is present among the Shuar, who 
frown upon speculating about things one does not have direct knowledge of, 
including other people’s intentions— not only is this discouraged, but it is some-
times considered a form of lying. This would of course severely limit the quantity 
of mental state talk in general in the community that children would be 
exposed to.

Thus there are major obstacles for learners in these small- scale societies under 
the assumption that general- purpose learning would have to rely on mental state 
discourse and related cultural practices to obtain the very idea that there are such 
things as false beliefs. Given the difference in both the quantity and quality of this 
linguistic input and related culturally mediated support for thinking about other 
minds, empiricist models ought to predict a great deal of variability regarding 
when children are able to pass these sorts of false- belief tasks under these differ-
ent living conditions. But what we have seen is that there is no evidence of such 

children tested were as young or younger than the youngest among the US children. Analyses com-
paring the different populations also found no effect for age in these experiments.

10 Anthropologists who have documented and commented on this outlook refer to it as the doctrine 
of the opacity of other minds (Robbins and Rumsey 2008).
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variability across this range of societies— children perform similarly in all of the 
tested societies— suggesting that the ability to represent false belief is itself innate 
or is acquired via a rationalist learning mechanism.11

The key to the argument from universality is being able to extrapolate from 
data concerning people’s conceptual abilities in a limited number of different 
communities. This means looking for cases where children develop more or less 
the same concepts even when they have strikingly different opportunities to learn 
about the domains in which these concepts figure. In the examples we have 
looked at so far, the focus has been on cases where social facts about small- scale 
societies entail that children will have less access to relevant information than 
WEIRD children. But sometimes things go the other way— WEIRD children are 
the ones with less access.

Consider the conceptualization of death. In urban Western communities, chil-
dren are typically insulated from experiences with death. They see few human 
corpses, few dead animals, and their experience with death in connection with 
food and cooking is highly sanitized— to the point where there is no clear link for 
many young children between meat and the animals it comes from. In contrast, 
in traditional small- scale societies, children often witness animals dying and 
being dismembered, gutted, or skinned, and may be allowed or encouraged to 
“play” with small animals in a way that often leads to the animals’ death.

The conceptualization of death is also an especially interesting case study 
because, despite these cultural differences, beliefs about some form of afterlife are 
commonplace. So whether children are kept from having experiences related to 
death or not, they often hear about dead ancestors continuing to exert an influ-
ence on current affairs, dying relatives passing on to live in paradise, and so on. 
This way of talking about death is clearly at odds with the thinking that death is 
final; hence it should interfere with a biological understanding of death as the 
total cessation of biological processes.12

11 Some cross- cultural studies, employing traditional false- belief tasks, report greater variation 
cross- culturally (compare Callaghan et al. (2005) and Mayer and Träuble (2013). However, this isn’t 
particularly surprising given the heavy performance demands associated with traditional false- belief 
tasks (see Chapter 9). In fact, an important recent study shows that much of the individual variance in 
traditional false- belief tasks may be explained by one key feature— the fact that such tasks require 
participants to overcome the “curse of knowledge”. The curse of knowledge is a cognitive bias in which 
people find it difficult to put aside what they know about the world when considering what someone 
else may know. Variations on traditional false- belief tasks that do not require overcoming the curse of 
knowledge are as readily passed by 3- year- olds as older children (Ghrear et al. 2021), suggesting that 
much of the variance on traditional false- belief tasks, both individual and cross- cultural, may be 
explained by variance in the ability of children to overcome the curse of knowledge. By using non- 
traditional false- belief tasks, Barrett et al. (2013a) were able to limit the impact of the curse of know-
ledge and other kinds of competence masking factors.

12 Developmental psychologists who have studied Western children have thought that death is a 
particularly hard concept for children to grasp because it is also easily confounded with sleep and 
requires disentangling the categorical distinction between animate/inanimate and alive/dead. When 
an animal dies, it loses its animacy, but ordinary inanimate objects (e.g., keys, cups) aren’t dead 
(Carey 1985).



The ArgumenT from universAliTy 325

Notice, though, that an evolutionary perspective suggests that there ought to 
have been selection pressure in ancestral environments for children to rapidly 
develop an understanding that death terminates an animal’s agency. Consider the 
simple question of what to do if one encounters an inert wild animal, such as a 
wolf or a coyote. If it is dead, approaching it is an option. But if it is still alive, then 
a high degree of caution is in order. It may be dangerous or even deadly to 
approach. There is also a major asymmetry in the cost associated with errors in 
these circumstances. To mistakenly suppose that a dead animal is alive is a small 
mistake compared to assuming that a live animal is dead. This line of reasoning 
led Barrett and Behne (2005) to set out to determine whether children are 

endowed with an innate special- purpose system that responds to cues of death 
and that uses these to categorize an entity according to whether it is a living agent 
or whether it is dead. This categorization would act like a cognitive switch. It 
would have the default setting that favours the living/animate setting (to err on 
the side of safety), but once the switch is thrown and an item comes to be cat egor-
ized as dead, all the former inferences associated with agency would be blocked 
(e.g., the item would no longer be taken to have the power of engaging in goal- 
directed behaviour).

To test this hypothesis, these researchers examined 3- to 5- year- old children’s 
inferences about agency- related properties in scenarios involving an animal that 
falls asleep or dies.13 The children were asked: Can it be afraid? Could it move if 

you touched it? If you walked by, could it know you were there? Because the mo tiv-
ation behind this study was the hypothesis that the living/dead discrimination 
system is a human universal, the populations chosen for comparison were ones 
that have markedly different exposure to animals and death and whose children 
face stark differences regarding the danger that animals pose in day- to- day life. 
One was an urban Western population (children from Berlin), the other was a 
hunter- horticulturalist population living in the forest (Shuar children from the 
Amazonian region of Ecuador). The result was a remarkable correspondence 
despite these differences— a developmental trajectory in which, by 4 years of age, 
children in both populations appreciate that death but not sleep blocks normal 
agency inferences.14 This finding is hard to explain on the assumption that this 
distinction is owing to children’s experiences of death or what they hear about 
death. Why would it develop in the same way, and at the same time in childhood, 
across these populations? On the other hand, it makes perfect sense if the acquisi-
tion base includes a living/dead discrimination system that links representations 

13 It is worth noting that, while this work is with children, the logic of the argument that we are 
giving is not that of an argument from early development.

14 For further supporting cross- cultural work on the conceptualization of death, see Astuti and 
Harris (2008) and Barrett et al. (2021).



326 The ArgumenT from universAliTy

of life and death with inferences suitable to animate and non- animate biological 
entities.15

Let’s look at one more example of the argument from universality. Evidence 
from both anthropological surveys (Brown 1991) and cross- linguistic analyses 
(Wierzbicka 1996, 2015) suggests that basic logical concepts— such as or, All, 
and noT— are human universals. However, languages differ in important ways in 
how they express these concepts. Consequently there are interesting cross- 
cultural differences in the linguistic and social environments that children experi-
ence when learning the meaning of logical terms. We will focus here on 
disjunction (the concept or) and the interpretive problem for children learning 
the language of disjunction and how it is related to other linguistic constructions 
involving logical concepts (e.g., negation and quantification). Our argument is 
based on research that has led linguists to conclude that disjunction takes a par-
ticular universal form in natural language. But to anticipate the claim we wish to 
make, it isn’t about what may (or may not) be universal among adult speakers. It 
is about what is universal for children. Our claim is that children universally 
interpret disjunction in natural language in just one way despite considerable evi-
dence from adult speech for contrary interpretations.16

A little background on the form that disjunction takes in language is necessary 
to understand how the argument from universality works in this case. There are 
two possibilities to consider. Disjunction could be interpreted inclusively or 
exclusively:

Inclusive disjunction (inclusive- or)

A or B is true when A is true but B isn’t, when B is true but A isn’t, and when 
both A and B are true.

Exclusive disjunction (exclusive- or)

A or B is true when A is true and B isn’t, and when B is true and A isn’t, but not 
when both A and B are true.

Interestingly, although there are good reasons for supposing that disjunction 
takes the inclusive form in natural language, this isn’t always obvious from 

15 What about younger children? Although the 3- year- olds in this study weren’t reliable in distin-
guishing the impact of sleep from death, we suspect that the test wasn’t sensitive enough to get at the 
youngest age at which the living/dead discrimination system first appears. A more sensitive test would 
require providing children with the most reliable cues of death that would have been available in 
ancestral environments, for instance, seeing an animal being torn apart or seeing the whitened face of 
a human corpse. For understandable reasons, stimuli of this kind are off limits and we have to be 
content with studies employing less vivid cues.

16 Our discussion of this example follows the analyses in Crain and Khlentzos (2010) and Crain 
(2012), who use a version of the argument from universality to argue for a position they refer to as 
logical nativism. This is the view that “humans have an innate logical faculty that structures thought 
and assists in the acquisition of language” (Crain and Khlentzos 2010, p. 31).
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patterns in adult speech. In fact, there are some systematic patterns in adult 
speech that lead to the appearance that disjunction should be interpreted exclu-
sively (we will mention a few of these in a moment.) This situation constitutes a 
major challenge for young language learners on the assumption that language 

learning is restricted to domain- general learning. The evidence from adult speech 
should cause children to opt for the exclusive interpretation. On the other hand, 
if children universally reject this interpretation despite the evidence in its favour, 
this suggests that they approach language learning with an innate disposition or 
bias to interpret natural language disjunction inclusively. And if this is how lan-
guage acquisition proceeds, it would suggest that the logical concepts that stand 
behind this universal feature of language learning are innate concepts and, in 
particular, that inclusive disjunction is part of the acquisition base.

Now consider the way English- speaking adults use the word “or”. In English, it 
is natural to interpret the sentence Alice ate eggs or cereal as implying that Alice 
ate one but not the other— suggesting that “or” isn’t understood as inclusive dis-
junction. However, the reason that simple sentences of this sort are treated in this 
way is that it is pragmatically odd to say Alice ate eggs or cereal when she ate both. 
If Alice ate both eggs and cereal, then a speaker who said she ate one or the other 
wouldn’t be complying with the pragmatic principle that requires speakers to be 
cooperative and hence as informative as possible; a cooperative speaker who 
knew that Sue ate both should say that Sue ate the eggs and the cereal, even if it is 
technically true (on the inclusive reading of “or”) that Sue ate the eggs or the 
cereal. However, children below the age of 6 or 7 aren’t in a position to appreciate 
that it is misleading to talk in this way, because children this young have a poor 
grasp of pragmatic implicature. Accordingly, we should expect them to treat the 
adult usage as directly reflecting the meaning of disjunction, and interpret “or” 
exclusively. Yet children learning English do not do this. They happily accept a 
description like Alice ate eggs or cereal when Alice ate both. That is, they adopt 
the inclusive interpretation of “or” even when adults, to all appearances, do not. 
In this way, English- speaking children seem to be acquiring inclusive- or in spite 

of their adult models rather than because of them.
English is of course just one language. To establish that the inclusive in ter pret-

ation of disjunction is universal, we have to look at other languages, especially 
languages that are typologically remote from English and from one another. 
Chinese and Japanese are useful languages to investigate with these criteria in 
mind. And they are especially pertinent for studying how children interpret dis-
junction in language. This is because the fact that disjunction is inclusive- or in 
Chinese (“huozhe”) and Japanese (“ka”) is even less transparent than in English, 
making them especially difficult test cases for the universality hypothesis.

To see this, it is useful to consider another feature of inclusive disjunction, 
namely, the fact that a simple negated disjunction entails a conjunction of neg-
ations. From Alice didn’t eat eggs or cereal, it follows that Alice didn’t eat eggs and 



328 The ArgumenT from universAliTy

that Alice didn’t eat cereal. Adult English speakers readily accept these entail-
ments. However, adult Chinese and Japanese speakers do not appear to accept 
the equivalent entailments in Chinese and Japanese (even though speakers of 
these languages are in fact employing inclusive- or in these cases), making it look 
even more as though such speakers do not interpret disjunction inclusively.17 
This means that young Chinese and Japanese children are regularly exposed to 
adult speech that appears to treat disjunction as exclusive- or. And so it might be 
expected that the children follow suit and— at least initially— interpret disjunc-
tion in Chinese and Japanese as exclusive- or. However, they don’t opt for the 
exclusive- or interpretation. Instead, they interpret disjunction just as English- 
speaking children do. For example, given a situation in which Alice has eaten 
eggs but not cereal, 5- year- old Japanese speakers reject the description Alice 

didn’t eat eggs or cereal (just like English speakers)—even though Chinese- and 
Japanese- speaking adults are happy to accept (the Chinese or Japanese equivalent 
of ) this description. Here, too, children interpret disjunction as inclusive- or in 

spite of their adult models rather than because of them.
The situation, then, is that children growing up in diverse linguistic en vir on ments 

converge on a single interpretation of disjunction in language— the inclusive- or 
interpretation— even though adult speakers, for different reasons and to varying 
extents, obscure the fact that this is the right interpretation.18 Thus we have strong 
evidence for a linguistic and conceptual universal among young language learners. 
Moreover, this is a universal of precisely the type that can’t be explained in terms 
of empiricist general- purpose learning. Given the input that children are faced 
with, a general- purpose learning mechanism should settle on the exclusive- or 
interpretation (at least initially).19

17 Notice that even if this weren’t the case— if instead, adult speakers of Chinese and Japanese 
weren’t using inclusive- or— that this argument would still be strong (in fact, arguably even stronger). 
This is because it would be even better evidence for inclusive- or being innate and associated with 
language if children learning languages where the adults were using exclusive- or nevertheless 
themselves interpreted these languages as using inclusive- or.

18 The inclusive- or interpretation has also been found in children speaking Turkish (Geçkin et al. 
2017), Catalan (Pagliarini et al. 2021), French and Hungarian (Pagliarini et al. 2022), and to some 
extent among Italian children, though for Italian- speaking children, the situation is somewhat more 
complicated (Pagliarini, Crain, Guasti 2018; Pagliarini, Lungo, et al. 2022).

19 If adult speakers of Chinese and Japanese don’t appear to accept the entailments that go with 
understanding disjunction as inclusive- or, why have linguists argued that this is not because they 
don’t understand disjunction as inclusive- or? The reasoning here is complex, but we will sketch the 
core idea. (It should be kept in mind, however, that, as we noted in footnote 17, our case is even 
stronger if linguists are wrong about this.) The reasoning relies on the background hypothesis that 
Universal Grammar has a parameter for whether disjunction is a positive polarity item (which by def-
in ition must take scope over negation) (Crain and Khlentzos 2010). The idea of the scope of a term 
comes down to how much of the sentence the term applies to, so when one term has scope over 
another, the first applies to more of the sentence, and includes that part of the sentence that the sec-
ond applies to. An example of a positive polarity item interacting with negation in an English sentence 
will help to clarify what this means. In English, “some” is a positive polarity item. Sue did not touch 
some of the toys means that there are some toys that Sue did not touch, not that it is not true that 
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Earlier in this chapter, we noted that the argument from universality faces a 

major practical challenge stemming from the current paucity of cross- cultural 
data, especially the paucity of data for small- scale societies and other non- WEIRD 
populations. We have argued that a strong case can nonetheless be made for 
universality in some of the domains where we do have cross- cultural data. The 
examples we have looked at to illustrate this have been geometrical concepts 
(comparing Mundurucú adults and children to Western adults and children), 
fAlse belief (comparing Yasawans, Shuar, Salar, and Western children), deATh 
(comparing Shuar children to US children), and certain logical concepts 
(comparing Chinese-, Japanese-, and English- speaking children). While 
 further examples could be discussed, these should suffice to illustrate the 
 argument from universality. Of course, as we remarked earlier, it is certainly 
possible for a psychological trait to be universal without being innate. The 
question, though, isn’t whether this is possible. Rationalists agree with empiricists 
that universality doesn’t necessarily argue for a rationalist account. The real 
issue is, and always has been, what the best type of explanation is of a universal 
trait’s origin.20

We have argued that at least in these particular instances of universality, there 
are good reasons to think that the best explanation is, in fact, a rationalist one. In 
each case, there are key facts that suggest that the universal isn’t the product of 
general- purpose learning and that it depends upon certain innate concepts or 
rationalist learning mechanisms. For example, with the conceptualization of 
death, there was the fact that Western urban children and Shuar children live in 
conditions with substantially different experiences of death. The Shuar children 
routinely witness and even participate in the killing of animals and face the very 

there are some toys that Sue did touch. Even though “some” occurs later in the sentence than “not”, 
it is interpreted as applying more widely in the sentence than “not” does. Crain and Klentzos claim 
that, just as “some” is a positive polarity item in English, disjunction (inclusive- or) is a positive polar-
ity item in Chinese and Japanese. This means that the Chinese or Japanese equivalent of Alice didn’t 
eat eggs or cereal gets interpreted as something like Either Alice didn’t eat eggs or Alice didn’t eat cereal 
(with the “or” applying more widely than the “not”, even though “or” occurs later in the sentence than 
“not”). This explains why it doesn’t entail that Alice didn’t eat eggs and that Alice didn’t eat cereal. But 
why think that disjunction is a positive polarity item in these languages? Part of the evidence for this is 
that, if disjunction is a positive polarity item, then the conjunctive entailment should go through 
when the negation occurs in a higher clause than disjunction (because the scope of the disjunction 
will be limited to the clause it is in). And it does. For example, from Jen didn’t say Ted ordered pasta or 
sushi (in Chinese and Japanese) it follows that Jen didn’t say Ted ordered pasta and Jen didn’t say Ted 
ordered sushi. As we noted earlier, however, nothing in our argument turns on this being the correct 
interpretation of adults.

20 It is also worth repeating that concept nativism allows for traits that are not universal if only 
because of the complications mentioned earlier— conditional and disjunctive universals, competence 
masking, innate traits being modified or overridden, rationalist learning that produces context- 
sensitive outcomes, and the possibility of abnormal development in degraded environments. What 
this means is that, just as empiricist accounts need to be considered in cases of universality, rationalist 
accounts need to be considered in cases of variability.
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real threat of being killed by animals themselves. In contrast, the Western urban 
children (from Berlin) have little experience of death, an often highly sanitized 
understanding of where animal products come from (meat, leather, etc.), and are 
unlikely to face any danger from nearby animals. And yet the Western children 
seem to follow the same developmental trajectory as the Shuar children regarding 
their inferences about death versus sleep. This striking fact is inexplicable if chil-
dren’s understanding of death forms on the basis of general- purpose learning, for 
example, learning that combines personal observations of dead and dying ani-
mals with adult testimony. But this fact is to be expected if children possess an 
innate domain- specific living/dead discrimination system. The other examples 
we have discussed (involving geometrical concepts, mental state concepts, and 
logical concepts) follow much the same pattern. In each case, the crucial fact isn’t 
just universality. It is an instance of universality that is best explained by a ration-
alist acquisition base.

In sum, although there is a need for far more research across cultures, and 
cross- cultural research on a wider range of conceptual capacities, there is already 
enough evidence to say that the argument from universality makes an important 
contribution to the case for concept nativism.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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12
The Argument from Initial 

Representational Access

Our fourth argument for concept nativism is based on the idea that learning con-
cepts in certain conceptual clusters requires an initial representational foothold 
in the conceptual domain— in order to learn concepts in the cluster, the learner 
must already have some representations pertaining to the conceptual domain or a 
semantically nearby domain. The form of argument here is closely related to the 
argument that we gave in Chapter 5 against Locke’s attempt to explain the origins 
of all general representations. That argument showed that if a learner only has 
access to non- general representations (representations of particular entities as 

particulars), they will not be able to learn general representations through a pro-
cess of abstraction. We then argued that this argument was not limited to abstrac-
tion but similarly applied to essentially any learning process with only these 
resources. The core problem was that learning mechanisms with access to only 
non- general representational resources could not bridge the gap to learning a 
fundamentally different type of representation— general representations. In order 
to learn general representations, the learner must already have some general rep-
resentations. The argument from initial representational access argues that for 
concepts in certain conceptual clusters, there is a similar representational gap 
that can’t be crossed without already possessing an initial representational foot-
hold in the conceptual domain at issue.

This type of argument has a number of precursors in the historical rationalism- 
empiricism debate. One is Kant’s claim that there are certain ways of representing 
the world that are so basic that they constitute preconditions for cognition and 
couldn’t possibly be the outcome of a learning process (Kant 1781/1998). Most 
famously Kant argued that space is the form of outer sense (i.e., objects must be 
seen as occupying some position in space) and that time is the form of inner 
sense (i.e., experiences of sensations and feelings must be temporally ordered). In 
a similar spirit, but with an interest in accounting for the variety of ideas that are 
expressed in natural language, Leibniz proposed there must be an “alphabet of 
thought” that forms the basis for all human concepts and that includes “only 
those that which are truly necessary for defining all the others” (Wierzbicka 2001, 
p. 233). Leibniz’s argument for a rationalist account of this alphabet was that 
understanding a concept by understanding a definition only goes so far. At some 
point, we reach a set of abstract concepts where any attempted definition 
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invariably leads to a vicious circle. His conclusion was that these concepts are 
innate and inherently understood— that is, understood without needing to grasp 
a definition— and that these are the elements from which all other concepts are 
fashioned.

These and other rationalist arguments in the history of philosophy give expres-
sion to the core idea behind the argument from initial representational access, 
that empiricist theorizing about the origins of concepts hasn’t fully recognized 
the extent of the challenge that empiricism faces. The arguments point to the 
existence of what might be called foundational conceptual clusters— clusters con-
taining sets of interrelated concepts where some of the concepts in question can 
be acquired if others are already possessed, but where the full set of concepts 
cannot be learned solely on the basis of concepts and representational resources 
from outside the domain. Instead, at least some concepts in the conceptual clus-
ter must be innate or acquired via rationalist learning mechanisms.1 Prime candi-
dates include such concepts as those involved in the representation of basic 
logical and numerical content, space and time, agency, causality, modality, and 
the sorts of categories that make up the primary metaphysical distinctions 
embedded in common- sense thinking and human language, for example, repre-
sentations for events, objects, substances/stuffs, individuals, properties, 
and kinds.

In order to spell out the argument from initial representational access more 
explicitly, we want to distinguish two related problems that are at the heart of the 
argument. The first— the why problem— is the problem of explaining why an 
empiricist learner who does not possess any representations in the domain in 
question would be prompted to formulate concepts from this domain. The 
second— the how problem— is the problem of explaining how an empiricist 
learner would be able to formulate these concepts given her prior ways of repre-
senting the world.2

The difficulty associated with the first problem is that the experiences an 
empiricist learner is limited to wouldn’t push her in the right direction. This 
point can be hard to appreciate because any theorist considering these issues will 
already have the concepts in question, making it difficult to see them as anything 
other than a natural outcome of normal human experience. To fully comprehend 

1 The term foundational conceptual cluster is just intended to provide a readily available way of 
referring to conceptual clusters where the argument from initial representational access is taken to 
apply. Whether a given conceptual cluster is a foundational conceptual cluster, and indeed whether 
there are any such conceptual clusters, is not a matter of stipulation, and would need to be argued for 
in any given case. We will also refer to foundational concepts (concepts in foundational conceptual 
clusters) and foundational domains (content domains that foundational conceptual clusters are directed 
at or about).

2 We are using the term empiricist learner as shorthand for learners as empiricist models conceive 
of them, in particular, learners who are constrained by the sort of acquisition base that is postulated 
by empiricist theories of concept acquisition (see Chapter 2).
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the force of the why problem, you have to make a concerted effort to imagine not 
having these concepts or any representations with related content. You have to 
imagine that all you have to begin with is the empiricist acquisition base, with its 

general- purpose mechanisms and its minimal stock of sensorimotor representa-
tions.3 Given this austere starting point, what sorts of experiences would prompt 
the new way of thinking?

Take the concept belIef. To acquire this concept requires being able to see the 
world in terms of hidden causes with representational properties that might 
account for people’s behaviour. Belief attributions depend on inferences that are 
grounded in external cues of various kinds. For someone who already knows 
about mental states, some of these cues will readily lead to thoughts about the 
other person’s inner life. But what about a learner who has none of this to begin 
with— no prior representation of beliefs or belief- like states, no understanding 
that people’s behaviour is caused by hidden inner states, and so on? All this 
learner has to go on is people’s behaviour itself, represented purely in terms of 
low- level perceptual representations of things like their facial expressions, their 
posture, and their movements.4 As Leslie (1987) has remarked, “it is hard to see 
how perceptual evidence could ever force an adult, let alone a young child, to 
invent the idea of unobservable mental states” (p. 422).

Granted, learners in this situation may find themselves in a social world in 
which it is difficult to predict what others will do. They may even grasp that they 
are in this situation and look for variables that will help them to better under-
stand people’s behaviour. But given that, by assumption, they are unable to repre-
sent mental states as such and instead can only represent properties and relations 
that are perceivable, the needed variables would be exceedingly peculiar. It’s one 
thing to have a sense that your current ways of representing the world are in ad-
equate, and quite another to have an inkling about a wholly new way of conceptu-
alizing the situation. What in this learner’s experience would ever lead her to 
begin to think about the matter in terms of unobservable causes, better yet unob-
servable causes with representational properties? Notice, as well, that the fact that 
an empiricist learner herself has such states surely isn’t enough. Many animals 
have beliefs (or other representational mental states) too but no inkling that 

3 As we develop the argument from initial representational access, we will often just refer to these 
representations as perceptual representations. However, it should be kept in mind that these should be 
understood to be low- level perceptual representations (e.g., ones that generally pick out sensory prop-
erties and not higher- level properties like object kinds) and that empiricists make use of motor repre-
sentations as well.

4 People also talk about mental states and use special constructions to do so (e.g., words that take 
sentential objects). But in order to make the case that this could assist an empiricist learner in acquir-
ing a conception of mental states as such, one must address the question as to how such a learner 
would ever be in a position to interpret these words properly. Moreover, as we saw in Chapter 9, chil-
dren are competent with mental state concepts at ages well before their abilities with these parts of 
language are in place (another example of arguments for concept nativism interacting).
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belIef (or menTAl represenTATIon) is critical to accounting for the actions of 
other agents.5

The how problem takes this problem one step further. It asks how a motivated 
empiricist learner could even formulate the target concepts to begin with. Sticking 
to belIef for the moment, the task might be tractable if children innately possess 
some basic elements of common- sense psychology, for example, if they innately 
have the ability to represent a few types of mental states and had innate know-
ledge of some paradigmatic circumstances in which they occur. This might give 
children the basic tools needed to posit that there are unobservable representa-
tional states and provide the scaffolding necessary for learning more about such 
mental states and others like them. But without any prior ability to represent and 
reason about mental states at all, there is an enormous gap between where chil-
dren begin and where they end up.6 How exactly would an empiricist learner 
bridge this gap?

Much the same point applies to other foundational conceptual clusters outside 
of folk psychology. Of course, there needn’t be a deep puzzle about how new con-
cepts are learned when a learner can draw upon directly related representational 
abilities. If you already know about kin and about properties and relations that 
are central to kinship categories (e.g., male/female, parent/offspring), then 
acquiring a new kinship concept, like grAndmoTher, needn’t be all that mysteri-
ous. The same goes for acquiring a new financial concept, like AnnuITy, assum-
ing you are already familiar with contracts, money, and insurance companies. 
This isn’t to say there aren’t important questions about how these concepts are 
acquired even then. But most theorists would agree that such new concepts can 
be formulated by using older concepts in new ways and by incorporating a bit of 
new information. In the simplest of cases, this may take the form of a definition 
(e.g., x is y’s grandmother just in case x is a female parent of one of y’s parents). But 
the how problem becomes pressing when this process depends on access to con- 
cepts that cannot themselves be acquired in this way or otherwise acquired 

5 Some empiricists might respond to Leslie by claiming that empiricist learners can access their 
own beliefs through introspection. But while introspection may tell us something about our own 
experience, it’s not clear that beliefs as such are introspectable (Carruthers 2011). Moreover, much the 
same problem arises with respect to introspection in any case. To the extent that we are able to under-
stand ourselves as possessing beliefs through introspection, the question arises as to how this is 
achieved. If we don’t already have a way of representing beliefs as such, it isn’t clear how introspection 
would give us a way of representing the contents of introspection as beliefs. But if we already possess 
the ability to represent beliefs as such, then introspection wouldn’t explain where belIef comes from. 
The capacity to introspect the contents of introspection as beliefs seems to presuppose the very repre-
sentational ability whose origins it is being asked to explain.

6 It may be that a learner doesn’t necessarily require concepts of other representational mental 
states in order to acquire belief, and that this concept can be acquired on the basis of closely related 
concepts, such as the concept of an unobservable cause and the concept of a representation. But this 
just means that these concepts, particularly represenTATIon and belIef, are part of a tight cluster of 
interconnected concepts, and the problem is much the same for acquiring represenTATIon as it is 
for belIef.
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through the sorts of domain- general learning mechanisms available to an empiri-
cist learner.

Taken together the why problem and the how problem form the backbone of 
the argument from initial representational access. For an important selection of 
conceptual domains, these problems mean that it is all but impossible for an 
empiricist learner to acquire concepts in the domain in question.7 But since 
humans do reliably acquire representations in these conceptual domains, this 
means that we aren’t empiricist learners. The concepts must be innate, and so 
acquired non- psychologically, or else acquired via a rationalist learning mechanism 
on the basis of other concepts or representational resources in the relevant domain. 
As we will show, this argument poses a serious challenge for any thoroughgoing 
empiricist account of concept acquisition.

In order to appreciate the full strength of the argument from initial representa-
tional access, it will be useful to examine some of the main ways that empiricists 
have responded to the challenges that the why problem and the how problem 
present. We will focus on one particularly important type of response— and a 
cornerstone of much empiricist theorizing— which addresses the how problem 
with a two- pronged reduce- or- eliminate strategy.

Reductive semantic programmes of one kind or another have always been cen-
tral to empiricist models of psychological and linguistic representation and 
continue to be important in contemporary theorizing.8 These can take different 
forms, but, in the ideal case, they are guided by the assumption that all concepts 
are ultimately composed from a stock of semantic primitives that originate in per-
ceptual systems and are restricted to low- level perceptual content. As a result, it 
can be held that no matter how far removed from perception any concept may 
appear to be, its content is exhausted by things that can be perceived. Locke pro-
vides an early and especially clear example of this view:

if we warily observe the Originals of our Notions, that even the most abstruse 

Ideas, how remove soever they may seem from Sense, or from many operation 

of our own Minds, are yet only such, as the Understanding frames to it self, by 

repeating and joining together Ideas, that it had either from Objects of Sense, or 

from its own operations about them: So that those even large and abstract Ideas 

are derived from Sensation, or Reflection, being no other than what the Mind, by 

the ordinary use of its own Faculties, employed about Ideas, received from 

7 In particular, we have in mind here an empiricist learner possessing an austere initial representa-
tional starting point in relation to the representational domain (i.e., one with no innate representa-
tions and no innate domain- specific learning mechanisms pertaining to the domain in question).

8 To be clear, we are not claiming that empiricists are required to adopt a programme of this sort, 
only that empiricists have frequently done so in an attempt to deal with the sorts of problems that are 
highlighted by the argument from initial representational access.
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Objects of Sense, or from the Operations it observes in it self about them, may, 

and does attain unto. (Locke 1690/1975, p. 166)

This type of semantic view sets the stage for the extensive use of the Acquisition 
by Composition model of conceptual development (the ABC model; see 

Chapter 5). This model claims that learning a concept is a matter of composing it 
from its semantic constituents.9 Notice that if all concepts are ultimately com-
posed of the same stock of low- level perceptual representations, then acquiring 
any complex concept is largely a matter of settling on the right combination of 
perceptual representations. These combinations may come about in a number of 
different ways. Some may result from processes that track perceived correlations 
(e.g., seeing that a certain shape regularly appears with a certain colour), some 
may be mediated by language (e.g., associating perceptual properties that are 
jointly singled out by a given phrase), while others may be randomly or creatively 
formed combinations that prove to be useful or interesting (e.g., combinations 
that take place in imagination). For a theorist who relies on the ABC model to 
support an overall empiricist approach to conceptual development, it doesn’t 
matter which of these specific processes is behind the acquisition of any given 
concept. What does matter is that every concept is either a low- level perceptual 
representation (which is simply produced by the activation of a perceptual system 
without learning) or a complex representation (acquired by composition in a way 
that reflects the correct semantic reductive analysis of the concept). Either way, 
there would be no need to postulate a richer stock of innate representations. The 
innate representations would be confined to the semantic primitives that go hand 
in hand with an empiricist version of the ABC model.

But what if a concept can’t be acquired in this way because it lacks the needed 
semantic structure? What if it isn’t a perceptual semantic primitive itself but also 
isn’t exclusively composed of perceptual primitives? This is where the eliminativ-
ist strategy kicks in. Many empiricists would say that this situation is reason 
enough to conclude that the concept in question is spurious. The classic source 
for this move is Hume’s highly influential empiricism about concept acquisition, 
which epitomizes how the eliminativist strategy can be used in tandem with the 
reductive strategy. (We should note that although we are presenting some of these 
strategies and ideas in terms of their classic philosophical sources, the core moves 

9 Although we ourselves argue that the ABC model is not mandatory and suggest other ways a new 
concept can be learned (see especially Chapter 25), we don’t think that these alternatives provide empiri-
cists with a way of circumventing the argument from initial representational access. For the sorts of 
foundational concepts at issue, the why problem remains pressing— learners would still need the 
innate representational abilities that would position them to recognize the need to push into the new 
representational domain. And even if this problem could be overcome, alternative acquisition mech-
an isms for the sorts of foundational concepts at issue are likely to require considerable innate domain- 
specific resources.
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are ones that— as we will see shortly— are directly relevant to, and very much 
alive in, contemporary philosophy and cognitive science.)

For Hume, all complex ideas are decomposable into simple ideas that are cop-
ies of simple impressions.10 This psychological commitment is at once the basis of 
his critique of philosophical views he deemed problematic and also the basis for 
his positive proposals regarding the true content of contentious philosophical 
terms. On the critical side, Hume claimed to demonstrate that, for certain philo-
sophical terms, a rigorous analysis of their previous use reveals that they don’t 
live up to the semantic reductive constraint that all concepts must abide by. On 
the positive side, he proposed alternative definitions that could provide these 
terms with legitimate content, backing them with ideas that he took to satisfy his 
reductive constraint.

The paradigmatic example of these empiricist themes is Hume’s treatment of 
the conceptualization of causality, particularly the supposition that a cause pos-
sesses a force or power in virtue of which it brings about its effect, or, as Hume 
put it, that there is a necessary connection linking cause and effect (Hume 
1748/1975). Hume argued that necessAry connecTIon can’t be grounded in per-
ception. When we see one billiard ball crash into another, we can’t literally per-
ceive the necessity linking the first ball’s impact with the second’s motion, or 
perceive any hidden force or power acting on the second ball. All we can see is the 
contact and the subsequent motion. Thus, for Hume, the idea of a necessary con-
nection between objects is problematic. It is an idea for which there is no cor res-
pond ing impression.11

At the same time, Hume held that there is a positive, alternative theory that 
does conform to the semantic reductive constraint in which ideas inherit their 
content from impressions. On this approach, we first experience Xs being repeat-
edly followed by Ys, which gives rise to a psychological disposition in which 
thoughts of Ys follow thoughts of Xs. This disposition, in turn, gives rise to a feel-

ing of expectation that Ys follow Xs. It is this feeling that is the impression for the 
idea that there is a necessary connection between Xs and Ys. For Hume, then, 
there is nothing more to this idea, and as a result he concluded that, when 
properly analysed, the idea doesn’t concern anything involving a necessary 

10 For Hume, ideas are the representations involved in reasoning, while impressions are the repre-
sentations involved in sensation and affect. His famous copy principle grounds the content of all ideas 
in experience by requiring that simple ideas inherit their content from corresponding simple impres-
sions: “All our simple ideas in their first appearance are deriv’d from simple impressions, which are 
correspondent to them, and which they exactly represent” (1739/1978, I.i.1).

11 We are simplifying Hume’s argument somewhat. He also considers the possibility that the idea of 
necessary connection traces back to impressions of internal causes and their effects, such as an 
impression of the conscious intention to move an arm (cause) leading the motion of the arm (effect) 
(Hume 1748/1975, section VII, part 1). Hume claims that this proposal fares no better, since we can’t 
experience the power of the will to bring about the arm’s motion. Rather, we form impressions of the 
will’s intentions but have to learn through experience that these are followed by arm movements and 
the like.
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connection between objects or a hidden power or force (there is no such idea). 
Instead, it is just the idea of a feeling of expectation that is mistakenly projected 
onto external objects.

In short, Hume’s reductive analysis is meant to show that there needn’t be any 
obstacle to an empiricist learning model for an idea that we refer to as “necessary 
connection” provided that we are willing to accept what many would regard as a 
fairly radical change in the content we assign to this idea. On Hume’s account, it 
is an idea or concept whose content is exhausted by the internal feeling of ex pect-
ation that Ys follow Xs, a feeling that is acquired by regularly observing many Ys 
following Xs.

Many empiricists have employed much the same overall reduce- or- eliminate 
strategy, often underestimating the difficulty of achieving successful reductions.12 
We will just consider one further example here, one which vividly illustrates just 
how far empiricists have been willing to push this strategy. The example is Carl 
Hempel’s (1935/1980) treatment of ordinary psychological concepts and his claim 
that these are perfectly consistent with a behaviourist psychology.

Hempel proceeded by assuming that an analysis of a psychological statement 
should be one that preserves its meaning yet doesn’t use any other psychological 
language, and by assuming that the meaning of a statement is to be given in terms 
of the objective physical conditions that could be used to verify the statement. So 
if physical conditions of verification could be provided for a statement like Paul 

has a toothache, this would at once articulate its meaning and demonstrate that 
ordinary ways of talking and thinking about mental states such as pain are con-
sistent with physicalist scruples. On the other hand, if the needed physical verifi-
cation conditions couldn’t be provided, then, for Hempel, this would show that it 
is really a pseudo- statement, “a sequence of words correctly constructed from the 
point of view of grammar, but without content” (p. 17).

Hempel’s (1935/1980) analysis of the statement Paul has a toothache included 
five proposed verification conditions (p. 17; list renumbered from original):

12 Further philosophical examples include Locke’s discussion of the sensory basis for concepts of 
space, time, and infinity (Locke 1690/1975), and numerous reductive claims in the writing of the 
lo gic al empiricists (see, e.g., Carnap 1932/1959; Ayer 1946/1952). This strategy is not restricted to 
philosophy, however. Much the same reduce- or- eliminate strategy drives a substantial body of empiri-
cist work in cognitive science. For example, in psychology, semantic reductive programmes have been 
coupled with empiricist theories of concept acquisition that are committed to some form of lexical 
conceptual structure— often either the classical theory of concepts (in which lexical concepts encode 
definitions of the items that fall under them) or the prototype theory (in which lexical concepts 
encode statistical properties of the items that fall under them) (Laurence and Margolis 1999). Similar 
views are also prevalent in the embodied cognition literature, especially among those who claim that 
higher cognition is a form of sensorimotor simulation. Theorists who hold this perspective often take 
it as an important challenge to show that even highly abstract concepts (e.g., TruTh and oughT) are 
grounded in sensorimotor representations (see, e.g., Lakoff and Johnson 1999; Boroditsky and Prinz 
2008; Glenberg 2015). For discussion of embodied cognition in relation to the rationalism- empiricism 
debate about the origin of concepts, see Chapter 22.
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1. Paul weeps and makes gestures of such and such kinds.

2. At the question “What is the matter?”, Paul utters the words “I have a toothache”.

3. Closer examination reveals a decayed tooth with exposed pulp.

4. Paul’s blood pressure, digestive processes, the speed of his reactions, show 

such and such changes.

5. Such and such processes occur in Paul’s central nervous system.

But notice that this analysis is inadequate precisely because it tries to get by with-
out mentalistic concepts. This becomes clear when one considers the qualifica-
tions needed to make some of his claims have any degree of plausibility. It simply 
isn’t true that a person with a toothache will utter “I have a toothache” to the 
question in 2 unless that person understands English. Even then, he needn’t utter 
those exact words. He might instead use different words that express a similar 

thought (e.g., “my tooth hurts” or “I have a lot of pain in my tooth”). And he 
needn’t even use words that express any of these thoughts if he doesn’t want to 
respond sincerely or doesn’t want to explain what is going on with him at that 
moment. The problem Hempel faces is that, while one might try to amend his 
proposal by inserting qualifications along these lines, doing so would incorporate 
mentalistic elements into the analysis— in which case his analysis wouldn’t be 
fully reductive after all.

Hempel’s problem here, it turns out, is a recurring problem for empiricists. 
Despite the long history of attempts to analyse philosophically significant terms 
or concepts in accordance with empiricist strictures, the analyses never seem to 
work (Fodor 1981). Nor is it acceptable to simply eliminate all the recalcitrant 
concepts. People really do get toothaches. This is something we ought to be able 
to think and talk about.

The repeated failure of the reduce- or- eliminate strategy highlights how power-
ful the challenge posed by the argument from initial representational access can 
be. In the remainder of the chapter, we will examine a sample of relevant repre-
sentational domains in more detail as illustrations of the argument and how it 
contributes to the case for a rationalist treatment of concept acquisition. While 
our primary interest is in the contemporary interdisciplinary rationalism- 
empiricism debate, we need to begin by taking a closer look at Hume’s analysis of 
how causation is conceptualized, as it widely recognized that Hume’s discussion 
of these issues forms the essential theoretical backdrop for understanding con-
temporary debates in cognitive science concerning how causation is conceptual-
ized. Many of the most important views are framed directly as responses to 
Hume’s analysis, and Hume’s discussion still provides the clearest account available 
of the theoretical options open to empiricists.

Hume’s account requires that there is a feeling of expectation, that this feeling 
traces back to a psychological disposition that is grounded in numerous 
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experiences of Ys following Xs, and that there is nothing more to the idea that X 
causes Y— no further representational content to the effect that X has a power 
that makes Y happen. As a result, Hume’s account suffers from a number of diffi-
culties. One is that his account doesn’t do justice to the fact that people are prone 
to adopt causal theories in the absence of reliable correlations, where the causal 
belief itself leads to the perception of illusory correlations. For example, a belief 
in the power of an amulet may lead its owner to “see” the many times it protected 
him from harm. In such cases, it is often the belief that Xs cause Ys that make us 
think we have seen a strong correlation between Xs and Ys, not the actual experi-
ence of Ys reliably following Xs.

Hume’s account also can’t accommodate cases where people represent that X 
causes Y even though they haven’t had any experiences of Xs or Ys in the past. It is 
not uncommon for an observer to assign a causal interpretation for what is for 
them a novel type of event. An inexperienced chemistry student might make the 
mistake of trying to clean a piece of potassium metal by dropping it in a bucket of 
water, which would result in an explosion. Clearly there is no expectation of an 
explosion, and the student may not have ever seen potassium metal in the past or 
have experienced a similar sequence of events (e.g., an explosion after immersing 
another metal in water). Yet in the course of witnessing the explosion, it would be 
perfectly natural— perhaps inevitable— to think not only that the potassium met-
al’s contacting the water caused the explosion but that there is something about 
the metal (or better yet, the metal and the water), that is responsible for or neces-
sitates this violent reaction.

This same example also illustrates a related and important limitation of Hume’s 
empiricist learning model. It has difficulty accounting for the fact that people 
have no difficulty representing causes that defy expectation (Fair 1979). In all 
likelihood, the chemistry student’s past experience tells her that water extin-
guishes fires and can be used to prevent combustion. So, if anything, she should 
suppose that placing potassium metal in water is the last thing in the world that 
would lead to an explosion. Nonetheless, it only takes this one instance to prompt 
the thought that this supposition is incorrect and that there is something about 
potassium metal and water that makes combining them so volatile.

Notice, too, that if people conceptualize causes and effects principally in terms 
of their statistical properties, and not in terms of the powers of the entities 
involved, then the information they ought to want when trying to figure out the 
cause of an outcome should be information about the conditions that covary with 
the outcome. But, in fact, what people seem to ask for instead is information 
about whether one or another mechanism could account for the outcome (Ahn 
et al. 1995). For example, when participants in one experiment were told that 
John was not afraid of Dave’s raccoon on this occasion, to determine the cause of 
John’s mindset, they asked things like whether the raccoon was in a cage (and 
hence couldn’t attack Dave), as opposed to asking about what features of the 
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situation had or had not covaried with John’s being afraid in the past. Information 
that is directed towards causal mechanisms is sought even for events that are 
described with nonsense sentences. When told the feb mimbled the wug, instead 
of asking about whether febs mimble a lot, or whether wugs often get mimbled, 
they asked things like whether the feb was mad at the wug (Ahn et al. 1995).

All of these considerations argue for a richer and more abstract understanding of 

cAuse than Hume allows for in order to do justice to the psychological facts, one that 
represents causes as imbued with powers that necessitate their effects.13 Leonard 
Talmy (1988, 2000) has developed an elegant force dynamics theory that eluci-
dates this concept by showing how human language captures various types of 
interactions in terms of the represented forces, positions, and tendencies of the 
entities involved.14

At the core of this account is a mental model in which there are two force- 
exerting entities. The first, the agonist, has an intrinsic force tendency to move (or 
act) or not, while the second, the antagonist, may or may not oppose the agonist. 
What happens according to this mental model depends on the forces of the 
en tities (whether they are for movement or rest), their comparative strength, and 
whether they are concordant or opposed. The various combinations of these 
dimensions capture a number of related outcomes, not just the direct causing 
of motion, but also such related everyday causal notions as enabling of motion, 
preventing motion, and allowing something to move or be moved. For example, 
the sentence the ball’s hitting it made the lamp topple over depicts an instance of 
direct causation in which the agonist (the lamp) has an intrinsic tendency to not 
move that is overcome by the greater force of the antagonist (the ball). In con-
trast, the plug’s coming loose let the water flow from the tank depicts an instance of 
allowing in which the agonist (the water) has an intrinsic tendency to move that 
is no longer impeded by the stronger opposing force of the antagonist (the plug).

One of the advantages of Talmy’s force dynamics account is that it teases apart 
types of causally relevant events that people distinguish in everyday thinking that 
Humean (and other) models of the psychology of causation lump together. For 
example, people readily distinguish causing from enabling, and this distinction 
falls right out of the force dynamics model’s set of options.15 But for Hume, these 

13 We should emphasize that our concern here is with the psychological question of how people 
represent causation, not with metaphysical questions about the nature of causation.

14 For overviews of research on the force dynamics approach to the representation of causation, 
see Pinker (2007) and Wolff (2017). See also Wolff (2007) for a computational model that builds on 
Talmy’s insights.

15 Wolff (2007) illustrates this point by contrasting a cold wind caused him to close the window and 
a crank enabled him to close the window. Although the concepts cAuse and enAble are similar in 
content and are used in related ways, it would be extremely odd to say a cold wind enabled him to close 
the window or a crank caused him to close the window. As we note in the text, the inability to distin-
guish these related concepts and the different roles they play in human psychology is a problem for 
Hume’s account. Wolff points out that it is a problem for other accounts of the psychology of caus-
ation that shun forces as well. Psychological accounts based on the representation of counterfactual 
conditionals incorrectly predict that the crank is taken to be a cause, since the window wouldn’t have 
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ideas are conflated, as the statistical relationship between an enabling condition 
and its effect is on a par with the statistical relationship between a cause and 
its effect.

Many theorists have supposed that the problem of explaining how cAuse is 
acquired presents a major stumbling block for any account, like Talmy’s, that 
adopts an understanding of cAuse in terms of the representation of forces. The 
difficulty such theorists see for these accounts is essentially the same one that 
Hume identified— that forces can’t be perceived. (The thought is that if forces 
can’t be perceived, then any theory that understands the concept cAuse in terms 
of hidden forces will be unable to explain how the concept cAuse is acquired.)

But whether forces can be perceived or not is relevant only given empiricist 
assumptions like Hume’s. If a concept isn’t required to have a semantic structure 
that can be analysed entirely in perceptual terms, force might well be part of the 
acquisition base (as suggested by Leslie 1994; see also Baillargeon et al. 2009). To 
apply force in a given situation, a learner doesn’t have to literally sense force. It 
just needs to be the case that the learner’s inferences are guided by a set of 
principles— perhaps an innate set of principles— that identify perceivable spatial- 
temporal cues that correlate with the possession, influence, and transmission of 
force. Principles involving such cues could occasion the activation of force with-
out force itself being analysable in spatial- temporal terms. An innate schema of 
this type could include representations of the most basic categories of the force 
dynamics models (including force, AgonIsT, AnTAgonIsT, resulTAnT, and 
concordAnce) and a certain number of principles for interpreting the dynamics 
of an event. This type of rationalist theory provides a natural way of developing 
the richer notion of causation (in terms of forces) that we have seen is needed.

The suggestion here is that what is innate is a skeletal force dynamics model, 
not a completely filled in model for all of the many types of interactions that 
adults distinguish and understand, and certainly not one that spells out in 
advance all of the specific mechanical properties of each type of physical object. 
As we emphasized earlier, rationalist accounts typically involve learning 
mechanisms— learning mechanisms with a distinctively rationalist character— 
and thus typically provide starting points for development as opposed to full- 
fledged mature systems. In this case, the proposal is that there is an innate 
special- purpose mechanism that structures and facilitates learning about the 
behaviour of interacting entities by attending to relationships among what the 
mechanism takes to be their forces.

Is there an empiricist alternative for how force is acquired, an account where 
forces are perceived after all, pace Hume, and where force is constructed from 
more basic perceptual representations? A number of theorists have claimed that 

closed if the crank hadn’t been present. And the arrows that connect the variables in a Bayesian net-
work don’t distinguish cAuse from enAble, or prevenT from despITe (Sloman 2005; Wolff 2007).
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there is, going back as far as Reid, who speculated that the idea of force is “derived 
from our voluntary exertions” and that “if we were not conscious of such exer-
tion, we should have no conception at all of a cause, or of active power” (Reid 
1788/2011, p. 278). Similar views have been held by Piaget (1930/2013) and 
more recently by White (2009, 2012) and Wolff and Shepard (2013). What 
these views have in common is the idea that children can learn about forces 
even if they can’t literally see forces because they can still experience forces 
when they act on objects (e.g., pushing a ball) or are themselves acted upon by 
objects (e.g., being hit by a ball). The critical experiences include the sensation 
of undertaking intentional motor activity, the haptic sensations of pressure on 
the skin, kinaesthetic sensations associated with changes in the joints and the 
relative positions of one’s body parts, and experiences pertaining to one’s sense 
of balance.

For example, White suggests that children’s haptic experience of force as they 
act on objects leads to the formation of stored representations that combine visual 
features of these object interactions with haptic features. Subsequently children 

notice a resemblance between these stored representations and object inter-
actions that they see but aren’t participating in themselves. This, in turn, leads to 
a visual impression that is “a kind of generalization of the proprioceptive impres-
sions of force” (White 2009, p. 580). Take the example of a simple launching event 
in which there are two dots, A and B: B is initially stationary, A moves towards B 
until they make contact, and this is immediately followed by B moving in the 
same direction A had been heading in, and A staying where it was at the point of 
contact. As long as there is no spatial gap between A and B before B moves, and 
no delay between the time when the contact occurs and when B’s motion occurs, 
this arrangement gives the distinct impression that A causes B’s motion (Michotte 
1946/1963). White’s explanation of this impression is that it is a generalization of 
the proprioceptive representation obtained by pushing or kicking an inert object. 
The resemblance between the motions of A and B and, say, the infant’s stored 
representation of pushing a toy results in similar visual- haptic representations 
being associated with seeing A move as it does.

The simplicity of this explanation is no doubt alluring. It suggests that empiri-
cists really have no difficulty providing an account that avoids innate representa-
tional abilities that are specifically geared towards the representation of causation. 
But it is important to see that the explanation illicitly trades on a richer in ter pret-
ation of its combinations of visual and haptic representations than its empiricist 
restrictions permit. It is certainly true that haptic, kinaesthetic, and vestibular 
sensations may be active when an agent judges a force to be present, even for 
forces that have nothing to do with the agent herself. The problematic move is the 
implicit assumption that the representation of force reduces to representations of 
these experiences (combined with stored sensorimotor representations) and 
hence that force could be acquired by an empiricist learner.
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The issue for all accounts of this sort is exactly the same one that Hume called 
attention to. Consider what happens when an infant kicks a toy and has the haptic 
and kinaesthetic sensations that occur as her foot makes contact with the toy and the 
toy comes to move. According to White, the infant sees the consequence of this 
action and forms a complex haptic- visual representation that is supposed to con-
stitute conceptualizing the force she exerts on the toy. But why is this conceptualized 
as imparting force rather than the formation of what is merely a co- occurrence 
(or when it occurs repeatedly, a correlation) of haptic and visual sensations? Notice 
that it is certainly possible to have a sequence of sensations— a sensation in the 
foot at the moment of contact followed by seeing the toy fall over— and to represent 
this sequence of events merely as a sequence. But clearly this is completely different 
than representing a force dislodging the toy?16

Or consider what happens when the toy is pushed towards the infant and 
nudges her foot. What makes this more than a sequence in which the infant 
merely sees the toy’s motion and feels a sensation of pressure in her foot and sen-
sations in the joints of her leg? On what grounds can an empiricist like White say 
that the infant represents this in terms of the object possessing a force that 
impinges upon her? To be sure, Hume would say that the infant can’t sense these 
forces, and doesn’t in fact ever come to represent them. For Hume, all the infant 
feels is the sequence of sensations (and after numerous repetitions, she will be 
aware of an expectation linking these sensations). Given his empiricist assump-
tions, Hume is right about this restriction: this is all that an empiricist is licensed 
to assume at this point. What we are left with is a substantial gap between the 
representation of these feelings and the representation of something as abstract as 
a force. Hume rightly sees that this gap means that if empiricism is to be 

16 There are other difficulties with these proposals apart from why or how an empiricist learner 
would ever come up with the idea of force (much less do so reliably). Another concerns how a learner 
is supposed to generalize the sense of force that she initially acquires through her own interactions 
with objects to the interactions in which she isn’t a participant. For example, when a learner first sees 
the simple launching event, why interpret this as resembling the stored representation of the learner 
herself pushing or kicking an inert object. Object A isn’t anything like the learner. It doesn’t look like 
her, or any relevant part of her (a hand or foot). It may be true that A moves towards B and then B 
subsequently moves, just as the learner’s limb moves towards the toy and then the toy subsequently 
moves. But there is no reason that an unbiased empiricist learner should attend to this highly abstract 
commonality in the patterns of movement in the two cases, as opposed to the innumerable dissimi-
larities between the cases. Moreover, the exertion of force is not actually correlated with any simple 
pattern of movement. Large heavy objects won’t move if kicked, fragile objects may break (rather than 
move) if kicked, and so on. The rationalist, of course, can readily explain why a learner would see 
similarities in these perceptually dissimilar events. The innate force dynamics model tells the learner 
in advance that the objects in physical interactions play different roles— agonist and antagonist— and 
the launching event exhibits spatial- temporal features that the model takes to be a paradigmatic 
instance of a mechanical event. Much the same type of account will explain why the learner would see 
causal actions that she herself is involved in in causal terms. In both cases, the innate force dynamics 
model guides the learner’s interpretation. Interestingly, this sort of model further suggests that rather 
than being the part of the explanation of the origins of our concept cAuse, the feeling of exertion that 
accompanies action comes to be interpreted as indicative of the deployment of force as a consequence 
of the fact that such feelings are associated with events that are already represented in causal terms.
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maintained, the only real option may be eliminativism about any abstract con-
cept involving notions like force.

To put this in the terms used earlier, White’s account doesn’t really face up to 
either the why problem or the how problem. Why would a learner who by 
hypothesis is entirely blind to the possibility of the existence of forces in the world 
come to see these correlations between different types of sensations as indicative 
of the existence of a force? And even if the learner could somehow see the need to 

represent these correlations in a new way, how would her non- causal representa-
tions allow her to formulate a distinctly causal interpretation of her experience, one 
that employs a representation like force? There is nothing in White’s account that 
warrants attributing to children truly causal forms of representation.17

Of course, the failure of this empiricist alternative doesn’t mean that infants 
must be conceptualizing the world and their actions in purely Humean terms, 
representing only sensations and not forces. Infants can still be conceptualizing 
the world in terms of forces, just as White supposes. We just have to allow that the 
concept force is something more than the associated sensations and that it is 
instead grounded in characteristically rationalist psychological structures associ-
ated with a force dynamics model that interprets these sorts of contingencies in 
terms of the forces involved. This model allows an infant to interpret herself as 
the antagonist when she kicks the ball, and as the agonist when she is hit by the 
ball. In short, adopting a rationalist perspective here explains why it is that infants 
are able to interpret certain types of sequences of sensations in terms of forces.18

Adults clearly have concepts pertaining to forces and the domain of causation. 
And there is little doubt that the psychological structures that are connected with 
the work we have been discussing support a rationalist account of the develop-
ment of these concepts. But as with a number of the examples that we have dis-
cussed in other chapters, there is a further question about the representations 
involved in the interpretation of simple launching events and similar situations. 
When an infant sees a launching event and interprets the two objects as occupy-
ing different roles (agonist and antagonist) are these representations themselves 
conceptual as well, or are they nonconceptual?

As with the case of faces and biological motion (discussed in Chapters 8 and 10), 
this depends on how the conceptual/nonconceptual distinction is being drawn. 

17 A related empiricist proposal claims that a theory of causality can be quickly “bootstrapped” by a 
general- purpose inductive learning mechanism and input from several simple perceptual analysers, 
including an analyser that tracks “a feeling of self- efficacy” (Goodman et al. 2011, p. 112). However, 
the representation of causation that this model produces isn’t a force dynamics representation. 
Instead, its focus is on capturing the dependence relations between events, which it does using causal 
Bayes nets (see Pearl 2000 and Sprites et al. 2001 for the mathematical formalism that this approach 
builds on; see also Gopnik et al. 2004 for related work on how causal Bayes nets might be learned in 
development). Accordingly, this proposal does not provide a model of how our ordinary concept of 
causation can be learned via domain- general learning processes either.

18 For further discussion of empiricist accounts of the origin of the concept cAusATIon, see 
Chapter 21.
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On some of the accounts of this distinction that were outlined in Chapter 6, the 
representation of a launching event will turn out to be conceptual (e.g., since it 
wouldn’t satisfy Fodor’s picture principle, the representation of a launching event 
would be discursive— not iconic— on Fodor’s account and hence conceptual). On 
the other hand, on other ways of drawing the conceptual/nonconceptual distinc-
tion outlined in Chapter 6, the representation of a launching event won’t turn out 
to be conceptual (e.g., since it wouldn’t satisfy the Generality Constraint, accounts 
that require concepts to satisfy this constraint would hold that it is nonconcep-
tual). The key point for our purposes, however, is that even if the representation 
of a launching event is considered nonconceptual, the domain- specific mech an-
ism for analysing force dynamics (which we have argued is part of the acquisition 
base) almost certainly plays a major role in the acquisition of representations that 
are considered to be concepts by all accounts. This includes the concepts that are 
expressed by such words as “cause”, “enable”, and “prevent”.19 Accordingly, these 
uncontroversially conceptual representations provide further examples of con-
cepts whose origins are best explained in terms of some form of rationalist 
account.

Let’s turn now to another example. We mentioned earlier that logic is a good 
candidate for the argument from representational access. It is important to keep 
in mind that logical inference and thoughts with logical content aren’t confined 
to the world of logicians and people with technical training in formal methods. 
Ordinary cognitive life traffics in thoughts involving negation (not), conjunction 
(and), disjunction (or), conditionals (if . . . then . . .), and biconditionals (if and only if ). 
And while people aren’t perfectly rational, they are at least minimally logical in 
that they can readily grasp at least some of the logical implications of some of 
their thoughts.

So where do logical concepts come from? As is widely known, some logical 
concepts can be defined, but these definitions make use of other logical concepts. It 
turns out that different sets of fundamental logical concepts would serve equally 
well for defining the others. For example, disjunction can be defined in terms of 
negation and conjunction (making it possible in principle to learn or on the basis 
of noT and And), or alternatively conjunction can be defined in terms of negation 
and disjunction (making it possible in principle to learn And on the basis of noT 
and or).20 But this approach can only go so far. It shows us how some logical 

19 Or to put this in other words, in the local rationalism- empiricism debate concerning prevenT 
and closely related concepts, if the concepts themselves aren’t innate, they will still trace back to a 
local acquisition base that includes an innate mechanism for representing force dynamics.

20 Using the symbol “~” to represent negation (meaning “it is not the case that”), we can see that 
(p or q) is equivalent to ~ (~p and ~q). This is because if it is not the case that (it is not the case that 
p and it is not the case that q), then it must either be the case that p or the case that q (or both). 
Likewise, (p and q) is equivalent to ~(~p or ~q). This is because if it is not the case that (either p is not 
the case or q is not the case), then it must be the case that both p and q. In this way, just negation and 
either disjunction or conjunction are sufficient for deriving the full standard set of basic logical 
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concepts can be defined in terms of others, but it still leaves us with the question 

of how the more basic logical concepts— the ones that enter into these 
definitions— are acquired.

Although our focus is on psychology— how logical concepts are acquired— 
there is an illuminating parallel in Quine’s (1936/1976) discussion of truth by con-
vention. In the twentieth century, one major account of logical truth tried to 
explain the existence of necessary logical truths in a way that doesn’t lead to any 
deep metaphysical commitments. The thought was that logical truth might derive 
from linguistic conventions governing logical expressions, conventions that guar-
antee the truth of certain statements that employ logical terminology. According 
to this approach, there needn’t be any language- independent logical facts, or any 
language- independent necessities. For example, the fact that if (p and q) then p is, 
and must be, true doesn’t tell us about some mysterious feature of the world; it is 
simply a consequence of the conventions that language users have adopted for the 
connectives “and” and “if . . . then . . .”. Attractive as this account is, it cannot be 
right. As Quine (1936/1976) pointed out, there are an infinite number of truths 
that instantiate this type of schema. As a result, the truths instantiating the 
schema can’t be listed individually. So establishing their truth by some form of 
conventional stipulation would, at the very least, require conventions that help 
themselves to enough logic to express the needed generality.21 For example, we 
might adopt a convention that uses terms like “all” and “if . . . then . . .” that stipu-
lates that it is true of all sentences that if they are instances of this schema, then 
they are true. But if some logical concepts (e.g., All, If . . . Then) are required to 
make the relevant conventional stipulations, then logical concepts cannot all be 
the product of conventional stipulations.

Put in psychological terms, Quine’s insight is that for a system of representa-
tion as powerful as the human conceptual system, the contents of logical concepts 
cannot be derived from purely non- logical resources. A system of representation 
that already has access to some logical concepts can be used to formulate more 
logical concepts, but logical concepts cannot be created out of entirely non- 
logical resources. A mind that doesn’t possess at least some innate logical abilities 
wouldn’t be able to break into the circle of logical concepts even though logical 
concepts can generally be defined (i.e., defined in terms of other logical con-
cepts). These considerations do not tell us which specific logical concepts are 
likely to be the innate ones. But this level of specificity is not required by the 

connectives (negation, conjunction, disjunction, the conditional (if, then), and the biconditional 
(if and only if )).

21 A similar observation is made by Lewis Carroll in his dialogue featuring Achilles and the 
Tortoise (Carroll 1895). Achilles heroically tries to provide an explicit justification for an instance of 
the inference rule modus ponens (if p then q, p, so q), but is thwarted by the Tortoise, who points out 
that the justification itself depends on accepting another instance of modus ponens (which in cor por-
ates the first instance in its antecedent), leading Achilles to produce a further justification for that 
inference, and so on, ad infinitum.
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argument— one can have good grounds for holding that some concepts in a given 
domain are innate (or acquired via characteristically rationalist learning mech an-
isms) without knowing which specific concepts this is true of.22

We have previously highlighted some interactions among the different argu-
ments for concept nativism, which show how these arguments can work together. 
Here we want to highlight the interaction between the argument from initial rep-
resentational access and the argument from early conceptual development, illus-
trating this interaction with the example of logical concepts.

There is evidence that children as young as 12 months of age already reason in 
accordance with logical principles (Cesana- Arlotti et al. 2018; Cesana- Arlotti, 
Kovács, and Téglás 2020). For example, Cesana-Arlotti et al. (2018) showed 
infants brief videos in which there is an ambiguity concerning the identity of an 
object which could be resolved by disjunctive syllogism— the logical inference 
A or B, not A, therefore B. In one video, two objects with distinct features yet identi-
cal tops are initially fully visible before becoming hidden behind a curtain. A cup 
then scoops up just one of the objects in such a way that only its top portion is 
visible, so that it is unclear which of the two objects is the one in the cup. The 
curtain then lowers to reveal one of the objects (say, A). At this point, if the infants 
can do logical reasoning, they are in a position to infer the identity of the object 
in the cup using the disjunctive syllogism. They should thus form the expectation 
that B is in the cup and be surprised if B isn’t there. This is exactly what happens. 
Infants look significantly longer when the object in the cup is revealed to be A 
rather than B. What’s more, like adults, infants also display a tell- tale cue indicat-
ing that they are employing a logical inference. Just at the point in the video when 
the disjunctive syllogism can be used to determine the identity of the object in the 

22 Prinz (2002) has argued that logical cognition can be fully accounted for without positing any 
innate logical concepts. However, his view involves another instance of the reduce- or- eliminate strat-
egy that we encountered earlier, where he embraces the eliminativist option. Essentially the argument 
rests on the claim that we don’t need any innate logical concepts because we do not need any logical 
concepts or representations of any kind (innate or otherwise) in order to explain logical cognition. 
According to Prinz, we only need what might be called non- logical representations— representations 
that do not employ any logical concepts at all— and logical processes that operate over these non- 
logical representations. Certainly, we agree that if there are no concepts in a given domain, then we 
don’t need to posit any innate concepts in that domain. But this seems to us rather extreme lengths to go 
to in order to deny the existence of innate logical representations. Even if it were true that people do 
not employ logical concepts in their everyday thinking— and instead rely solely on logical operations 
over non- logical representations— it seems clear that it is possible for humans to acquire logical concepts 
such as or and noT. Presumably such acquisition would, on Prinz’s view, depend on the prior posses-
sion of the abilities to employ logical processes on non- logical representations. But then the pressing 
question is: Where do these abilities to employ logical processes come from? Are they innate or 
learned? And once we ask this question, it should be clear that a variant of the psychologized version 
of Quine’s argument would apply in this case as well— leading to the conclusion that while some of 
these abilities may be learned by relying on others, they could not all be learned in this way. Some 
logical abilities would have to be innate. Thus, even if Prinz’s eliminativism regarding logical repre-
sentations were true of most everyday cognition, a rationalist account of the origins of logical con-
cepts would still be warranted. (However, for evidence that it is not true of most everyday cognition, 
see, e.g., Papeo, Hochmann, and Battelli et al. 2016.)
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cup, their gaze shifts to this object and their pupils dilate, in the same way as hap-
pens when adults make a logical inference in such circumstances. Taken together, 

these results suggest that 12- month- olds can perform elementary logical infer-
ences and have the representational resources to support such inferences.23

The interaction that we want to call attention to is how the problem of initial 
representational access— particularly the aspect of the argument that we have 
called the why problem— strengthens the argument from early development. 
Applied to the domain of logic, the why problem is the problem of explaining 
why a learner who has no logical representations— who has only non- logical 
representations— would ever start to think in terms of logical representations. 
Such a thinker might entertain complex perceptual representations and simple 
concepts. But they would not be able to entertain any complex representations 
expressing such things as conjunction (A and B), disjunction (A or B), or negation 
(not- A). Why would such a thinker ever even come to focus on, for example, 
an object not having a given property? And if previously they were only capable 
of representing that something does have a given property, not of representing 
that something doesn’t have the property, what representational resources could 
they use to guide them to being able to represent negation as such? Why wouldn’t 
a thinker in this position just stick to thinking in completely non- logical terms?

How does this problem make the argument from early development stronger? 
The short answer is that the harder the learning problem, the longer the time 
period that we should expect an argument from early development to be ap plic-
able.24 And acquisition problems where the argument from initial representa-
tional access apply are paradigmatically hard problems for an empiricist learner. 
This is because the learning problem in such cases isn’t just one of having suffi-
cient time to get enough input to detect a pattern in the data. It is one of coming 
to see the data in completely foreign terms that one doesn’t have the resources to 
represent as such.

It may be thought that the why problem for acquiring logical representations 
could be addressed if we think of the learning process as being aided by culture, 
natural language, and guidance from those who already have such representa-
tions. One problem with this suggestion is that this would mean conceding that 
the problem of early development has been strengthen by the problem of initial 

23 The simplest account of these results is that infants have explicit representations of the logical 
concepts or and noT. But as Cesana- Arlotti et al. note, another possibility is that infants set up a 
model with two options, and when one of these options is ruled out, they adopt the other. This would 
be a way of implementing a disjunctive inference without employing an explicit symbol for disjunc-
tion. Both of these types of accounts support a rationalist account of the origins of logical concepts, 
however. On one account, explicit logical concepts are likely to be innate. On the other, such concepts 
are presumably grounded in innate abilities that mimic explicit logical inferences.

24 It should be noted that the hardness of a learning problem isn’t just a function of the problem 
itself, but also what the learner can bring to bear on the problem. In particular, what’s hard for an 
empiricist learner needn’t be at all hard for a rationalist learner because they have very different cog-
nitive resources to draw upon.
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representational access— at least to the point where children possessed the rele-
vant portions of natural language so that this type of social scaffolding could 
guide their learning. In this case, evidence that infants possessed such representa-
tions already by the age of 12 months would be powerful evidence for a rationalist 
account of the origins of these representations. This suggestion also faces a sec-
ond problem. This is the problem of how children could make use of these 
resources even if they were available. Suppose that a child acquired elements of 
natural language but still thought in completely non- logical terms. What type of 
guidance could be given through language? The problem is that the children have 
to be able to understand the guidance, and if they are not able to entertain 
thoughts involving logical concepts, they will also not be able to understand 
sentences involving corresponding contents.25

So far, we have looked at two cases: causal concepts and basic logical concepts. 
Human beings also naturally form thoughts with logically modal content, reason-
ing about what may or may not be possible, im pos sible, necessary, or contingent. 
This is another place where the argument from initial representational access 
very likely applies. How could a mind that had no modal representational abilities 
acquire these from scratch? Imagine going about your business and taking in the 
various things around you. You might see that unsupported objects drop or that 
the addition of two objects to a collection of two yields four, but all this tells you 
is about what has happened in your experience, not what could happen or what 
must happen. Likewise, you might represent the actions that you perform, but all 
this tells you about is what you did and what happened afterwards, not what 
might have happened had you acted differently. Nonetheless, people are quite 
capable of thinking about what must happen and about what might have happened. 
Counterfactual reasoning based on remembered action is particularly common 
in the context of negative assessments about an outcome. These prompt the 
thought if only I had done this differently and reflection on ways to prevent similar 
bad outcomes in the future.26

The question is whether empiricist models of concept acquisition can explain 
the acquisition of these abstract representational abilities given the representational 
restrictions they impose on the acquisition base— initially an empiricist learner 
has no modal representational abilities whatsoever to draw upon. But if a learner 
were only capable of thinking about what actually happens, why would she begin 
to think about what did not happen but could have happened? And more im port-
ant ly how would she gain the conceptual resources required for such a thought to 

25 The problem of using language to bridge such representational gaps is often underestimated; 
see, for example, the discussion in Chapter 5 of McDowell’s remarks on the role of language in con-
ceptual development.

26 See Téglás et al. (2007), Téglás et al. (2011), and Téglás et al. (2015) for work suggesting that 
infants represent possibilities. Here too the argument from early development complements the argu-
ment from initial representational access, just as we saw with logical concepts.
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be possible? Suppose that such a learner entertains a thought that is false. If she 
possesses concepts of truth and falsity, she could presumably come to represent 

the state of affairs as false. But why— and how— would she go on to represent it as 
possible as well? Likewise, it is easy to see how a learner who possessed concepts 
corresponding to integer value quantities, but no modal notions like possible and 
necessary, might learn that adding one item to another has regularly resulted 
in a collection of two. But why, and how, would she come to think that 1 + 1 must 
be 2—that it is impossible for 1 + 1 to not equal 2?27

Children from an early age are keen to engage in pretend play in which they 
are highly motivated to suspend beliefs about how things actually are and to act 
out scenarios based on suppositions about other possibilities (e.g., treating a 
banana like a telephone while clearly understanding that it is still a banana; Leslie 
1987). But how could they do this without a cognitive architecture that has design 
features that motivate imaginative thinking and that support the elaboration of 
possibilities that the thinker full well recognizes aren’t real? More generally, how 
do children come to be able to entertain thoughts about what’s possible, what’s 
necessary, and what might have been?

Nichols and Stich (2003) offer a plausible sketch of what a core aspect of this 
architecture might look like. As they see it, an essential part of being able to rep-
resent different possibilities is having a model of the world that can be updated 
and that is effectively offline so that it doesn’t interfere with what one actually 
believes the world to be like or directly guide action. This leads them to posit 
the existence of what they call a possible worlds box, a psychological mechanism 
that houses representations which are in the same code as beliefs and which 
interact with whatever mechanisms elaborate the consequences of holding a 
belief but that have a different functional role than beliefs.28 The contents of the 
possible worlds box are a (partial) model of the world— some of which may cor-
respond to how the world is, but some of which does not. Nichols and Stich don’t 
say whether they take there to be a rationalist account of the origins of their pos-
sible worlds box. But such an account could provide the beginnings of what 
would be needed here. It is just the beginnings of what would be needed because, 
as described, the possible worlds box could be used for different purposes, not 
just for modal reasoning. This is in fact what Nichols and Stich intend— for 
example, they suggest that it is also involved in reasoning about another agent’s 
view of the world when you understand it to be different from your own. This 

27 Of course, there is a further question of how an empiricist learner could come to possess repre-
sentations of integer values (see below).

28 This figurative talk of a box in the head is ultimately be understood in terms of the functional 
roles of the representations in question. An alternative way of thinking of it is that these representa-
tions are tagged with a marker to indicate their distinctive role in thought (different from ordinary 
beliefs). And representations that are inferred from such tagged representations would be simi-
larly tagged.
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means that, on its own, it doesn’t differentiate this type of content from content 
that is explicitly about what is merely possible. So this system would need to be 
supplemented, likely with further rationalist resources, in order to support dis-
tinctively modal representations and reasoning. It nonetheless offers a start. What 
this suggests is that the argument from initial representational access gives 
grounds for holding that the possible worlds box— or something much like it— is 
either innate or acquired via a rationalist learning mechanism and that it involves 
articulation (in the sense of Chapter 2) in relation to a larger arrangement of psy-
chological structures that supports modal reasoning.29

We will round out our discussion by considering two further candidates for 
domains where the argument from initial representational access seems 
promising— number and time. Let’s start with the representation of numerical 
content. In a discussion that resembles Leslie’s remarks about the challenge of 
learning about mental states (quoted above), Stanislas Dehaene (1997) puts what 
is essentially the argument from initial representational access in the form of an 
analogy. “[I]t seems impossible for an organism that ignores all about numbers to 
learn to recognize them. It is as if one asked a black- and- white TV to learn about 
colors!” (pp. 61–62).

Suppose you already have a representational foothold in the domain of numer-
ical quantity— maybe not a grasp of complex arithmetic operations or even an 
appreciation of exact integer values, but at least the ability to represent approxi-
mate numerical quantity, as described in Chapters 8 and 10. Then learning fur-
ther numerical concepts (e.g., integer concepts) may still be a very difficult 
problem, but this representational foothold would at least allow you to get input 
to your learning process that has numerical content. On the other hand, if you 
had no way at all of representing numerical quantity as such, then numerical phe-
nomena could be staring you in the face and you would look right past them. In 
comparing a collection of four apples with a collection of eight, you might notice 
that the latter has more food, that it is heavier, that it blocks more light, and so on. 
But none of this gets you any closer to actually representing that it is numerically 
larger than the other.

29 This isn’t to deny that modal knowledge, imagination, and counterfactual reasoning take time to 
develop. To think about a possibility that conflicts with your current understanding of the world 
requires executive control to inhibit real- world knowledge from interfering with what is being 
im agined. It also requires working memory and attention to switch between the understanding of 
how things actually are to what is being imagined. As inhibition, attention, and working memory 
improve with age, so should the ability to entertain and reason about various possibilities. And peo-
ple’s understanding of modal matters may also undergo genuine development, adding additional 
principles governing inferences, or becoming more sophisticated in other ways over time. But that is 
not at all the same thing as saying that the very idea that things could be other than they are could 
reliably develop solely on the basis of representations with no modal content and without an innate 
basis for modal reasoning.
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Some theorists have claimed that the representation of approximate numerical 
quantity isn’t innate and that children can learn to represent approximate numer-
ical quantity. But how exactly? The problem we see with these accounts is that 
although they are supposed to explain the acquisition of approximate numerical 
quantity without presupposing any prior numerical content, they offer no insight 
about why or how a learner is supposed to make this leap given the initial types of 

representations that the model is restricted to. In a recent critique of so- called 
number sense theories (theories that follow Dehaene (1997) in supposing that 
there is an innate system for approximate numerical quantity), Leibovich et al. 
(2017) suggest that learning about approximate numerical quantity is a drawn- 
out process in which children tease apart numerical quantity from non- numerical 
continuous magnitudes after noting how they correlate.30 But what they don’t 
explain is how a learner could detect these correlations between number and 
continuous magnitudes without being able to independently represent the two 
things that are supposed to be represented as being correlated: number, on the 
one hand, and continuous magnitudes, on the other. Rather than explaining 
where the representation of approximate numerical quantity comes from, their 
model tacitly presupposes that children have a certain amount of numerical repre-
sentation to begin with (Margolis 2017).

Our final example involves the acquisition of temporal concepts. This turns 
out to be an interesting example because some of the ways that people think and 
talk about time strongly resemble the ways they think and talk about space. 
Notice that just as a friend can be at the corner, she can arrive at 5:00pm, and that 
just as she can plant tomatoes between the oak trees and the lake, she can walk the 
dog between lunch and dinner. We also often speak of time in such a way that the 
future is in front of us and the past behind. This fits with two common metaphors 
(Lakoff and Johnson 1999). In one, time is moving while the observer stays put 
(the holidays are coming up), while in the other the observer is moving across a 
fixed landscape in which locations count as different moments (we passed the 

deadline). These striking facts have been thought to illustrate that what may seem 
to be fully abstract concepts actually turn out to be representations that are 
grounded in more concrete forms of representation and ultimately in sen sori-
motor simulations (Lakoff and Johnson 1999). If this is true, then perhaps 

30 See also Mix et al. (2016), who argue that perceptual learning theory can explain how children 
first become able to differentiate approximate numerical quantity from non- numerical magnitude. We 
certainly agree that perceptual learning can explain how learners discover features of their environ-
ment and form some types of new perceptual concepts, but why would children who are incapable of 
seeing the world in numerical terms focus their learning on numerical quantity as such? And how 
could they come to represent numerical quantities to themselves on the basis of only their prior non- 
numerical representational abilities?
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temporal concepts are constructed out of spatial representations and there is no 
need for any innate special- purpose mechanisms for representing temporal 
content.

We’d suggest, on the contrary, that as Kant recognized more than two centuries 
ago, temporal representation is too basic to be derived from non- temporal forms 
of representation. At best, the spatial metaphors that suffuse temporal cognition 
show that certain aspects of temporal cognition depend upon spatial representa-
tion, not that temporal concepts are exhausted by their spatial content.

To see why, notice that spatial metaphors are commonplace. They pop up 
when we think and talk about not only time (the meeting was moved from 

Thursday to Friday), but also possession (the money went to Smith) and the 
ascription of attributes (Jones went from elated to depressed), with corresponding 
inferences across these different domains (Gruber 1965; Jackendoff 1983).31 Yet 
clearly these different spatial metaphors have different content. To put it bluntly, 
one is about time, one is about possession, and one is about a person’s attributes— 
and none are literally about space. What seems to be happening here is that the 
same abstract rules of inference are being indexed to different domains (time, 
possession, etc.) and that the domain in which these inferences are understood to 
take place makes an essential contribution to what the speaker is thinking and 
talking about. So it’s only because speakers have more basic representations of 
time, possession, and so on that these distinct spatial metaphors can even be 
devised and used to convey different types of non- spatial content. This point is 
entirely general and not at all peculiar to space- time metaphors. A common way 
of modelling the cognitive processes involved in metaphor is as a mapping from a 
base domain to a target domain, in which inferential patterns from the base are 
projected into the target (Gentner 2003). However, for this to work, there has to 
be at least some representation of the target domain over which the mapping is 
defined, otherwise the metaphor creation process lacks the materials it needs to 
even get started. It is only because speakers have more basic representations of 
time, possession, and so on that these distinct spatial metaphors can be devised 
and used to convey non- spatial content.

Returning to the spatial metaphors for time,32 it is also worth pointing out that 
while time is represented as having affinities with space, there are important dif-
ferences between the two and that these show that there must be more to tem-
poral representation than the representation of space. Galton (2011) notes that 

31 For example, just as the fact that the meeting is on Friday can be inferred from the meeting was 
moved from Thursday to Friday, so the fact that the money is Smith’s can be inferred from the money 
went to Smith.

32 Note that spatial metaphors aren’t the only ones used in talking and thinking about time. 
Financial metaphors are also common— one can, for example, spend time, save time, invest time, or 
waste time. This no more means that the content of temporal concepts must be grounded in financial 
representations than the spatial metaphors mean that the content of temporal concepts must be 
grounded in spatial representations.
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the core and unique feature of time is transience, an attribute that is hard to 
describe without lapsing into circularity but that can be conveyed through 

ex amples, such as the sayings here today, gone tomorrow and you only live once. 
The crucial thing to keep in mind is that space as such lacks transience. When 
transience enters into a spatial metaphor, this is indirectly through space’s rela-
tion to motion, as in time flies and we put those troubles behind us. Moreover, 
what makes motion suitable for representing time is the fact that motion involves 
change— change in general rather than change in spatial position. Notice that 
there are other ways to represent time via change without mention of space. This 
can be done with metaphors of production/creation and consumption/destruction, 
as in to make time for a friend and it ate up all of his time. What all this suggests is 
that transience can’t be explicated spatially. Instead, it has a sui generis character. 
According to the argument from initial representational access, this is exactly 
what makes it such a good candidate for an innate form of representation. You 
need an initial representation of time to get further, richer ways of representing 
time. The conceptualization of time that is familiar from spatial metaphors 
requires at least some temporal representation to begin with.

To recap, in this chapter we have discussed the conceptual domains associated 
with the representation of causation, mental states, logic, modality, number, and 
time. In doing so, we have argued that concepts in these domains trace back to 
characteristically rationalist psychological structures in the acquisition base— they 
are either innate or acquired via rationalist learning mechanisms. The crux of the 
argument in each case is that acquiring concepts in that domains would be all but 
impossible without a prior representational foothold in that domain. We could 
present further examples of the argument from initial representational access. 
But the examples we have discussed illustrate how the argument simultaneously 
poses a significant challenge for empiricist theories of conceptual development 
and offers much support for a rationalist approach. Empiricist attempts to evade 
the argument have frequently taken the form of the reduce- or- eliminate strategy, 
where reductive analyses have been based on the ABC model of conceptual 
development. But as we have argued, these ways of trying to evade the argument 
fail to come to grips with the real challenge this argument poses. Fundamentally 
the argument is about the need to have a representational foothold in certain 
domains to acquire new concepts connected to these domains. Such a foothold 
remains elusive in the absence of a rationalist account of the acquisition base.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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13
The Argument from Neural Wiring

Our fifth argument for concept nativism is based on neurological evidence. In 
principle many types of neurological evidence might be brought to bear on the 
rationalism- empiricism debate regarding the origins of concepts. The argument 

from neural wiring, however, focuses on reasoning based on one particular type 
of neurological phenomenon, namely, what is called neural plasticity. Neural 
plasticity refers to the ways in which the brain changes in response to experience 
and action and to trauma to the body. Our focus on neural plasticity as an argu-
ment for concept nativism may seem surprising, since plasticity is typically taken 
to be an argument for empiricism, not rationalism. Many theorists have supposed 
that the brain’s plasticity undermines a rationalist view of cognitive and concep-
tual development on the grounds that plasticity suggests that there are few con-
straints on the structure and function of cortical areas. But what if the brain’s 
plasticity isn’t so open- ended and instead takes the form of constrained plasticity, 
in which the brain is highly plastic but its plasticity is nonetheless limited in ways 
that suggest that characteristically rationalist psychological structures play a sub-
stantial role in conceptual development? In that case, the neurological evidence 
would point in the opposite direction, providing support for concept nativism, not 
against it. The argument from neural wiring says that this is exactly the situation 
we are in. Neural plasticity is highly constrained in ways that are best explained 
within a rationalist framework.1

As a first step to seeing how plasticity might support a rationalist account of 
conceptual development, it is important to recognize that all theorists, rational-
ists and empiricists alike, agree that the brain is plastic in certain ways. If it 
weren’t— if the brain couldn’t undergo changes in response to experience— 
learning wouldn’t be possible. But just because the brain is plastic in this sense 
doesn’t mean that its structure is determined by sensory input in the domain- 
general way that is often assumed (Pinker 2002; Marcus 2004).

In fact, there is striking evidence that much of the structure of the brain, 
including the segregation of cortical layers, is not driven by sensory input. In a 
landmark investigation, Verhage et al. (2000) examined neurological develop-
ment in a group of mutant (or “knockout”) mice whose brains were unable to 
release any neurotransmitters, which are required for synaptic transmission, and 

1 See Laurence and Margolis (2015) for related discussion, which addresses additional points con-
cerning the relationship between neural plasticity and concept nativism.
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thus were deprived of all synaptic transmission.2 Under these circumstances, no 

experience- driven neural development could have occurred. Yet these mutant mice 
and control littermates were found to have brains that were remarkably similar 

2 Specifically, the expression of the munc18- 1 gene was suppressed in the mutants, resulting in the 
absence of neurotransmitters.

Figure 13.1 Neurological development in mutant mice that were genetically 
engineered to eliminate synaptic transmission (null) and in normal mice (control). 
(From Verhage et al. 2000. Reproduced with permission.)
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up until birth (see  Figure 13.1). (After birth, of course, the mutant mice died. 
Without functioning synaptic communication, the brain cannot support even the 
most basic life functions, such as breathing.) This degree of similarity shows that 
many features of even the fine- grained structure of the brain can develop without 
any sensory input or feedback. Experience- driven neural activity plays more of a 
role in fine- tuning and maintaining this structure, rather than in establishing the 
overall organization itself (Marcus 2004).

Putting aside questions about the overall structure of the brain, what about 
other forms of neural plasticity? Many who are opposed to concept nativism 
point to evidence for dramatic instances of functional plasticity associated with 
sensory deprivation holding that these functional changes in the brain refute 
concept nativism.3 These functional changes aren’t supposed to be instances of 
the everyday type of plasticity that all theorists agree to. Nor are they supposed to 
be instances of constrained plasticity either, since they typically involve cortical 
tissue taking on new or unusual functions (e.g., sections of visual cortex being 
used to analyse auditory input). But does this functional plasticity support an 
empiricist account of conceptual development? Our answer is no. These func-
tional changes aren’t as novel as they may first appear. On the contrary, they are 
often highly constrained in ways that are indicative of the rationalist approach to 
concept acquisition.

Let’s begin by considering congenital sensory deficits. In such cases, cortical 
areas that usually process sensory information from an impaired modality end up 
taking input from another sensory modality— an organization (or reorganiza-
tion) known as crossmodal plasticity. An empiricist who supposes that the cortex 
has a high degree of equipotentiality— where any portion of the cortex is equally 
well suited to perform any cognitive function— would predict that the resulting 
functions of these cortical areas would differ from the normal case, reflecting the 
difference in the input. But work with congenitally blind individuals shows that, 
contrary to this prediction, many downstream components of the visual cortex 
and related brain areas have the same functional specificity in the congenitally 
blind as in sighted individuals.

Take the representation of faces in the visual cortex. In normal development, 
the fusiform face area (FFA) (in the fusiform gyrus) responds selectively to faces. 
There has been much speculation about why this particular patch of the brain is 
such a reliable locus of face- specific processing. One proposal has been that the 
FFA isn’t destined to represent faces but that it takes on this role because it 

3 Empiricists also point to evidence from so- called rewiring experiments where an animal is surgi-
cally altered so that sensory input from one sensory modality feeds into a different part of the brain— for 
example, retinal projections being rerouted so that the neural signals that would normally go to the 
primary visual cortex are fed to the primary auditory cortex via the auditory thalamus (Sharma et al. 
2000). See Pinker (2002) and Laurence and Margolis (2015) for discussion of why this work doesn’t 
argue against rationalism.
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receives much of its input from an area in the visual cortex that is responsive to 
the foveal region of the retina. Given that faces are typically targets of attention 
and so appear in this region of the retina, the FFA’s developmental history might 
include a disproportionate number of facial stimuli (see, e.g., Hasson et al. 2002). 
The problem with this and related proposals, however, is that the visual cortex of 

congenitally blind individuals has also been found to have the same face- specific 
response (Murty et al. 2020).4 In this work, sighted and congenitally blind in di-
vid uals were both asked to haptically explore three- dimensional printed faces 
and other types of objects. Even though the blind participants had never seen a 
face— and so had no visual input of faces from the foveal region of the retina— 
face selectivity was found in their visual cortex in much the same location as in 
the sighted participants.5

A similar pattern of the same functional specificity in sighted and blind in di-
vid uals occurs with the representation of the spatial location of objects in the vis-
ual cortex. In one study, researchers presented early blind participants with 
auditory stimuli that varied in terms of sound type (different piano chords) and 
spatial location (Renier et al. 2010).6 Their brain activity was measured during 
two behavioural conditions, an identification condition (in which they had to 
determine whether sequentially presented stimuli were of the same sound type) 
and a location condition (in which they had to determine whether they had the 
same location). What was found was that a part of the visual cortex associated 
with the representation of visual spatial location in sighted participants (the 
an ter ior part of the right middle occipital gyrus, or MOG) was differentially 
active for the auditory spatial localization task relative to the auditory 

4 In addition, there is also a question of whether ordinary visual experience could be the driving 
force behind the functional specificity of the FFA given how early in development the ventral visual 
stream exhibits much of the differentiation found in adults. fMRI data indicate that at as early as 
2 months of age, the FFA selectively responds to faces, the PPA (the parahippocampal place area) se lect-
ive ly responds to scenes, and the EBA (extrastriate body area) selectively responds to bodies 
(Kosakowski et al. 2022).

5 Other researchers have explored the role of experience in the formation of face- selective cortical 
areas using a deprivation experiment similar to the Sugita (2008) study discussed in Chapter 10. 
Macaque monkeys were raised without exposure to any faces and later tested for whether they devel-
oped the normal cortical patches that selectively respond to faces, bodies, and scenes (Arcaro et al. 
2017). The finding was that the response to bodies and scenes was the same as in control participants 
but that the face- deprived monkeys appeared to lack the usual face- selective response in the superior 
temporal sulcus. This led these researchers to conclude that “seeing faces is necessary for face domain 
formation” (the title of their paper). In contrast, face- deprived chicks have been found to have 
neuro ns that selectively respond to schematic face- like stimuli as opposed to other configurations of 
the same components, including upside down schematic faces (Kobylkov et al. 2024). There are inter-
esting questions about this apparent discrepancy and about how best to interpret the results with 
macaques. But regardless, the main point worth stressing is that, as noted in the text, studies directly 
focused on face- selective cortical activity in the human brain strongly support the view that visual 
experience is not necessary for face selectivity to develop in the FFA, as this appears even in congeni-
tally blind humans.

6 Early blind participants include those who are blind from birth and those who develop blindness 
early in childhood. In this experiment, the early blind participants were blind either from birth or by 
the second year of life.
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identification task. An analogous tactile task was also run with the same partici-
pants. In this case, their fingertips were given different types of stimulation (for 
the identification task) or there was stimulation to different fingers (for the spatial 
location task). Once again, the right anterior MOG was differentially active for 
the spatial localization task relative to the identification task.7 The upshot of this 
study is that, while the MOG is clearly plastic— in the early blind it comes to sub-
serve auditory and tactile spatial localization abilities that it does not subserve in 
sighted individuals— the plasticity it exhibits is a form of constrained plasticity. 
The MOG continues to carry out the function of spatial localization in the early 
blind, just with different types of sensory input.

Further neuroimaging studies have revealed the same pattern of constrained 
plasticity in other neural regions with associated spatial functions. For example, 
other research has examined the activity in the posterior parietal cortex (PPC), 
which is involved in the representation of space for purposes of guiding action 
(Lingnau et al. 2014). The PPC normally takes its sensory input primarily from 
vision and exhibits a pronounced gradient— with posterior subregions recruited 
more heavily for (visual) guidance of reaching and grasping, and anterior subre-
gions more for planning and execution of motor action. Using a reaching task 
that wasn’t visually guided— one that was proprioceptively guided instead— the 
researchers were able to show that the same pattern of functional differentiation 
occurs in congenitally blind participants. They compared the brain activity of 
congenitally blind individuals and blindfolded sighted individuals who were 
required to touch and grasp objects in different specified locations. Notice if the 
brain’s plasticity takes the form of constrained plasticity, then sighted and blind 
study participants should have similar activation in the anterior portions of the 
PPC since both would be equally engaged in the planning and execution of motor 
action. But constrained plasticity predicts that there should also be significantly 
greater activation in the posterior portions of the PPC in the blind participants 
since their PPC would have adapted to make use of non- visual sources of infor-
mation about spatial location in order to guide their reaching and grasping. This 
is exactly what the researchers found, leading them to conclude that “neural plas-
ticity acts within a relatively rigid framework of predetermined functional spe-
cialization” (Lingnau et al. 2014, p. 547).

One of the major features of the visual cortex is the functional division cor res-
pond ing to two broad networks of interrelated neural regions. The ventral visual 
stream (often referred to as the what pathway) represents object properties, and 
is involved in object recognition; the dorsal visual stream (often referred to as the 
where pathway) represents object location and the spatial relations between 

7 Blindfolded sighted control participants doing these auditory and tactile tasks did not show the 
same activation of the MOG. However, MOG activation in sighted participants did occur in a com-
par able visual task.



The ArgumenT from neurAl Wiring 361

objects, and is involved in object- directed action. The results we have reviewed 
indicate that the dorsal visual stream continues to exist in early blind and con-
genitally blind participants and that its component subregions engage in the 
same functional processing for object location despite profound changes in sen-
sory input (auditory or proprioceptive vs. visual).8

Further investigations of the dorsal visual stream fill out this picture by show-
ing that it is not just the representation of spatial location that is preserved. For 
example, researchers have also examined activity in the dorsal occipito- temporal 
cortex in congenitally blind adults, focusing on a region of interest encompassing 
the hMT+ complex, which normally represents the direction of visual motion 
(Wolbers et al. 2011). To determine whether this region retains the same function 
when deprived of its usual (visual) input, brain activity was measured while con-
genitally blind participants heard leftward and rightward broadband noise sig-
nals, as well as static control stimuli. The region of interest examined was 
specifically involved in motion detection in congenitally blind participants even 
though the sensory input in this case was auditory, not visual. Once again, we 
have an impressive instance of plasticity (the fact that the dorsal visual pathway is 
co- opted for auditory processing), but the plasticity is constrained, preserving 
the normal functional specificity of a dorsal pathway subregion.9

These and related studies showing preserved functional specificity in the visual 
cortex support what is known as the metamodal hypothesis regarding the brain’s 
functional organization (Pascual- Leone and Hamilton 2001). According to this 
hypothesis, much of the brain is composed of distinct computational systems 
whose functions are established independently of their sensory input. These sys-
tems are capable of processing sensory information from differing modalities but 
settle on a given modality when the input from that modality provides the best fit 
for the computations carried out— thus giving the appearance of modality spe ci fi-
city. On this view, it is a misnomer to speak of the “visual cortex”, the “auditory 
cortex”, etc. Rather, each of these broad areas are composed of neural systems that 
engage in computations that create a preference for a given modality, but the 
computations performed aren’t inherently about visual or auditory content, and 
so, when the preferred input is unavailable, the brain switches to the next best fit.

There is now a considerable amount of evidence in support of the metamodal 
hypothesis. For our purposes, though, what matters is the implication for ration-
alism. Notice that to the extent that the brain is organized in this way, we have 
grounds to suppose that the functional specificity associated with particular 
regions of the brain is not always a product of general- purpose learning. The 

8 For related evidence that visual experience isn’t needed to establish the ventral/dorsal large- scale 
organization of the visual system, see Striem- Amit et al. (2012).

9 Other work shows that the same sort of constrained plasticity exists when portions of the audi-
tory cortex are given visual inputs in cases of congenital deafness (e.g., Bola et al. 2017).



362 The ArgumenT from neurAl Wiring

reason why the hMT+ computes direction of motion, for example, can’t be 
because this is required by its visual input; it performs the same function in the 
complete absence of visual input in the congenitally blind. Rather, the most 
plaus ible explanation of its functional specificity is that this brain region is ini-
tially organized for computing direction of motion, and this results in its select-
ing visual input when visual input is available because visual input is optimal for 
the computations it performs.10

The evidence that we have just reviewed regarding spatial representation 
argues for a variety of characteristically rationalist psychological structures per-
taining to spatial position, direction, and motion being part of the acquisition 
base. Arguably, these will include both representations and processing mech an-
isms. Whether the representations involved here are taken to be conceptual will 
depend on how the conceptual/nonconceptual distinction is drawn. But regard-
less of whether they themselves are deemed conceptual, these representations 
(and the other characteristically rationalist psychological structures that this and 
related work argues for) almost certainly play a major role in the acquisition of a 
variety of representations that are uncontroversially conceptual, pertaining to 

10 We should emphasize that we are not claiming that the function of every brain area is fixed 
independently of experience, or that many brain regions exhibit no plasticity. Nor are we claiming 
that brain areas always support a single function (even individual neurons in simple organisms have 
been shown to be capable of performing multiple functions; see, e.g., Li et al. 2014), or that the pri-
mary function of a brain area is unaffected by sensory input. All theorists who adopt a broadly ma teri-
al ist approach to the mind suppose that psychological changes are realized by changes in the brain, 
and so every brain region will exhibit substantial neural plasticity. Concept nativists embrace cogni-
tive development and change just as empiricists do, taking individuals to undergo psychological 
change throughout their lifetimes— some of which is supported by characteristically rationalist learn-
ing mechanisms, some by characteristically empiricist learning mechanisms, and some by a mix of 
characteristically rationalist and characteristically empiricist learning mechanisms. We highlight these 
basic points because critics with preconceptions about rationalism and empiricism that are at odds 
with the views as we have characterized them might easily overlook them. For example, in a critical 
commentary on Laurence and Margolis (2015), Plebe and Mazzone (2016) seem to misunderstand 
our view by overlooking that we wholeheartedly accept these sorts of environmental influences on the 
brain. They repeatedly point out that the environment is important to brain development, suggesting 
that this truism— which we of course endorse— somehow undermines our concept nativism. But no 
one on either side of the rationalism- empiricism debate denies that experience has an important 
impact on the brain. We should also note that their critique doesn’t actually attempt to address any of 
the positive evidence we cite in support of the argument from neural wiring. Instead, they present a 
general argument against the possibility of rationalist accounts of conceptual development based on 
the fact that there are gross similarities in neural tissue across the cortex, arguing that this shows that 
cortical tissue is functionally unconstrained. However, the existence of gross similarities in cortical 
tissue is perfectly compatible with functional specialization. They also argue that the timing of brain 
development is inconsistent with concept nativism, claiming that “the basic development of con nect-
iv ity [in the brain] takes place early, before the period infants acquire most of their concept[s]” 
(p. 3904). But this just begs the question against concept nativism. Concept nativists provide evidence 
that many concepts are acquired substantially earlier than empiricists suppose (see the argument 
from early development in Chapters 8 and 9). And where concepts are acquired later in development, 
they may still be acquired on the basis of rationalist learning mechanisms. In this case, what matters to 
concept nativism isn’t the timing of when a concept is acquired. The critical question is whether the 
learning mechanism traces back to characteristically rationalist psychological structures in the acqui-
sition base (see Chapter 2).
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position, direction, and related concepts, such as pATh, moTion, locATion, 
ToWArds, AWAy, lefT, righT, fronT, bAck, Above, and beloW.

In the context of a view like ours, in which many other concepts in many other 
domains are either innate or acquired via rationalist learning mechanisms, these 
concepts add to the case for concept nativism by broadening the range of con-
cepts it covers. At the same time, however, it’s worth noting that these concepts 
are among the types of concepts that an empiricist who accepts some innate con-
cepts might posit, as well.11 And, as we will see in Chapter 21, Jean Mandler argues 
for a moderate form of empiricism that does just this, developing an account that 
aims to explain the origins of all concepts based on a small stock of innate spatial 
concepts which (sometimes combined with bodily feelings) work in conjunction 
with a particular type of domain- general learning mechanism.

Spatial concepts are not the only type of concepts where an argument of the 
type we have been discussing can be given, however. Other work of this type, 
focusing primarily on constrained plasticity in the visual cortex, makes a case for 
a rationalist account of concepts in other conceptual domains. For example, 
Mahon et al. (2009) examined the ventral visual stream’s representation of living 
versus non- living kinds. It is well known that the ventral visual stream exhibits 
neural specialization for these differing categories, with the representation of 
artefacts (e.g., tools and houses) in medial regions and the representation of living 
animate things (e.g., animals and faces) in lateral regions. A common empiricist 
theory in neuropsychology is that this medial- to- lateral organization stems from 
the differing visual features associated with these cat egor ies (e.g., Rogers et al. 2005). 
The basic idea behind this proposal is that general- purpose learning establishes 
differentiated neural- representational systems for artefacts and living kinds 
because experience with exemplars from these two general categories produces 
visual experiences with different characteristic features. One way to test this 
supposition is to compare the brain activation in sighted and congenitally blind 
participants using a common task that is known to generate ventral visual stream 
activation in sighted participants. This is exactly what Mahon et al. did, asking 
sighted and congenitally blind participants to make size judgements upon hearing 
words for artefacts and animals.

Now if representations of living and non- living kinds were organized as they 
are in the ventral visual stream of sighted participants because of a response to 
some measure of visual similarity, it would be deeply surprising to find the same 
fine- grained functional differentiation along the medial- to- lateral axis among the 
congenitally blind. But this is just what was found. Thus it is highly unlikely that 

11 Recall from Chapter 2 that empiricism is compatible with the acquisition base containing a very 
limited number of innate concepts or other characteristically rationalist psychological structures 
(particularly when such concepts are relatively concrete/non- abstract, as these concepts are) in add-
ition to the domain- general learning mechanisms that form the core of any empiricist account.
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the general organization of these areas is driven by visual differences between 
artefacts and living kinds that general- purpose perceptual learning manages to 
pick up on. As Mahon et al. note, the similar pattern of activation in sighted and 
congenitally blind participants suggests “that the organization of the ventral 
stream innately anticipates the different types of computations that must be car-
ried out over objects from different conceptual domains” (Mahon et al. 2009, 
p. 403). Similar results regarding the representation of action verb meanings 
(e.g., “run”) (Bedny et al. 2012), and tools (Mahon et al. 2010) suggest that the brain 
regions underlying a variety of evolutionarily important conceptual domains 
exhibit constrained plasticity in development.12

So far we have focused primarily on examples of representations in the visual 
cortex. And it is certainly noteworthy that the functional/representational organ-
ization of the visual cortex is retained notwithstanding the complete lack of visual 
input. But just as important are instances of higher cognitive amodal neural sys-
tems retaining their functional specificity despite a lack of visual input. After all, 
these systems still depend on sensory information, so the information they draw 
upon will differ in dramatic ways when visual information is not available.

Consider the impact of blindness on the development of mentalizing abilities. 
Blind individuals lack access to many of the perceptual cues that are typically 
associated with other people’s mental states, including, for example, their facial 
expressions, direction of gaze, and body posture. Blind individuals also can’t rely 
on first- person experience to understand other people’s visual perception of 
events. However, despite these radical differences, the location of the neural sub-
strates for mentalizing in early blind individuals (including congenitally blind 
individuals) is the same as for sighted individuals (Bedny et al. 2009).13 Notice 
how unexpected this is on the assumption that mentalizing is acquired largely on 
the basis of general- purpose processes that are, in the first instance, driven solely 
by low- level perceptual cues. Why would the same cortical areas end up with the 
same peculiar functions given such grossly different access to the evidence for 
mental activity? In contrast, this constancy in function is naturally explained on 
the hypothesis that the functions realized by these cortical areas and their 

12 See also Chapter 22 for discussion of the embodied cognition research programme, where we 
discuss related work on the representation of hands, feet, tools (and actions involving hands vs. feet) 
in congenitally blind individuals and individuals who were born without upper limbs.

13 Bedny et al. (2009) offer a qualification to these conclusions, citing work that suggests that an 
understanding of false belief develops at a later age in blind individuals than sighted individuals, per-
haps as late as 8 years old (e.g., Peterson et al. 2000). However, this work is based on traditional false- 
belief tasks rather than non- traditional false- belief tasks (see Chapter 9 for discussion of this 
distinction). Since sighted children have been shown to pass non- traditional tasks at much younger 
ages than traditional tasks, it would be very interesting and revealing to determine if blind infants can 
pass a non- visual, non- verbal non- traditional false- belief task at a comparable age to sighted infants. 
As far as we know, though, all non- traditional false- belief tasks that have been run on infants to date 
have been visually based tasks, so new tasks would need to be designed in order to test this 
possibility.
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high- level patterns of connectivity are largely fixed independently of perceptual 
input, reflecting a psychological capacity that traces back to a rationalist local 
acquisition base involving innate characteristically rationalist psychological 
structures.

All of the cases of constrained plasticity that we have considered to this point 
have involved preserved function in the face of dramatic variation in sensory 
input. In such cases, one might expect dramatic changes in function if brain plas-
ticity were not highly constrained. We turn now to a second type of case of con-
strained plasticity, namely, cases involving cognitive and conceptual impairments 
which are due to focal brain damage or genetic disorders/anomalies.14 Such 
impairments argue for constrained plasticity because they show that the brain is 
insufficiently plastic to compensate for certain difficulties, despite ample op por-
tun ity for neural reorganization based on exposure to relevant features of the 
environment.

Notice, for instance, that empiricists who hold that the brain’s plasticity is 
unconstrained should predict that early focal damage to a brain region that is 
normally associated with a specific representational capacity— the FFA’s repre-
sentation of faces, for example— shouldn’t be permanently debilitating. On such 
empiricist views, this damage should be compensated for by the reorganization of 
neural functions in other brain regions given the continued exposure to relevant 
external stimuli. The visual system’s regular exposure to faces after damage to the 
FFA should be enough for a system for representing and recognizing familiar 
faces to develop somewhere else in the brain, especially given how important face 
recognition is to everyday life. So it should be surprising to an empiricist who 
holds that the brain’s plasticity is unconstrained if the inability to represent faces 
were to persist. Moreover, it should be all the more surprising if an individual 
with early focal damage were unable to recover the ability to represent faces but 
ended up being perfectly capable of representing and discriminating other types 
of comparably complex objects.15 In general, then, cases in which the brain is 

14 While we will be using terms like “genetic disorder” and “genetic anomaly” in conformity with 
the widespread use of these terms in cognitive science, it should be noted that they are problematic for 
several reasons. One is that, although genetic factors can profoundly affect development, it should 
nonetheless be borne in mind that no traits are solely genetic— all phenotypic traits depend on both 
genetic and environmental factors (as explained in Chapter 3). The other is that “disorder” in this 
context, and also in such terms as “autism spectrum disorder”, has a negative connotation. However, 
many would argue that atypical conditions such as autism spectrum disorder (also referred to as 
autism spectrum condition or autism) shouldn’t be thought of in this way and that they should instead 
be understood to simply be part of the larger landscape of normal human variation.

15 Of course, neurological disorders typically don’t affect a single functional system in isolation 
(e.g., the FFA’s representation of faces) but rather involve a variety of co- occurring deficits. For 
ex ample, a stroke may result in damage to functionally distinct yet physiologically related brain areas 
that are equally dependent on the impeded blood flow. Nonetheless, cognitive deficits are sometimes 
quite specific. Prosopagnosia, a deficit in the ability to recognize faces, may be accompanied by other 
forms of agnosia, but can also occur as a selective deficit in which the impairment is specific to faces. 
Such individuals may be unable to recognize faces or discriminate them from other faces while at the 
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unable to compensate for impairments of this kind— especially when there is con-
siderable exposure to relevant environmental stimuli— constitute another type of 
argument against empiricism.

How might an empiricist respond to this objection? A common response is to 
claim that what might appear to be a category- specific deficit deriving from an 
impairment to an innate domain- specific mechanism actually traces back to more 
general deficits of one kind or another. Consider, for example, deficits that appear 
to be specific to the representation of living kinds in semantic memory (memory 
related to general knowledge) (Capitani et al. 2003).16 This includes patients 
with significant impairments for representing animals (elephant, duck, etc.) in 
contrast with artefacts (pen, key, etc.). A standard empiricist explanation of such 
cases holds that semantic memory isn’t organized in terms of a categorical dis-
tinction between the living and the non- living (or animals versus artefacts), but 
instead is organized in terms of the properties that exemplars of particular cat-
egor ies possess. Different types of properties are taken to figure more prom in-
ent ly in the representation of categories of living versus non- living kinds. In one 
influential account, visual properties are taken to be more prominent for living 
kinds, and functional properties for non- living kinds. If this account were correct, 
then focal damage to the neural substrate for the representation of visual proper-
ties would disproportionately affect living kinds, while damage to the representa-
tion of functional properties would disproportionately affect non- living kinds 
(Warringon and McCarthy 1983; Farah and McClelland 1991). A standard ration-
alist approach, in contrast, maintains that semantic memory is organized in terms 
of a categorical distinction between living and non- living kinds. On this view, 
these innate categories are subserved by dedicated neural circuits, as are a num-
ber of other category types with particular evolutionary significance, such as ani-
mals, tools, faces, and food (Caramazza and Shelton 1998; Mahon and 
Caramazza 2009).

As our interest is in the rationalism- empiricism debate, a particularly im port-
ant type of case to consider in evaluating these two different types of explanation 
is one in which a category- specific deficit in early development results from 
neur al damage or a genetic anomaly.17 Farah and Rabinowitz (2003) documented 
the case of Adam, who sustained brain damage when he was just 1 day old. At age 16, 

same time have no difficulty recognizing complex objects that aren’t faces or discriminating them 
from comparably similar objects (Busigny, Graf et al. 2010; Busigny, Joubert et al. 2010; Rezlescu et al. 
2014). This sort of specificity regarding a representational deficit can persist in spite of many years of 
exposure to relevant stimuli (faces in the case of prosopagnosia) and a very strong vested interest in 
the subject domain.

16 For more on semantic memory, see Chapter 19.
17 The strategy we are employing here is to use findings regarding atypical development to support 

a view about neurotypical development. We should note that Annette Karmiloff- Smith and other neu-
roconstructivists have questioned this approach and its ability to support rationalist accounts. In 
Chapter 20, we explain their objections to this approach and show that they are unfounded.
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Adam was tested for his knowledge of living and non- living kinds, and a sig-
nificant difference between the two was found. Adam had a severe impairment 
for knowledge regarding living kinds (responding to testing at chance levels), yet 
his performance was normal or near normal regarding non- living kinds. His dif-
ficulty with living kinds was also comprehensive in that it affected visual and 
non- visual properties alike, while his knowledge of non- living kinds (both visual 
and non- visual) was spared. Consequently, Adam’s psychological profile doesn’t 
fit well with the empiricist explanation of category- specific deficits in terms of 
selective damage to the representation of a given type of property (in this case, to 
visual properties).

What’s more, Adam’s case speaks directly to the limitations on neural plasticity 
in cognitive development. Despite the fact that the neural damage occurred very 
early in development, and despite the fact that Adam had years of experience in 
infancy and childhood in which other aspects of his psychological development 
proceeded normally, his brain was unable to compensate for the damage it had 
sustained in terms of representing living kinds.18 As Farah and Rabinowitz put it:

phrased in terms of Adam’s surviving brain tissue, despite its adequacy for 

acquiring semantic memory about nonliving things, it could not take over the 

function of semantic memory for living things. This implies that prior to any 

experience with living and nonliving things, we are destined to represent our 

knowledge of living and nonliving things with distinct neural substrates. (Farah 

and Rabinowitz 2003, p. 408)

In a related study, Farah et al. (2000) examined a different specific representa-
tional deficit in the same individual, namely, Adam’s difficulty with faces. At the 
age of 16, Adam had the classic profile of prosopagnosia— lesions in occipitotem-
poral cortex (bilaterally), with a severe impairment in the ability to recognize 
faces relative to good, though not perfect, object recognition abilities. As with the 
living/non- living distinction, this uneven cognitive profile raises the question 
of  why other neural tissue was unable to compensate for the damaged neural 
 tissue— a striking lack of plasticity— especially given the obvious importance of 
face recognition in daily life (Pinker 2002).

Now there are a number of possible explanations for why the representation of 
faces might be impaired, just as there are different possible explanations for the 
selective impairment to the representation of living (or non- living) kinds. 

18 A related type of case occurs with the inability to recognize voices— an impairment known as 
phonagnosia. In one study of this impairment, Garrido et al. (2009) report an instance of develop-
mental phonagnosia in which the 60- year- old individual had a long history of selective impairment 
for recognizing voices that she was unable to overcome, despite having normal hearing abilities and 
despite performing well on tests for speech perception, vocal emotions, music, environmental sounds, 
and faces.
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Duchaine et al. (2006) addressed this issue by examining another patient, 
Edward, who suffered from developmental prosopagnosia. This study took 
advantage of the opportunity to test on a single individual all of the alternatives to 
the rationalist domain- specific explanations that have appeared in the face- 
perception literature. Among the empiricist explanations considered were the 
possibility that Edward suffered from a general difficulty regarding the represen-
tation of individuals within a category, a general difficulty with holistic process-
ing, a general difficulty with configural processing (i.e., representing the spacing 
between features), and a general difficulty in acquiring expertise for object cat-
egor ies. For example, the configural processing explanation was evaluated by 
having Edward make same- different judgements for photographs of faces and 
houses that had been digitally altered. The distance between the eyes or windows 
was changed, or these features themselves were replaced with similar features in 
the same relative spacing. In this case, Edward’s performance was normal for 
detecting changes to houses, but dramatically worse (three standard deviations 
below the mean) for detecting commensurate changes to faces. Likewise, the 
expertise hypothesis was evaluated using corresponding face- and body- matching 
tests, in which the goal was to identify which of two rotated faces or headless bod-
ies matched a target. Here, too, Edward had great difficulty with faces, but his 
performance with bodies was normal— in fact, he scored at the high end of the 
normal range for body recognition. These and the results from Duchaine et al.’s 
other tests indicate that Edward’s difficulty is genuinely face specific, and conse-
quently that there are face- specific developmental mechanisms that may be 
se lect ively impaired.

Edward’s impairment (unlike Adam’s) is most likely the result of a genetic anom-
aly. Though not all genetic anomalies that result in representational deficits are as 
focused as prosopagnosia— most result in uneven but often predictable profiles of 
spared conceptual abilities and impairments— they can still provide an excellent 
source of evidence regarding the limits on the brain’s plasticity. For example, 
individuals with Williams syndrome, which involves a rare genetic anomaly 
(Schubert 2009), exhibit severe deficits in certain types of reorientation tasks which 
rely on geometrical representation19 but have relatively spared face recognition 
abilities (Bellugi et al. 2000; Lakusta et al. 2010), and they have intact biological 
motion representation in spite of other types of motion representation deficits 
(Jordan et al. 2002; Reiss et al. 2005). These patterns are highly unexpected if we 
assume that the brain’s plasticity is relatively unconstrained and that the development 
of these abilities is driven by sensory experience and domain- general learning.

19 We discussed this briefly in Chapter 1. Recall that in a typical reorientation task, participants in 
a rectangular room are shown the hiding place for an object and are gently spun around until they 
become disoriented. They are then asked to locate the object.
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One particularly well- studied and illuminating case is the impairment to men-
talizing abilities found in individuals with autism spectrum disorder (ASD).20 In 
a groundbreaking early investigation, Baron- Cohen et al. (1985) examined three 
groups of children on a traditional false- belief task— neurotypical preschool chil-
dren, children with Down syndrome, and high- functioning children with 
ASD. The false- belief task they used was the Sally- Anne task mentioned earlier, in 
Chapter 9, in which a protagonist (Sally) places a toy in her basket only to have it 
moved (by Anne) to another location (a box) while she is away from the scene. 
When Sally returns, participants are asked where she will look for her toy. 
Neurotypical children and Down syndrome children both answered correctly, 
saying that she will look in the basket (where Sally should falsely think that it is), 
while children with ASD overwhelmingly gave the incorrect response, saying that 
she will look in the box (where it actually is).

Subsequent work has shown that this failure is specific to the understanding of 
belief and is not part of a general difficulty with understanding representation 
(Leslie and Thaiss 1992). In this study, neurotypical preschool children were 
compared with high- functioning children and adolescents with ASD— this time 
using both false- belief tasks and structurally similar tasks with photographs and 
maps. (In a false- photograph task, a Polaroid photo is taken of an object in one 
location, only to have the object moved before the photo is developed. Then the 
question asked is where the object will be in the photograph.) The result was that 
the participants with ASD performed rather well on the false- photograph and 
false- map tasks, despite poor performance on false- belief tasks. By contrast, chil-
dren who didn’t have ASD found the false- photograph and false- map tasks more 
difficult than the false- belief task.

Further studies have shown that children with ASD not only have difficulties 
with traditional false- belief tasks, but they are also unable to anticipate an actor’s 
actions when presented with evidence of the actor’s false belief in a non- 
traditional spontaneous- response task (Senju et al. 2010). This is not due to a 
general inability to understand action, as they correctly predict an agent’s actions 
when the agent doesn’t have a false belief, and are able to correctly attribute goals 
to an agent even when the agent fails to achieve his goal (Carpenter et al. 2001). 
Further, this sort of impairment persists into adulthood. Adults with ASD who 
can correctly answer explicit questions about what an agent with false beliefs will 
do nonetheless fail to spontaneously anticipate that an agent will act the same 
way in a live situation (Senju et al. 2009). This suggests that they are solving 

20 There is evidence that numerous different genetic anomalies are associated with ASD (see, e.g., 
Huguet et al. 2013). ASD may also not be a single unified condition, but rather a collection of related 
conditions with overlapping symptoms. For this reason, some researchers now speak of autism spec-
trum dis orders (or ASDs) instead of autism spectrum disorder.



370 The ArgumenT from neurAl Wiring

traditional false- belief tasks using consciously formulated rules that substitute for 
an intuitive understanding of the source of action. Other studies suggest a similar 
conclusion. Neurotypical adults modulate their behaviour when they are 
observed because of the potential effect on their social reputation (e.g., giving 
more money to a charity in the presence of others than when alone). In contrast, 
high- functioning adults with ASD don’t modulate their behaviour in this way 
(Izuma et al. 2011). Likewise, neurotypical adults in large- scale Western societies 
take into account the absence of negative intentions when formulating a moral 
judgement pertaining to someone who accidentally causes a negative outcome. 
Here, too, high- functioning adults with ASD in the same societies behave differ-
ently, treating cases with and without negative intentions in the same way (Moran 
et al. 2011).21

Thus, a convergence of evidence suggests that ASD is associated with a se lect-
ive representational impairment, one that affects the formation and use of certain 
mental state concepts but not other concepts of comparable difficulty. And just as 
with Adam’s impairments with living kinds and faces, this impairment persists 
despite ample exposure to relevant stimuli; the brain appears to be insufficiently 
plastic to overcome these core deficits associated with ASD.

We have seen that a variety of neurological data support the idea that neural 
plasticity is not as open- ended as concept nativism’s critics often suppose. 
Significant aspects of neural development supporting the conceptual system is 
substantially unaffected despite dramatic differences in sensory input (e.g., differ-
ences due to congenital sensory deprivation). And in other cases, the brain is 
insufficiently plastic to compensate for focal damage or genetic anomaly, resulting 
in lifelong conceptual impairments even when the disruption occurs very early in 
development and is followed by years of experience of stimuli from the conceptual 
domain that a brain with unconstrained plasticity might use to overcome the deficit.

We conclude that, while there is certainly a great deal of evidence for plasticity 
in the brain, neural plasticity is constrained in a way that is best explained by an 
overall rationalist framework. The brain is not comprised of an equipotential net-
work that is sculpted into differentiated functional units through general- purpose 
learning. Much of its development is grounded in a differentiated and complex 
arrangement of distinct neural- representational systems that are specialized for 
processing specific types of information. We have illustrated this underappreci-
ated fact with a number of examples that show how the argument from neural 
wiring can play an important role in the case for concept nativism. These 
ex amples point to an assortment of characteristically rationalist psychological 

21 The right temporo- parietal junction (rTJP), which is known to be a critical mentalizing brain 
area (Koster- Hale and Saxe 2013), is particularly involved in modulating moral judgements according 
to whether a harm is accidental or intentional (Buckholtz et al. 2008; Young and Saxe 2009). 
Interestingly, the normal spatially distinct responses within the rTJP for accidental versus intentional 
harms is absent in adults with ASD (Koster- Hale et al. 2013).
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structures in the acquisition base that make a significant contribution to the 

acquisition of concepts in the domains of space and motion, faces and in di vid-
uals, living and non- living kinds, tools, action categories, and types of psy cho-
logic al states (especially propositional attitudes). Since the very idea of the brain’s 
plasticity is routinely assumed to support an empiricist view of conceptual devel-
opment, this is a striking outcome. We expect that as further research along 
these lines continues— research that is sensitive to the possibilities of constrained 
plasticity— it will only reinforce the case for concept nativism.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0013



14
The Argument from Prepared Learning

Our sixth argument for concept nativism— the argument from prepared 

learning— turns on the insight that conclusions about the character of the acquisi-
tion base can sometimes be drawn by attending to the relative ease or difficulty of 
learning across different conceptual domains. The aim of the argument is to iden-
tify patterns of this kind that indicate that the mind is innately prepared to spe-
cifically learn about some types of things but not others. The first step in any 
instance of this argument is to identify a pattern of development where facts per-
taining to the relative ease of learning suggest the workings of a domain- specific 
rationalist learning mechanism. For example, this might be a case where learning 
in one conceptual domain occurs extremely rapidly (this might involve exposure 
to as little as a single instance in some cases), while comparable learning involving 
other conceptual domains may require exposure to many instances over an 
extended period of time. The second step in the argument addresses where this 
domain- specific mech an ism comes from. Empiricists aren’t necessarily opposed to 
domain- specific learning mechanisms. As was explained in Chapter 2, their pri-
mary opposition is to domain- specific learning mechanisms that aren’t acquired 
solely through the operation of more fundamental domain- general processes. To 
the extent that this sort of domain- general learning can be ruled out or deemed 
unlikely, we may conclude that the domain- specific mechanism in question is a 
rationalist domain-specific learning mechanism. The fact that there would then 
be a rationalist account for the concepts it draws upon and the concepts whose 
acquisition it supports would thereby lend support to concept nativism.

While the argument from prepared learning has a venerable history in cogni-
tive science and was particularly prominent in the 1960s and 1970s, it has received 
far less attention since then. Some of the case studies that we will discuss are 
based on research that is not typically seen as being linked to this earlier work, 
and these case studies draw on research that hasn’t been explicitly formulated in 
terms of the argument from prepared learning. Although this form of argument 
has been neglected and arguably has played a relatively minor role in recent 
developments in the rationalism- empiricism debate, we think it is an important 
one and that it has a great deal of untapped potential. One of our aims here is 
to call more attention to this form of argument and to encourage researchers to 
further explore what it might tell us about the contents of the acquisition base.

In Chapter 4, we discussed one important and relevant line of research that 
factored into early discussions of prepared learning: Garcia and Koelling’s (1966) 
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investigation of how rats learn which foods are harmful and should be avoided. 
Garcia and Koelling found that rats rapidly learn to associate their nausea with a 
particular correlated taste but fail to associate it with equally salient correlated 
sights or sounds even though they are perfectly capable of learning to associate 
such visual and auditory stimuli with electric shocks. As we saw in Chapter 4, this 
suggests that rats’ avoidance of certain foods isn’t driven by general- purpose 
learning. If the learning were grounded solely in domain- general associative 
learning, then in principle any discriminable stimulus that is comparably well 
correlated should be equally associable with nausea. But this is clearly not the 
case. The underlying learning mechanism is prepared to link specific types of 
events: nausea and antecedent taste experience. Garcia and Koelling put the point 
using the language of reinforcement learning, remarking that different “re in-
forcers are not equally effective for all classes of discriminable stimuli”, and specu-
lat ing that “evolution favored mechanisms which associate gustatory and 
olfactory cues with internal discomfort” (p. 124).

Not long after the appearance of Garcia and Koelling’s (and other related) 
findings, Martin Seligman presented a landmark discussion of the argument from 
prepared learning in the context of a sweeping critique of the assumption that all 
learning is governed by the same domain- general principles. Seligman pointed 
out that the learning theorists at the time weren’t paying sufficient attention to 
data from their own research demonstrating that not “all events are equally asso-
ciable” and that learned associations fall along “a continuum of preparedness” 
(Seligman 1970, p. 406). For example, it was known that pigeons easily learn to 
peck a lighted key when the provision of food is associated with the key being 
illuminated, and that this is true even when the pecking itself is completely super-
fluous to obtaining the reward (i.e., food is automatically provided following the 
key being illuminated). For Seligman, the fact that the pecking- food association 
is ineffectual but learned anyway was a clear sign that pigeons are prepared to 
associate the action of pecking with obtaining a food reward. In contrast, 
although cats can be trained to press a lever to open a door to escape an en clos-
ure, it was known that they have great difficulty learning to open a door by lick-
ing or scratching themselves, even when this behaviour is perfectly correlated 
with the door opening— an instance of what Seligman described as their being 
counterprepared to learn an association (in this case, the association between 
licking/scratching themselves and the door opening).

Like Garcia and Koelling, Seligman turned to broad evolutionary con sid er-
ations to explain why cats and other animals would be prepared (or counterpre-
pared) for different types of learning. He pointed out that, just as each species’ 
sensory systems may be more or less suited to the conditions of a learning experi-
ment, the same holds for its learning mechanisms, which likewise have “a long 
specialized evolutionary history” (p. 407). For example, cats, as a species, would 
have had an evolutionary history in which licking their own bodies wouldn’t have 
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had any effect on nearby obstructions, but one in which pawing obstructions 
would sometimes allow them to escape. Thus it shouldn’t be all that surprising 
that cats have trouble learning that licking their body causes a door to open.

In the examples that follow, we too will mention broad evolutionary con sid er-
ations in connection with the argument from prepared learning, but these don’t 
directly factor into the structure of the argument. All that matters to whether the 
argument from prepared learning applies is whether facts about the relative ease 
or difficulty of learning something counts as evidence for a domain- specific 
rationalist learning mechanism. Still, thinking about evolution can often be a use-
ful heuristic for identifying potential instances of prepared learning. The starting 
point when using this strategy is to ask about the types of learning mechanisms 
that would have been favoured by natural selection given the adaptive problems 
our ancestors faced and the likely fitness consequences of competing domain- 
specific and domain- general solutions.1 If a good argument can be made that a 
domain- specific solution might have outperformed domain- general alternatives, 
we can then directly investigate whether such a mechanism exists using the logic 
of the argument from prepared learning— by looking for the characteristic pat-
tern of relative ease of learning in a given domain compared to other domains. 
Further work on food aversion illustrates how even very basic facts concerning an 
adaptive problem can guide productive research on prepared learning. For 
ex ample, as we noted in Chapter 4, Wilcoxon et al. (1971) reasoned that a taste- 
based aversion system, rather than a vision- based aversion system, makes sense 
for rats (nocturnal foragers with poor vision). However, the opposite is true for 
birds that rely heavily on vision for foraging. This led them to hypothesize that 
such birds would differ from rats in being predisposed to rapidly associate a vis-

ual cue with illness, which they went on to demonstrate for Bobwhite quail using 
an experimental protocol similar to Garcia and Koelling’s.

Two further aspects of the argument from prepared learning should be men-
tioned before we turn to the case studies that will occupy the bulk of this chapter. 
First, like the other six arguments for concept nativism in Part II, the argument 
from prepared learning takes the form of an argument to the best explanation. In 
all of the examples that we will discuss, the claim is that facts pertaining to the 
relative ease of learning in a given domain compared to other domains are best 
accounted for if we postulate the existence of a domain- specific rationalist learn- 
ing mechanism, not that these facts provide a deductive proof that there is such a 
mechanism.

Second, in many instances, there is a question about exactly what domain- 
specific rationalist learning mechanism is involved in the pattern of prepared 

1 Adaptive problems are enduring conditions in evolutionary history that presented opportunities 
or obstacles bearing on an individual’s evolutionary fitness (Tooby and Cosmides 2005).
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learning. Given the current state of the data, we can often see that some type of 
domain- specific rationalist learning mechanism underlies the pattern even 
though further research is clearly needed to clarify the character of the rationalist 
learning mechanism in more detail.

With these preliminaries out of the way, let’s delve further into the argument 
from prepared learning by examining a few of the areas where the argument from 
prepared learning is promising regarding the human mind and where there is 
reason to suppose that it can add to the case for concept nativism. We will focus 
on domains involving the representation of food, animals, purpose, and emo-
tions. We will begin with the representation of food.

Food is an especially interesting focal point for accounts of human learning 
because humans are food generalists who have to learn what to eat in the face 
of many potential dangers, including toxins, pathogens, and diets that provide 
insufficient calories or that are missing crucial nutrients (Rozin 1990). Much 
of this learning also has to take place relatively early in life, with food selection 
being absolutely critical to survival. It is somewhat surprising, then, that the 
representation of food has received little attention in the rationalism- 
empiricism debate.

Some of this neglect may be because of the fact that children undoubtedly 
bene fit from social learning. They are guided to eat suitable things by their care-
takers and by observing what is eaten by others in their community. Since social 
learning is used to learn about such a wide range of domains (clothing, religious 
rituals, gender roles, technology, etc.), it is often assumed to be antithetical to 
domain- specific learning. But much the same is true of associative learning, and 
we have already seen that associative learning is fully compatible with rational-
ism, and that not all associative learning is domain general— in some instances it 
is constrained by domain- specific rationalist learning mechanisms. So, the fact 
that social learning is involved in learning about food does not argue against 
adopting a rationalist perspective in this domain.

One area where there is reason to expect to find a food- related rationalist learn-
ing mechanism is the representation of meat. Compared to other foods in ances-
tral times, meat would have been a highly concentrated source of nutrients, 
including protein and fat, and there is evidence that meat played a role in human 
evolution as an essential component of the human diet prior to the advent of agri-
culture (Bunn 2007). At the same time, however, meat would have been a particu-
larly dangerous food source. Unlike many plants, which advertise their toxins to 
warn off being eaten, pathogens present in meat are often undetectable. The meat 
of a dead animal, no longer protected by the animal’s immune system, is also ripe 
for the rapid proliferation of pathogens. Taken together, these two factors— the high 
nutritional value of meat and the large risk associated with contacting and ingesting 
meat— may have etched into our minds a deep ambivalence towards meat, 
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making meat a desirable food but also one that readily elicits misgivings (Fessler 
and Navarrete 2003).2

Given the dangers associated with meat, one possibility is that we possess 
domain- specific rationalist learning mechanisms that regulate our social learning 
about meat and that heighten meat’s potential as an object of disgust, influencing 
learned food selection and learned food aversion (Tybur et al. 2016). These 
mechanisms ought to create more resistance to eating new types of meat than 
other foods and make it is easier to learn to avoid meat. Fessler and Navarrete 
(2003) report a range of findings that support these predictions. These include 
the finding that meat accounts for more acquired food aversions than any other 
food category (Mattes 1991), that reasoning is ineffective at overcoming neopho-
bia towards meat but not neophobia directed at non- meat foods (Martins et al. 
1997), and that, in many cultures, animal products are prototypical elicitors of 
disgust (Fessler and Navarrete 2003).

This work suggests that there is a differential pattern of learning associated with 
meat which is potentially tied to a rationalist learning mechanism. Experimental 
work confirming this is quite limited at present, in part because of constraints 
on  the sorts of direct experimentation that can be done in the investigation of 
acquired food aversions. Experimenters can’t freely explore people’s learned aver-
sions based on eating different types of foods that have been surreptitiously 
contaminated. Still, there are ways to test for aspects of a learned aversion in a 
laboratory setting. For example, Tybur et al. (2016) showed participants images of 
different meat and non- meat foods along with images involving cues for patho-
gens. They were then asked about such things as how nutritious it was and how tasty. 
The association of pathogenic cues had a significant negative effect on their judge-
ments of how much they desired to eat the meat, but didn’t affect how much they 
desired to eat the other foods (and there was no effect on judgements about ob ject-
ive features of either meat or non-meat foods). The differential pattern of learning 
here—readily developing a reduced desire to eat meat when visually linked to 
pathogen cues, but not readily developing a comparably reduced desire to eat 
other food similarly linked to pathogen cues—points to a potential argument from 
prepared learning concerning representations of meat and the domain of meat.

For such an argument, however, we need evidence that this differential pattern 
is one that is grounded in a rationalist domain-specific learning mechanism. In 
principle, the evidence in Tybur et al. (2016) might be explainable in terms of 
domain-general learning, and Tybur et al. didn’t directly rule out this possibility. 
One reason for thinking that this pattern shouldn’t be explained in such terms, 
however, comes from related evidence from non-human animals. For example, 

2 Of course, this evolutionary reasoning isn’t enough to show that a rationalist account of meAT 
and related concepts is true— nor is it meant to— just that it is worth exploring. As we explained in 
Chapter 4, evolutionary hypotheses bearing on the contents of the acquisition base are just that, 
hypotheses. They must be independently tested and assessed relative to the same evidential standards 
as hypotheses that aren’t generated on the basis of evolutionary thinking.
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Fessler and Navarrete (2003) observe that laboratory rats with controlled feed-
ing histories are more easily conditioned to develop aversions to food sources 
that are high in protein than they are to food sources that are high in carbohy-
drates. It’s unlikely that these laboratory animals had prior experiences that 
could have led to this predisposition being acquired through domain-general 
learning (e.g., that they all had more incidents of illness following the ingestion 
of high amounts of protein than incidents of illness following the ingestion of 
high amounts of carbohydrates).3 While more evidence would be needed to 
firmly establish that humans have a predisposition for differential learning pat-
terns associated with meat that are best explained in rationalist terms, the 
corroborating evidence from animals provides initial support for this view.4

Another promising type of argument from prepared learning in the domain 
of food is motivated by a different sort of learning problem in human evolution. 
Ancestral children had to be receptive to new foods to learn what to eat and 
what things to even conceptualize as food. For younger children, the danger of 
ingesting a lethal or debilitating substance would have been mitigated by the 
oversight of their parents and caretakers, who would have had substantial con-
trol over what was eaten, and who could also have been observed as reliable 
social models for what to eat. So there would be little evolutionary pressure for 
very young children to be constrained regarding food selection— they could be open 
to any foods their caregivers provided them with. But as a growing child became 
more independent and more mobile, lacking constraints about what to eat and 
experimenting with eating new things would have meant a substantially increased 
risk of illness and death. Moreover, the benefits of being open to new kinds of foods 
would have declined on the assumption that our ancestors often lived their whole 
lives in the same environment and hence that a child could be exposed to all of the 
foods that were typically eaten in their community in one or two full cycles of 
the seasons. The problem, then, was to be sufficiently mo tiv ated to eat new things at 
just the right time— when individuals had the most to learn about what to eat and 
were relatively insulated from the risks of being indiscriminate.

Cashdan (1994, 1998) has proposed that this situation presented the right condi-
tions for a food- specific rationalist learning mechanism to emerge that operates 
within a sensitive period—a period in which learning specifically within this domain 
is dramatically facilitated relative to other times—which tapers off when children are 
about 2 years old. This suggests the possibility of an argument from prepared learn-
ing in this domain. This argument would turn on a pattern of accepting new items as 
things to be eaten that differs systematically within versus outside of this sensitive 

3 Fessler and Navarrete (2003) mention a number of other suggestive findings with animals, 
including that chimpanzees and baboons hunt but don’t scavenge (treating a found carcass as not 
being a source of food) and that olive baboons rely heavily on social cues regarding whether to eat a 
novel type of meat but don’t use such cues in relation to novel vegetables.

4 Such a predisposition would also help to explain why meat is the subject of more taboos across 
cultures than other types of food. See Fessler and Navarrete (2003) for details.
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period (with new items being accepted quite  easily during the sensitive period but 
not outside the period), and where the same sort of differential pattern doesn’t occur 
for social learning regarding other content domains (for example, regarding the 
acceptance of new games or new social norms).

Cashdan discusses a number of findings that support this argument. One is 
that, in contrast with older children, children below the age of 2 happily put just 
about anything in their mouth, including objects that older children and adults 
recognize as non- food (e.g., paper) or consider offensive (e.g., imitation/fake dog 
faeces) (Rozin et al. 1986). Another is that, in her own research with middle class 
American children, Cashdan (1994) has found that children’s willingness to try 
new foods peaks around 2 years old and then significantly declines.5 This peak 
corresponds with the age at which the number of incidents of accidental poison-
ing among children in the US peaks, with the subsequent decline likely indicating 
the benefits associated with older children being more discriminating about what 
they eat. Cashdan also found that the children in her study who started on solid 
food at a later age— and thus typically had fewer opportunities to sample new 
foods in the hypothesized sensitive period— ended up with a narrower diet as 
older children.

This work supports the differential pattern of learning in the food domain 
within and outside of the hypothesized sensitive period but without directly com-
paring the food domain with other domains. Although there is evidence that 
other domains (like those that we mentioned a moment ago) don’t follow the 
same pattern with the same type of sensitive period, it would be desirable to have 
more systematic evidence and more direct comparisons with the food domain. 
A more fully developed version of this argument would greatly benefit from having, 
for example, a detailed direct comparison of children’s learning in the food 
domain with comparable types of learning in other domains in a large-scale lon-
gitudinal cross-cultural study. But the initial findings reported by Cashdan sug-
gest that this is a potentially fruitful domain for pursing such an argument.

An interesting feature of this version of the argument from prepared learning is 
that the pattern of prepared learning in this case is diachronic. It involves a differen-
tial pattern of learning that may be best explained in rationalist terms but one that 
has to do with learning being easier in some periods than in others, where this pat-
tern of relative ease is specific to a particular domain. This highlights the fact that the 
argument from prepared learning is compatible with a range of ways in which there 
can be a differential pattern of relative ease or difficulty of learning across different 
conceptual domains.

Another domain that is a promising candidate for the existence of prepared 
learning is the domain of animals. One aspect of particular interest has to do with 

5 A notable feature of childhood eating patterns is the persistent resistance to new foods by older 
children regardless of how much parents try to get them to eat these foods.
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how people learn about dangerous animals. Here, too, basic evolutionary con sid-
er ations are suggestive. In ancestral times, there would have been substantial fit-
ness consequences regarding knowledge about environmental dangers and about 
dangerous animals in particular. Moreover, learning that relied largely on indi-
vidual experimentation— for example, approaching new animals to see how they 
behave— would have been very costly compared to learning that capitalizes on 
other people’s knowledge and previous experience. Thus there would have been a 
distinct advantage to there being a rationalist learning mechanism for socially 
mediated learning about dangerous animals.

We have already seen that there may be rationalist learning mechanisms for 
social learning in the food domain (ones that guide learning about what types of 
items to consider as food and what is safe to eat) which shape children’s food 
preferences. In addition, there are reasons to suppose that socially mediated 
learning should not simply be a matter of blindly accepting whatever socially 
transmitted information one is exposed to. Some sources are more know ledge-
able or trustworthy than others, so it would be natural to expect that learners 
would have biases that helped them determine how to weigh testimony and infor-
mation from different sources (Henrich and Boyd 1998; Harris 2012; Kline 2015; 
Harris et al. 2018; Henrich and Gil- White 2001). And since not all information is 
of equal importance, it would also make sense for learners to have domain- 
specific content biases that motivate them to attend to some particular types of 
information more than others and that trigger immediate retention of this infor-
mation without the need for repeated exposure or social feedback.

Reasoning along these lines, Barrett and Broesch (2012) proposed that chil-
dren have an innate content bias for attending to and retaining socially transmit-
ted information about dangerous animals. According to their proposal, children 
should respond differently when told that a new animal is dangerous (or not) 
than when told other facts about an animal. They should be more likely to 
remember the danger- related information than these other facts even after just a 
single presentation and even after a significant period of time has elapsed.

To test this proposal, Barrett and Broesch worked with children from two rad-
ic al ly different communities, one in which there is little or no direct exposure to 
the dangers that animals pose (4- to 6- year- old children in an urban environment 
in the United States) and one in which there is a very real possibility of exposure 
to dangerous animals from a young age (4- to 11- year- old children in small trad-
ition al Shuar villages in the Amazonian region of Ecuador).6 Children in both 
communities were presented with pictures of a number of unfamiliar animals 

6 The age range for the Shuar children was broader because the community population is smaller 
and suitable participants are harder to come by. The researchers dealt with this problem by testing all 
available children in one Shuar village who were willing to participate (forty- four children in total) 
and by placing the older Shuar children in the Shuar control group— a conservative arrangement, as it 
worked against the tested hypothesis.
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and told the animal’s name, whether it eats plants or animals, and whether it is 
dangerous or not. Crucially they were told each piece of information just once. 
Not much later they were tested to see what they knew about the animals when 
shown photographs of them again, and they were tested a second time after a 
week had passed. In both cases, they were compared to control groups who 
hadn’t been told anything about the animals and so were making judgements 
solely on the basis of looking at the photographs (establishing the baseline for the 
sorts of information children could derive simply from the photographs).

The result was a significant advantage for the experimental groups (who had 
been told the information about the animals) over the control groups (who hadn’t 
been told this information), but only when it came to reporting which animals 
are dangerous. In fact, they did markedly better than the control groups when 
asked whether the animals were dangerous even after a week had elapsed. But, 
even though the experimental group had been told the information and the con-
trol group hadn’t, they showed no advantage at any time of testing for providing 
the animal’s names or knowing what they ate. What’s more, the overall pattern for 
the children from the different communities was quite similar despite the vast 
difference in their day- to- day level of risk of being harmed by an animal, suggest-
ing that the advantage for remembering the danger information derives not just 
from a content bias but from an innate content bias that has been shaped over 
evolutionary time rather than one that is a product of individual learning. The 
pattern of learning here, grounded in the operation of a domain- specific rational-
ist learning mechanism, points towards another case of prepared learning.7

Given just the results from this one study, one thing that remains unclear is the 
precise content of this domain- specific rationalist learning mechanism. It could 
be a mechanism that is specifically sensitive to the domain of dangerous animals, 
or the domain might instead be that of dangerous living things (including toxic 
plants, for example), or the domain might encompass any type of dangerous 
thing whatsoever. Though these possibilities differ from one another in terms of 
the degree of alignment between the posited domain- specific resources and the 
target learning domain, all three possibilities involve some form of domain- 
specific rationalist learning mechanism and hence support a rationalist account 
(see Chapter 2). Nonetheless, this is an area where further work needs to be done 
to clarify the details of the rationalist learning mechanisms involved. As a first 
step, Barrett, Peterson, and Frankenhuis (2016) have started to examine how 
readily children learn information about danger compared to other types of 
information for different types of entities, including animals, artefacts, and 

7 While this work is with children, the logic of the argument in the text is not that of an argument 
from early development. Interestingly, though, this work does support another form of argument for 
rationalism beyond the argument from prepared learning we are discussing, namely, the argument 
from universality— since the cultures involved provide a relatively stringent cross- cultural test.
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food— again, comparing Shuar children and urban American children. This study 
found that children in both communities show a distinct advantage for learning 
about dangerous animals compared to other types of danger or other facts about 
these kinds.8 This is a remarkable pattern given that urban children generally face 
more threats from artefacts (e.g., automobiles or electrical appliances) than from 
dangerous animals. It suggests that there are characteristically rationalist psycho-
logical structures in the acquisition base that are responsible for there being a 
content bias specific to learning about dangerous animals.9

A related proposal that offers a particularly nice illustration of the logic 
involved in the argument from prepared learning is the animate monitoring 

hypothesis (New et al. 2007). According to this hypothesis, the human mind has 
an innate category- specific mechanism of attention that monitors the en vir on-
ment for animals (not just dangerous animals) regardless of one’s goals so that 
current action can be rapidly responsive to such information. This proposal 
(along with closely related proposals for domain- specific rationalist learning 
mechanisms targeting this domain) contrasts with the view that attention is 
domain general, that is, that there are no category- specific mech an isms in 
attention. It also contrasts with the view that any category- specific effects that 
might be found in attention are learned via domain- general processes that have 
benefitted from an abundance of experience with instances of the privileged 
category.

Like the proposal regarding the acquisition of knowledge about dangerous ani-
mals, the motivation for looking into the animate monitoring hypothesis is rooted 
in general evolutionary considerations. As New et al. note, during the course of 
human evolution, rapidly detecting and monitoring the presence of non- human 

8 A related study in Fiji looked at older children’s and adults’ ability to recall a range of animal 
properties (Broesch et al 2014). Interestingly, it was found that the content bias for whether a type of 
animal poses a threat diminishes with age and that older Fijian children and adults are generally good 
at single- trial learning for a variety of types of animal- related information. Broesch et al. (2014) point 
out that this is perfectly consistent with the operation of a domain- specific content bias for dangerous 
animals in younger children, as there is a greater need for younger children to specifically keep track 
of this particular type of information in light of their less developed memory and attention capacities 
and their lack of experience and knowledge about the animals they are likely to face.

9 Another type of argument from prepared learning regarding the representation of animals has 
been thought to show that there are innate perceptual templates that aid in detecting and responding 
to a few particular types of animals that constituted recurring threats in ancestral times— snakes and 
spiders being the two most commonly hypothesized examples. Although we take this general pro-
posal to have some plausibility, much of the experimental work that has been claimed to support pre-
pared learning for snakes and spiders hasn’t used the type of stimuli that would be needed to exclude 
important competing hypotheses. For instance, a widely cited study by Öhman et al. (2001) con-
trasted snakes and spiders with mushrooms and flowers and found an advantage for detecting the 
former. But as snakes and spiders are both animals, it is unclear whether this result speaks to prepared 
learning for representing snakes and spiders as such or for representing animals more generally (or 
alternatively for representing threatening entities regardless of whether they are animals). However, 
for some encouraging more recent work on snakes and spiders which does include some of the 
needed contrasting stimuli, see New and German (2015); Gomes et al. (2017); and Van Strien and 
Isbell (2017).
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animals would clearly have been relevant to human fitness in many ways— for 
example, an animal could be prey, a predator, a general threat (e.g., if startled), or 
a source of information about hidden dangers and resources (e.g., lairs and 
nests). And other humans, who of course are also animals, would obviously bear 
on an individual’s fitness as well. Moreover, animals’ locations and status would 
have also been subject to rapid changes compared to other aspects of the en vir on-
ment, making the general class of animals, including human animals, a particu-
larly important time- sensitive category for our ancestors to be aware of. New et al. 
take this to suggest that there would have been selection pressure for adaptions 
specific to detecting and monitoring animals. We will see in just a moment that 
there are a number of findings that support the animate monitoring hypothesis. 
This work can be seen as feeding into an argument from prepared learning in 
light of the fact that the findings argue for there being a rationalist learning mech-
an ism of some type that makes learning about some kinds of things (animals) 
easier than learning about other kinds of things (e.g., vehicles). In this case, 
though, the learning in question isn’t, in the first instance, about dangers associ-
ated with animals. It is about whether an animal is present in the immediate 
en vir on ment and about where such animals are located.

How might one test the animate monitoring hypothesis? New et al. used a 
change detection task. In this type of experiment, participants are instructed to 
indicate if they see a change when shown a scene depicted in two nearly identical 
photographs that are presented in succession repeatedly, one after the other. 
Importantly, the only difference between the two photographs is that one is miss-
ing a single object that appears in the other (e.g., a scene of a farm that has a 
wheelbarrow in one photo but not in the other). As anyone who has tried a “spot 
the difference” challenge in a newspaper’s puzzles page will know, it can be sur-
prisingly difficult to detect these sorts of differences even when the two photo-
graphs are presented side by side and even when the object appearing in one 
photograph but not the other takes up a substantial portion of the image. You can 
look at the two photos over and over again and still not see the difference. Yet 
once it is pointed out, it usually seems utterly obvious.10

The key question for New et al. was whether people would be better at detect-
ing changes regarding animals (including humans) compared to changes regard-
ing other types of entities. The other categories tested were plants, small- and 
medium- sized manipulatable artefacts, large humanmade structures (the sort 
that can be used as a fixed landmark), and vehicles. The result was a clear advan-
tage for animals. For instance, partcipants were far quicker and more accurate at 

10 This difficulty is part of a larger pattern in which people can fail to notice even major changes 
that happen right before their eyes and that would seem impossible to miss, for example, not noticing 
that the person you are talking to has been replaced by an entirely different person following a brief 
distraction (Simons and Levin 1998).
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detecting changes involving elephants or pigeons than they were at detecting 
changes involving large grain silos or coffee mugs, even when the animal’s pres-
ence in a scene was objectively more obscure (e.g., an elephant in the distance 
against a like- coloured background versus a distinctively coloured coffee mug in 
the foreground of a scene).

Of course, there is always a question about whether such a response is truly 
driven by the representation of an animal as an animal, as opposed to the repre-
sentation of changes in low- level perceptual features or other incidental aspects 
of the stimuli. New et al. did a number of things to address this concern. They 
took into account independent assessments of how interesting the various target 
objects were to establish that the effect wasn’t merely a result of the animals being 
the more interesting visual stimuli. They also used inverted versions of the pho-
tos, which hampers categorization while preserving their low- level features, and 
found that this eliminated the advantage for detecting changes vis- à- vis animals. 
For these reasons, New et al. concluded that their data argue for the predicted 
effect, an advantage that is specific to the representation of animals and that 
points to the existence of a domain- specific mechanism for detecting and moni-
toring the presence of animals in the immediate environment.

To show that this effect stems from an innate category- specific mechanism 
(or more generally, from a rationalist learning mechanism) requires that we also 
rule out the competing hypothesis that it is owing to a more fundamental general- 
purpose learning mechanism that experience has calibrated for the detection of 
animals. Prior to completing this task, the participants in New et al.’s study— 
university students in California— would certainly have had encounters with pets 
and common urban and suburban animals (and, of course, copious experience 
with other humans). However, two aspects of the data argue against domain- 
general learning. One is that the study participants would have had a comparable 
amount of experience with vehicles, including a history in which vehicles (e.g., 
cars and buses) would have constituted more of a threat in fitness terms than 
non- human animals. Yet they were considerably faster and more accurate at 
detecting non- human animals. The other crucial finding is that they showed no 
advantage for detecting humans compared to non- human animals, despite living 
in an environment in which there are far more encounters with humans than 
non- human animals.

Our interest in this work is in how it illustrates the logic of the argument from 
prepared learning. Suppose for the moment that New et al. are right that they 
have identified category- specific effects in attention that are specific to the repre-
sentation of animals. This would support an argument from prepared learning in 
the following way. First, there would be a pattern of relative ease of learning about 
one domain compared to others. Measured both in terms of speed and accuracy, 
the detection of changes involving an animal surpasses the detection of changes 
involving other types of entities. Second, there would be reason to believe that 
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this isn’t the product of domain- general learning. If it were, then there ought to be 
an advantage for detecting changes to humans over non- human animals, and 
there would be no reason to expect an advantage for detecting non- human ani-
mals over vehicles— but neither of these are supported by the data. Rather, New 
et al. appear to have located a category- specific effect that is the product of a 
rationalist learning mechanism that is particularly geared towards animals as 
such. Like the rationalist learning mechanism for biological motion detection 
mentioned in Chapter 10, this mechanism, if it exists, would be part of a collec-
tion of rationalist learning mechanisms that contribute to the identification of 
animals and to the organization of incoming information about animals, sup-
porting the acquisition of various types of concepts and knowledge related to 
animals, including concepts for different types of animals.11

As things stand, the evidence for an innate animal- specific attentional mech-
an ism is mixed. While some subsequent research has questioned the animate 
monitoring hypothesis, much other research (including work using other experi-
mental paradigms) suggests that there may indeed be a distinctive attentional 
advantage for identifying animals over other types of things. For example, Hagen 
and Laeng (2016) used a change detection task with the original stimuli from 
New et al. (2007) and also new stimuli that were created by replacing the animals 
in New et al.’s images with comparably sized artefacts. The study participants, in 
this case, were just as good at detecting the artefacts (in the new stimuli) as they 
were at detecting the animals (in the original stimuli). This raises the question of 
whether there was something about the placement of the animals in the original 
stimuli that attracted participants’ attention, as opposed to the target animals 
being categorized as animals. However, the New et al. (2007) study has since 
been replicated using entirely new stimuli with different animal placements 
(Altman et al. 2016).

What’s more, other researchers have found that the subtle presence of an ani-
mal in a photo interferes with the detection of an inanimate target, as would be 
expected on the assumption that an animate monitoring system directs attention 

11 The animate monitoring hypothesis is concerned with a category- specific effect on attention 
regarding the representation of animals. A closely related view is that there may also be memory 
advantages associated with representations of animals. A variety of work supports this related hypoth-
esis too. For example, there is evidence for enhanced memory for simple shapes with animacy cues 
over simple shapes without animacy cues (van Buren and Scholl 2017). Another study, which exam-
ined both threatening and non- threatening animal stimuli, found a memory advantage for animates 
that is independent of any memory advantage for threat (Leding 2019). A memory advantage for ani-
mates over inanimates has even been found to extend to remembering words for animates versus 
inanimates, over short and long intervals, and independently of whether learning was incidental or 
directed (Félix et al. 2019). This memory advantage for animates can be viewed as part of a broader 
adaptive memory hypothesis, according to which human memory is innately prepared to facilitate the 
recall of fitness relevant information (Nairne and Pandeirada 2008; Nairne 2022). However, there 
may also be a specific link between the memory advantage for animates and the attentional advantage 
for animates, as it has been suggested that the memory advantage stems from a richer encoding pro-
cess due to heightened attention to animate stimuli (Meinhardt et al. 2019).
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to any visible animals (Altman et al. 2016). A comparable category- specific effect 
on attention has also been found when unexpected objects are flashed on a screen 
while participants are concentrating on a task (e.g., searching for a given word). 
Consistent with the animate monitoring hypothesis, unexpected animals are 
more likely to be noticed than unexpected artefacts (Calvillo and Hawkins 2016). 
And other work shows that animals are identified as animals remarkably 
quickly— in just over a tenth of a second. In fact, people can identify animals as 
animals faster than they can identify what type of animal it is they are seeing. 
Surprisingly, you can see that something is animal before you can see that it is a 
dog (as opposed to a bird) (Wu et al. 2015). People are also able to see that an 
animal is present before recognizing what type of scene they are looking at, one 
that takes place in a natural environment (where animals are more common) ver-
sus one that takes place in a humanmade environment (Crouzet et al. 2012). This 
last finding is significant in that it argues against the possibility that judgements 
about the presence of an animal are made so quickly because they are based on 
global scene statistics rather than the direct recognition that the item in the scene 
is an animal.

Further work will need to be done to fully test the animate monitoring hypoth-
esis. But for our purposes, what matters most is how it illustrates the potential of 
the argument from prepared learning to contribute to the case for concept nativ-
ism. The critical point here isn’t that attention for animals appears early in life (as 
in the argument from early development), that it is universal (as in the argument 
from universality), or that it is rooted in neural systems that are functionally con-
strained regarding what they can represent and process (as in the argument from 
neural wiring). It is that there appears to be a distinctive pattern in which a spe-
cific type of learning is significantly easier for one conceptual domain (animals) 
than other kinds of conceptual domains (e.g., artefacts), a pattern that can’t be 
explained purely in terms of empiricist domain- general learning mechanisms.

So far, we have been working with a characterization of the argument from 
prepared learning that focuses on how readily something can be learned. A 
related phenomenon, which was also noted in early discussions of prepared 
learning, concerns how readily something can be unlearned, or how resistant it is 
to correction in the face of counterevidence. Ease of learning and resistance to 
unlearning aren’t exactly two sides of the same coin. Just because a certain type of 
learning is achieved rapidly doesn’t mean that its products should become fixed 
features of cognition. From an evolutionary perspective, a predisposition to learn 
something may arise as a solution to an adaptive problem; resistance to unlearn-
ing depends additionally on the nature of the environmental contingency that a 
mechanism evolved to respond to. For example, while some domain- specific 
learning mechanisms may have been selected to respond to features that are sub-
ject to short- term environmental variation (e.g., pollen locations for foraging 
bees), others may have been selected to respond to features that are either not 
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subject to environmental variation or where environmental variation is not likely 
to occur in an individual’s lifetime (e.g., the centre of rotation in the night sky). It 
makes sense that the former should be easier to update (Rozin and Kalat 1971).

An important variation on the argument from prepared learning looks at cases 
that are likely to involve the latter type of mechanism, where it is relatively diffi-
cult to unlearn something in the face of counterevidence compared to unlearning 
in other domains. Just as it can be easier or harder to learn some things according 
to how well they match the mind’s domain- specific rationalist learning mech an-
isms, it may be easier or harder to abandon some ways of thinking depending on 
how much they depend on these kinds of mechanisms. An example of this from 
early discussions of the argument from prepared learning is the phenomenon of 
filial imprinting in birds (Rozin and Kalat 1971). Newborn geese, for example, 
rapidly form a strong social bond with the first object that they encounter that 
meets certain conditions, and subsequently follow this object around. Once this 
learned social preference is formed, it is extremely resistant to unlearning. As 
Rozin and Kalat note, it makes sense that the learning involved in imprinting 
would have this pattern of ease of learning and difficulty of unlearning. “In the 
case of imprinting, we have great resistance to extinction [unlearning] in a case 
where clearly the environment will not vary (i.e., the species will not change), 
and the proper imprinting object is almost certain to be present at the time of 
imprinting” (Rozin and Kalat 1971, p. 480).

Our next example of the argument from prepared learning focuses on a case 
like this, where information in one domain is especially difficult to unlearn in the 
face of counterevidence. The example concerns the persistence of teleological 
thinking in adult cognition.

By teleological thinking, we mean the disposition to explain objects, properties, 
and events in terms of the purpose that they are taken to have. For example, it is 
only common- sense to suppose that a predatory wasp’s stinger is for injecting 
venom into its prey. There presumably is a naturalistic causal story about how 
any particular wasp’s stinger comes to grow at the tip of its abdomen, but such 
explanations seem intuitively insufficient to account for why wasps have stingers 
in the first place. For that, one wants to know what purpose the stinger serves, or 
what the stinger is for. Likewise, many people view certain significant events in 
their lives not as chance happenings or as merely the consequence of their own 
decisions, other people’s actions, or other ordinary preceding causes. They view 
these as having a larger purpose, taking the world to possess a form of design that 
orchestrated the situation to culminate in this outcome (“it was meant to be”). 
Interestingly, children seem to be especially avid teleological thinkers. Unlike 
educated adults, who often restrict their overt teleological explanations to arte-
facts and to parts and properties of living things, studies in the United States have 
found that children happily embrace teleological explanations for clouds and 
rocks and other non- living natural phenomena from preschool until about 9 to 10 
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years of age. A child might say, for example, that clouds are for raining or that 
prehistoric rocks were pointy “so that animals wouldn’t sit on them and smash 
them” (Kelemen 1999a, 1999b).

What happens later with older children and adults? Is teleological thinking 
readily relinquished with greater maturity, exposure to more education, or the 
adoption of a broadly scientific outlook on the natural world? One indication that 
people have trouble letting go of teleological thinking is how hard it is to form an 
accurate understanding of Darwinian natural selection. The core components 
that make up this theory aren’t actually that complicated. They don’t require 
working with an abstruse mathematical formalism, for example. What’s required 
is appreciating how the appearance of design can be explained so long as three 
factors are in place: variation in a population, an environment that favours indi-
viduals with some of these variants over others, and a biological mechanism 
whereby these successful variants are passed on to their owners’ progeny. The key 
to this account is that, after many generations, these factors can lead to an accu-
mulation of changes resulting in a remarkable fit between a species and its en vir-
on ment, including the development of intricate biological structures that exhibit 
the marks of good design even though there was no one guiding the process.

As simple as the outline of this account is, people have tremendous difficulty 
grasping its non- teleological character. All too often, students (including biology 
and medical students) recount natural selection as being responsive to an ani-
mal’s wants and needs. That is, they describe it as holding that organisms acquire 
a given trait (e.g., a longer neck or greater speed) because they need it for some 
purpose (to reach food or to evade predators) and that these beneficial new traits 
are passed on to their progeny— a misunderstanding that persists even following 
courses that are specifically tailored to address such common errors (Evans 2002).

What’s more, in a study that examined the gains in students’ understanding of 
the theory of evolution in a course on evolutionary medicine (which emphasizes 
the practical value of evolutionary thinking for understanding health and dis-
ease), teleological thinking was found to be the main impediment to gains in 
understanding natural selection. Students’ acceptance of the theory of evolution 
was influenced by other factors, such as their parents’ attitudes and religious 
beliefs, but these factors did not impact on their understanding of natural selec-
tion. So teleological thinking impedes understanding of natural selection, even in 
a context where such understanding is of practical value to students, and this 
negative influence is independent of the students’ acceptance or lack of accept-
ance of the theory of natural selection (Barnes et al. 2017).

Further evidence that teleological thinking is hard to give up comes from a 
population that is professionally opposed to teleological explanations of natural 
phenomena— physical scientists at high- ranking research universities (Kelemen 
et al. 2013). It may be that many students taking science courses haven’t given 
much thought to why teleological explanations in science are problematic, but 
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physical scientists are invested in an explanatory framework that shuns teleo-
logic al explanations. It is a normative standard in the field that its explanations 
should be restricted to non- teleological physical- causal mechanisms. Still, despite 
this commitment and routine exposure to purely physical- causal accounts of nat-
ural phenomena, these scientists exhibit teleological thinking when asked to 
assess different explanations under conditions that are cognitively taxing (e.g., 
when asked to quickly evaluate a claim like The Earth has an ozone layer in order 

to protect it from UV light).12 Kelemen et al. conclude from this work that “A broad 
teleological tendency . . . appears to be a robust, resilient, and developmentally 
enduring feature of the human mind that . . . gets masked rather than replaced, 
even in those whose scientific expertise and explicit metaphysical commitments 
seem most likely to counteract it” (p. 1081).

All of this work on teleological thinking provides a preliminary foundation for 
another instance of the argument from prepared learning, but as we noted above, 
in this case, the argument is focused more on the relative difficulty of unlearning 
rather than on the relative ease of learning. Children and adults alike are all 
drawn to inappropriately teleological explanations. Children give teleological 
explanations where their parents would explicitly reject them. Even professional 
scientists, who explicitly shun teleological explanations of natural phenomena, 
find themselves employing these sorts of explanations when under cognitive 
load, suggesting that the psychological mechanisms that underpin teleological 
thinking continue to function in the background and require cognitive effort to 
resist. This pattern is specific to the domain of teleological explanations. And 
there is reason to suppose that it is grounded in rationalist learning mechanisms, 
rather than acquired via purely domain- general learning mechanisms. The main 
domain- general alternative is that teleological explanations are instilled by par-
ents and the larger culture, particularly in communities that promote creationist 
religious thought, and that teleological explanation becomes ingrained through 
repeated exposure and use. However, this seems unlikely given that the same 
overall pattern in childhood appears in Britain, which is a far more secular 
Western society than the United States (Kelemen 2003), and in China, a non- 
Western society with a recent history of institutionally enforced atheism 
(Schachner et al. 2017).

At this point in the research, however, it is hard to say exactly which innate 
psychological structures make teleological explanations so resistant to elim in-
ation. Among the options are the possibility that the acquisition base includes a 
schema for explaining different types of phenomena in terms of a “design stance” 

12 In related research with adults who self- identify as atheists or as being non- religious (and there-
fore should not see the world in terms of purpose stemming from God’s design), teleological thinking 
also occurred when their cognition was taxed (Järnefelt et al. 2015). A belief in the world as a type of 
self- sustaining cosmic organism proved to be a factor, but teleological tendencies persisted even when 
these Gaia beliefs were controlled for.
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(Keil 1992), that there is an innate domain- specific module (or a module 
grounded in characteristically rationalist psychological structures) for interpret-
ing the purpose of a personal experience (Bering 2002), or that the representa-
tion of purpose in the natural world builds on the mentalizing faculty’s capacity 
to represent the intentions of an artefact’s creator (Kelemen 2011). All of these 
proposals fall on the rationalist side of the rationalism- empiricism spectrum.13 
They either postulate innate concepts and rationalist learning mech an isms that 
are specifically geared towards representing natural entities as having a purpose, 
or rely on rationalist learning mechanisms that use related forms of conceptual-
ization (e.g., AgenT, goAL, and inTenTion). For present purposes it isn’t im port-
ant to settle which of these is the right account. What matters is just seeing that 
something along these lines may be needed to explain the resilience of teleo-
logic al thinking, and that resistance to eliminating teleological thinking illustrates 
another way in which arguments from prepared learning can be developed.14

We have illustrated the argument from prepared learning using examples 
involving the representation of food, danger, animals, and purpose. We will close 
out our discussion by briefly touching on one further example, this time from the 
domain of emotions. Emotions are often thought of in terms of the feelings that 
are associated with them. But at least as significant is their functional role in 
human psychology. Emotions have characteristic elicitors, involve distinctive 
physio logic al changes, and have specific downstream effects on cognition and 
action. And crucially for current purposes, emotions also serve important com-
municative functions that are linked to their characteristic facial and bodily 
expressions. Fear, for example, has the communicative function of signalling a 
possible threat, which can be detected in an expression in which typically the 
eyes are widened and the mouth is slightly open (among other things). We will 

13 In referring to the last of these as a rationalist theory, we are assuming a rationalist account of 
core mentalizing capacities. We discussed some of the evidence and arguments for this view in 
Chapters 9, 11, and 13. See also Chapter 21 for more on the representation of goals. It should also be 
noted that any account along these lines would also need to explain why acquiring mentalizing abil-
ities would reliably lead to such excessive teleological thinking, and such explanations may well 
require further rationalist constraints or articulation in addition to a domain- specific rationalist 
learning mechanism for core mentalizing abilities.

14 Another resilient pattern of thought that is at odds with the relevant science (or so this book 
argues) is . . . empiricism itself. The ubiquity of empiricist tendencies once led the eminent psycholo-
gist Lila Gleitman to quip that “empiricism is innate” (Wang and Feigenson 2019). Although we don’t 
want to make too much of this, Wang and Feigenson have followed up on Gleitman’s lighthearted 
remark by testing whether people tend to offer empiricist or rationalist explanations of psychological 
capacities that are fairly well understood in cognitive science, including capacities where the evidence 
strongly supports the existence of domain- specific rationalist learning mechanisms (e.g., representa-
tion of approximate numerical quantities). The results were substantially skewed towards empiricism, 
a pattern that held for all of the populations they sampled: children in the United States, adults in 
both the United States and in India, and academics in the United States (albeit with a reduction in 
empiricist answers among researchers in the cognitive sciences). Wang and Feigenson don’t exactly 
claim that empiricism is innate, but they do suggest that there may be something about the nature of 
the mind itself that encourages an empiricist outlook.
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argue that an argument from prepared learning can be made around the com-
municative function of emotions. In developing this argument, we’ll focus on 
representations associated with the communicative function of pride.

Much contemporary work on the emotions has omitted pride from the short 
list of so- called basic emotions, which have been thought to be associated with 
pancultural facial expressions (Ekman 1992).15 But emotional expressions aren’t 
confined to the face— not for pride and not for other emotions (Keltner, Sauter et al. 
2019). The prototypical pride expression includes a posture where the chest is 
expanded, the head is tilted back slightly, there is a small smile (just in the mouth, 
not a full smile that includes the eyes), and arms are akimbo or outstretched 
above the head.16 This prototypical pride expression is recognized as easily as 
other paradigmatic basic emotions (Tracy and Robins 2008a), and its recognition 
isn’t unique to WEIRD populations (Tracy and Robins 2008b).17 For example, 
tribespeople in Burkina Faso living in a preliterate and culturally isolated society 
recognize pride displays in photographs of both African and American partici-
pants, providing strong evidence that the pride display is not acquired via cross- 
cultural transmission.

According to recent proposals that offer an adaptationist perspective, pride 
and the capacity to recognize pride serve a number of functions related to 
achievement (Tracy et al. 2010; Tracy et al. 2013; Sznycer et al. 2017; Sznycer et al. 
2018).18 Pride functions to motivate people to develop skills and accomplishments 
that will lead them to be more valued by others, to signal their success, and to 
recalibrate their expectations regarding the amount of consideration they deserve. 
Likewise, the capacity to recognize pride allows onlookers to identify individuals 
who should be accorded prestige, who it would be desirable to form alliances 
with, and who provide valuable models to be copied. On this general approach, 
the capacity to detect pride originates in a domain- specific rationalist learning 
mechanism for learning about people’s earned success and for capitalizing on this 

15 There has always been some controversy about which emotions should be counted as basic emo-
tions, about what sorts of tests would establish that a particular type of emotion is a basic emotion, 
and even about the very idea that there are basic emotions (see, e.g., Crivelli and Fridlund 2019). For 
discussion of these controversies and a defence of basic emotions, see Keltner, Tracy et al. (2019), 
which builds on the account originally given in Ekman (1992).

16 It is worth emphasizing that while the prototypical expression of pride includes all these elem-
ents, specific instances of pride may deviate from this prototype in various way, much as specific 
instances of fear or sadness may lack some of the prototypical features associated with the expression 
of these emotions.

17 As noted earlier, WEIRD is an acronym for Western, educated, industrial, rich, and democratic 
(Henrich et al. 2010). See Chapter 11 for discussion of how the study of WEIRD and non- WEIRD 
populations figure into the argument from universality.

18 Tracy et al. (2010) actually distinguish between what they take to be two facets of pride, authen-
tic pride and hubristic pride, where only authentic pride is taken to be related to earned achievement. 
Whether pride exhibits this two- faceted structure is open to debate (see, e.g., Holbrook et al. 2014). 
However, for present purposes this only affects whether the functions noted in the text pertain to 
pride or just to one of its two facets.
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knowledge in future social interactions through innately articulated connections 
(in the sense of Chapter 2) with related systems.

Now there are a number of reasons for supposing that an account along these 
general lines is correct (including an argument from universality along the lines 
that we have just noted). For purposes of illustrating the argument for prepared 
learning, however, a study by Tracy and Matsumoto (2008) particularly stands 
out. This research examined the spontaneous response to success and failure 
among both sighted and blind elite athletes from over thirty nations. Not only did 
both sighted and blind athletes produce the same pride displays after successful 
performance, but this held even for congenitally blind athletes, who would never 
have seen the expression before (see Figure 14.1).

Consider for a moment what an empiricist model for learning this display 
might look like. Since congenitally blind learners can’t see others’ heads tilting 
back, the small smile, and so on, they would have to be told by their parents, 
peers, or teachers how to hold themselves, or would have to be guided through 
direct manipulation (e.g., having the position of their arms adjusted). However, 
it’s very unlikely that this manner of learning would reliably lead to their pro du-
cing even one or two of the components of this pride display much less the full 
display. Even less likely is it that it would reliably lead to the same full display 
occurring across the many cultures examined in this study.

Figure 14.1 Spontaneous pride display following athletic success in sighted (left) and 
congenitally blind (right) athletes. (From Tracy and Matsumoto 2008. Photos by Bob 
Willingham. Reproduced with permission.)
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We take it that the most plausible explanation of why congenitally blind people 
across the globe spontaneously produce the same pride display in a moment of 
high achievement is that it is regulated by a domain- specific rationalist learning 
mechanism for signalling this kind of success. Of course, a signalling mechanism 
isn’t the same thing as a mechanism for categorizing these signals. But we think 
it’s reasonable to suppose that a domain- specific rationalist signalling mechanism 
that is stable over evolutionary time should go hand in hand with a domain- 
specific rationalist learning mechanism for interpreting these signals. In short, 
this work suggests that the human mind is so prepared to produce the multi fa-
cet ed pride display following a moment of earned success that people do not even 
need to perceive the display or rely on explicit instruction to know when and how 
to do this themselves. And this, in turn, suggests that the mind is equally prepared 
for representing pride and using associated concepts, such as PresTige, and regu-
lating appropriate responses to these social signals. As a consequence, there 
should be domain- specific rationalist learning mechanisms for the production 
and interpretation of pride, and likewise for other basic emotions.19

This chapter has been about the argument from prepared learning. The gen-
eral logic of this argument has to do with cases where there is a differential pat-
tern of learning (e.g., learning in one domain is easier than in others) and where 
this pattern is unlikely to be accounted for by domain-general learning mech an-
isms and is instead best explained in rationalist terms. We have seen that asym-
metric patterns of learning are suggestive of a rationalist basis for concepts like 
food, meAT, AnimAL, dAnger, Pride, and PresTige. We have also seen that there 
is an interesting variant on the argument from prepared learning that concerns 
cases where specific types of psychological structures are difficult to unlearn 
or are resistant to correction, like the teleological thinking that often distorts people’s 
understanding of natural selection. This suggests that concepts like PurPose and 
design trace back to rationalist psychological structures in the acquisition base as 
well. The argument from prepared learning is one of the least appreciated 
arguments among our seven arguments for concepts nativism and consequently 
its implications for different conceptual domains have hardly begun to be 
explored. We hope that the ex amples we have given to illustrate the logic of the 
argument encourage researchers to revitalize this form of argument, as it has the 
potential to make a much more powerful contribution to the overall case for 
concept nativism than it has thus far.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0014

19 We should note that the claim that there are domain- specific rationalist learning mechanisms for 
the identification and representation of emotions does not entail that these mechanisms or represen-
tations (e.g., PresTige) are operative or present at birth, only that they trace back to characteristically 
rationalist psychological structures in the acquisition base (see Chapter 2).
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The Argument from Cognitive and 

Behavioural Quirks

We now turn to the last of our seven arguments for concept nativism— the 
argument from cognitive and behavioural quirks. “Cognitive and behavioural 
quirks” is our term for surprising or unexpected facts about people’s minds that 
are especially puzzling if it is assumed that concept learning is wholly governed 
by domain- general learning mechanisms but that come to make sense when the 
relevant concepts are taken to be innate or acquired via rationalist learning 
mechanisms. The argument for concept nativism turns on the fact that the best and 
most satisfying account of these quirky phenomena is one in which they can be seen 
to trace back to characteristically rationalist psychological structures, typically 
structures that are specific to the conceptual domain in question. Since quirks are 
unexpected or even mysterious on empiricist accounts— empiricist accounts don’t 
predict them and they aren’t equipped to explain them— the argument provides a 
distinctive type of inference to the best explanation for concept nativism. 
Rationalist accounts not only provide satisfying explanations of such quirks but 
often predict further quirky phenomena, which are corroborated by further research.

Quite often the quirky phenomena that feed into the argument are only 
un covered as a product of rationalist theorizing or in the context of a rationalist 
research programme. This was certainly the case in early rationalist research in 
linguistics, where (as we noted in Chapter 1) Chomsky pointed to a wealth of 
puzzling linguistic patterns that had been previously overlooked because of the 
then prevailing domain- general perspective. Consider, for instance, the following 
example (Chomsky 1965):

 (1) Mary expected John to leave.
 (2) John’s leaving was expected.

Given this pair of sentences, it would be natural to suppose that (3) and (4) 
should equally be possible:

 (3) Mary persuaded John to leave.
 (4) John’s leaving was persuaded.
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But (4) is clearly unacceptable in English. Likewise, if we extend the obvious pat-
tern in (5) and (6)

 (5) John ate an apple.
 (6) John ate.

to (7) and (8), then (8) would mean something entirely different from what it in 
fact means (Chomsky 1986).

 (7) John is too stubborn to talk to Bill.
 (8) John is too stubborn to talk to.

Since (6) means (roughly) that John ate something or other, by analogy, (8) 
should mean that John is too stubborn for John to talk to someone or other, when 
what it actually means is that John is too stubborn for anyone else to talk to John.

Rationalist research following in the tradition of Chomsky’s work in linguistics 
has successfully identified and explained a multitude of quirky patterns of this 
sort. But while rationalist theorizing is often the reason why such quirky phe-
nomena are discovered in the first place, it doesn’t particularly matter how they 
come to be known. All that matters is that they need to be explained and that they 
remain deeply puzzling if cognitive development is restricted to domain- general 
mechanisms.

Earlier, in Chapter 1, we briefly highlighted some cognitive and behavioural 
quirks connected to the phenomenon of spatial reorientation. We will begin our 
discussion here by revisiting these findings and showing how they form the basis 
for an argument from cognitive and behavioural quirks for a rationalist account 
of the origins of geometrical concepts. First, a reminder of the theoretical context. 
Recall that young children, adults under conditions of cognitive load, and many 
types of animals exhibit a similar pattern when searching for an object that had 
previously been seen being hidden in a corner of a rectangular enclosure. After 
becoming disoriented, they search for the object in the correct corner but also 
search equally in the geometrically equivalent opposite corner of the enclosure. 
They do this even if the enclosure has prominent featural cues that could serve to 
disambiguate between these two corners, such as a brightly coloured wall. 
Evidentially, reorientation under these conditions is governed solely by a repre-
sentation of the geometry of the enclosure.

As we noted in Chapter 1, Spelke and Lee (2012), adopted a rationalist and 
evolutionary perspective on the problem of reorientation. This led them to rea-
son that a well- designed system for navigation would focus on representing geo-
metrical properties of the environment’s extended surface layout rather than 
featural cues or other landmark information. The thinking here is that, in many 
natural environments, attending to the geometry of the contours of an 
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environment is the best way to re- establish one’s bearing. The objects and markings 
that occur within the area may be more subject to change over short time periods 
or less distinctive, and attending to their many details would impose a high pro-
cessing cost. In contrast, the geometry of the contours of an environment is likely 
to provide a reliable, stable source of information which can be represented more 
economically.

From this perspective, reorientation should be governed in the first instance by 
a rationalist learning mechanism for representing geometrical properties for pur-
poses of navigation, and it would be predicted that individuals should reorient 
themselves making use of the geometrical properties of an enclosure while ignor-
ing even extremely prominent featural cues. Based on this prediction, Spelke and 
Lee discovered a set of highly unexpected results. They found that 4- year- old 
children rely on the geometrical arrangement of a set of walls even when these 
“walls” are a mere 2 centimetres high, but fail to exploit a salient arrangement of 
tall, dark, freestanding pillars (180 centimetres tall) or a salient floor marking 
producing the same geometrical pattern as the boundary imposed by the walls 
(Lee and Spelke 2008, 2011) (see Figure 1.2).

Pretheoretically there is no reason to suppose that the geometrical properties 
associated with the rectangular shape that is formed by very short walls would be 
more salient than ones associated with the rectangular shape formed by four tall 
pillars or by a large coloured patch on the floor. And if children are supposed to 
learn how to reorient themselves using just general- purpose learning mechanisms, 
as empiricists suppose, it is all the more puzzling why they should make use of 
the tiny walls but not the landmarks (tall pillars) or featural cues (floor markings). 
After all, modern children live in highly manufactured environments and spend a 
great deal of time indoors, where featural cues and artificial landmarks are often 
highly reliable navigational signals. However, when seen from the rationalist per-
spective that motivated Spelke and Lee’s investigation, this highly surprising pat-
tern becomes intelligible. Given the supposition that there is an innate 
domain- specific system for reorientation of the kind they postulate, it makes 
sense that participants would ignore landmark and featural cues and focus on 
geometrical information— even rather subtle geometrical information— regarding 
the area’s extended surface layout. This is because the proposed mechanism for 
navigation isn’t a general- purpose system that can make use of any type of salient 
information. It is a system that is built to respond to only particular types of 
information— namely, information about the geometry of the contours of an 
environment.

In the rest of this chapter, we will further illustrate the argument from cogni-
tive and behavioural quirks by examining its applicability to three additional 
content domains— route selection, social categorization, and physical reasoning.

Our first example provides a further instance of the value of evolutionary 
thinking for predicting and discovering cognitive and behavioural quirks. In this 
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case, the evolutionary considerations bear on the analysis of the adaptive prob-
lems surrounding navigational decisions among different possible routes. For 
example, suppose that you are sitting on a bench in the park and choosing 
between different paths that you could take to reach the bus stop that you see 
beyond the tennis courts. Or suppose that you are out camping and need to col-
lect some wood for a fire and are choosing between two wooded areas that you 
see in different directions (where the two wooded areas seem equally likely to 
have firewood). What determines how you visually experience the distance of 
these different routes? Evolved Navigation Theory approaches this question by 
placing it in a distinctly evolutionary frame of reference.

According to Evolved Navigation Theory, we must keep in mind that there 
would have been significant selection pressures in ancestral environments not 
only to discriminate and prefer efficient routes but also to discriminate and prefer 
routes that reduce risk. In addition to such risks as potential exposure to pred-
ators and hostile adversaries, there would also have been the ordinary danger of 
falling. Even today falling is a common cause of injury, sometimes serious injury. 
Falls are the second most common cause of workplace injury in the United States 
and the single most common cause of accidental injury among the elderly 
(Jackson 2009). But in the environments in which our ancestors would have been 
navigating, in the absence of modern treatments for injury, even a small fall— 
leading to a twisted ankle or an open wound— could have been fatal.1 These con-
siderations have led proponents of Evolved Navigation Theory to predict that risk 
should be taken into account in evaluating routes. One simple way to do this 
would be to estimate the distance of riskier routes as longer (proportional to the 
level of risk) than less risky routes. By building these navigational costs into dis-
tance estimation, a simple preference for shorter routes would allow one to auto-
matically factor in risk in selecting what is on balance the best route.

When it comes to the risk of falling, this means that routes with vertical slopes 
or routes alongside vertical drops should appear longer than equidistant routes 
that are less hazardous. Moreover, as studies of injuries show, the level of risk is 
also determined by the direction one takes along a route. With vertical naviga-
tion, descending is typically more dangerous than ascending (e.g., when descend-
ing a rock face or descending a ladder). Descending often means leading with 
your feet as opposed to your hands, it involves poorer visibility (you can’t see 
where to place your feet unless you do something risky like push your body away 
from the wall to get a better view of what’s just below you), and when descending 
it is harder to test potential handholds and foot placements at the outset of a 

1 In Chapter 4, we saw that one of the main objections rationalism’s critics raise against evolution-
ary psychology is that we can’t know anything at all about the environment of evolutionary adaptive-
ness (the EEA). But there is absolutely no question that our ancestors faced the risk of falling. There 
are many fairly basic features of the EEA like this, features which aren’t in doubt and that offer inter-
esting materials for making predictions about rationalist learning mechanisms.
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venture to get a feel for the challenge ahead (unlike ascending, where the risk 
associated with an initial test is falling a few inches, not falling the entire vertical 
length). These additional facets of the risks involved in selecting a route led 
Jackson and Cormack (2007) to predict a specific cognitive quirk— that people 
should overestimate distance for descending routes more than ascending routes. 
They call this phenomenon the descent illusion.

To investigate the descent illusion, Jackson and Cormack examined people’s 
estimate of the very same vertical distance when standing on the top of a ridge 
looking down and when standing on the ground looking up. (Participants indi-
cated their estimate in each case by specifying what they took to be the equivalent 
horizontal distance along a flat surface.) Participants overestimated the vertical 
distance in both situations, but the overestimation was considerably larger when 
estimating from the top of the ridge than the bottom. When viewed from the top, 
people in this experiment overestimated distance by a massive 84% relative to the 
true distance. To get a sense for how powerful this illusion is, note that the more 
familiar Müller- Lyer illusion results in seeing the same line segment as having 
approximately a 10% difference in length depending on whether the line is capped 
by regular arrow heads or inverted arrow heads.2 In fact, the descent illusion is 
the largest known real- world distance illusion (Jackson and de García 2017). Yet 
incredibly, the extent to which people overestimate vertical distances and the fact 
that they do so considerably more for downward routes than for upward routes 
were only discovered very recently when these researchers began to explore 
Evolved Navigation Theory in earnest.3

Here is another relatively recently discovered illusion associated with Evolved 
Navigation Theory. If asked whether the distance extending towards a cliff edge 
looks to be of a different length than the same distance extending away from a 
cliff edge, people often suppose that it should look shorter extending towards the 
cliff edge. (Possibly they think that actually seeing the cliff edge should make 
more vivid the need to keep one’s distance from the edge). However, Evolved 
Navigation Theory predicts exactly the opposite, since moving towards a cliff 
imposes the greater risk, which, according to the theory, is factored into percep-
tion by increasing perceived distance. Once again, Evolved Navigation Theory 
makes the correct prediction about a quirky feature of distance estimation. 
Jackson and Willey (2013) tested people’s distance estimates standing at the edge 
of a steep slope with the slope to their back (as if they were going to walk away 
from the slope), compared to facing the slope (as if they were going to approach it). 

2 In the Müller- Lyer illusion, the central line segment in figure (a) appears longer than the central 
line segment in figure (b) even though the line segments are identical in size:

(a)   
(b)   

3 See also Jackson and de García (2017) for cross- cultural evidence from a small- scale society in 
support of the illusion.
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The very same distance looked longer when participants estimated the distance 
towards the slope (the risker route). This quirky and unexpected phenomenon is 
an effect known as the plateau illusion.

These examples involve potentially life- threatening dangers, like plunging over 
a cliff. However, the overestimation of distance has been found to be graded 
according to the level of risk and to take place even with surprisingly modest levels 
of risk. This is seen in a study that tested people’s estimates of horizontal routes, 
comparing a route over and across a ditch (high falling risk), one alongside the 
ditch (moderate falling risk), one on a nearby curb (low falling risk), and one on 
nearby solid ground (very minimal falling risk). Interestingly, participants over-
estimated the distance in all but the last condition, with overestimates that were 
proportional with the degree of risk even though the true distance was identical 
across these conditions. These results were again highly unexpected, particularly 
in the case of the curb, which involved a drop of only 6 inches but nonetheless 
generated an overestimation (9%) comparable in size to that involved in the 
Müller- Lyer illusion (Jackson and Willey 2011).

We will mention one last prediction made by Evolved Navigation Theory to 
round out our discussion of this example. This has to do with the way that verti-
cal retinal images contribute to distance perception. Sometimes a vertical retinal 
image corresponds to a vertical surface in the environment, but sometimes it cor-
responds to a flat and perfectly safe horizontal surface (as when you are standing 
in the middle of a straight paved road with your feet on the centreline and are 
oriented so that the centreline traces a path ahead of you from your feet to the 
horizon). Evolved Navigation Theory predicts that the exaggeration of distance 
should only occur for environmentally vertical surfaces since only these pose a 
risk for falling. A contrasting hypothesis holds that the exaggeration of distance is 
a relatively low- level visual phenomena (in particular, that it is an artefact of the 
retinal image, where a vertical line on the retinal image corresponds to a greater 
distance than the distance represented by the same- sized horizontal line).

To test for whether the exaggeration of distance is truly sensitive to the repre-
sentation of environmentally vertical surfaces, Jackson and Cormack (2008) had 
participants estimate distances in which their position always generated a similar 
vertical retinal image, half the time because of an environmentally vertical sur-
face and half the time because of the projection of an environmentally horizontal 
surface (see Figure 15.1). The result, as predicted, was that participants overesti-
mated the distance only when it corresponded to an environmentally vertical 
surface, with greater overestimation for greater vertical heights (which introduce 
greater risks). Jackson and Cormack call this effect the environmental vertical 

illusion.
Notice that the pattern of errors that infuse people’s distance estimates isn’t one 

that people are aware of (indeed, no one knew about it before this work was 
done). So it is extremely unlikely that the pattern is acquired in childhood from 
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being taught how to represent riskier routes as longer. It is also unlikely that the 
pattern is acquired by an individual’s general experience of distance, as what 
would have to be learned is radically at odds with the true facts about distance. 
Riskier routes, after all, are not in fact longer; what makes these illusions is that 
they are being systematically misrepresented as longer.

An empiricist could try to argue that experience of effort in navigation explains 
how these erroneous distance judgements come to be made. For example, the 
extra effort in ascending a slope could, in principle, lead to viewing ascending 
and descending routes rather differently. But this proposal makes the wrong 
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Figure 15.1 The environmental vertical illusion. The observer looks at the line, 
which has a vertical retinal projection (VRP), and estimates its distance by referring 
to a corresponding distance on the ground that runs perpendicular to the line. The 
viewer in the top image, who is looking down, estimates the length of the distance 
extending in front of her along a no- risk flat horizontal surface on the ground below. 
The viewer in the bottom image, who is looking up, estimates the length of a distance 
along a high- risk vertical surface extending upwards in front of her. (Figure based on 
Jackson and Cormack 2008, figure 1.)
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prediction about perceived distance. If the more difficult route is perceived to be 
longer (so route preferences continue to follow the simple rule “choose the 
shortest route”), then effort- based theories should maintain that a vertical slope 
is perceived to be shorter when descending. Yet the central finding in these inves-
tigations is that the exaggeration of distance is greater for descending routes. 
(Again, this is predicted by Evolved Navigation Theory because of the increased 
risk of falling when descending.) Nor could this empiricist hypothesis explain 
why routes along flat ground are estimated as longer when they approach or run 
alongside vertical drops.

In contrast, these quirky phenomena all make sense in light of the innate 
mechanism for distance estimation posited by Evolved Navigation Theory. 
This mechanism provides a unified and principled explanation for a diverse 
set of otherwise highly puzzling findings. In fact, the rationalist hypothesis 
that this mechanism subserves route selection predicts that we ought to find 
such quirky details concerning how distance (and risk) is experienced. This is 
because the hypothesis, which is motivated by thinking about the adaptive 
problems associated with navigation, is that distance estimation in navigation 
isn’t just about distance— it incorporates an assessment of a route’s level of 
risk. The resulting representation of distance effectively treats distance repre-
sentations as summary representations of both distance and risk, allowing 
distance estimates to provide a simple way to select optimal routes that take 
into account both of these factors.

It’s also important to recognize that these visual illusions are strongly tied to 
cues of risk that may be fairly abstract. When there are strong contravening 
cues— cues that there is no risk— a more accurate representation of distance is 
free to form. In an elegant experiment that shows how risk cues are integrated 
into distance estimates, Jackson and Cormack (2010) essentially repeated the 
setup in which they previously documented the environmental vertical illusion, 
but this time by using a virtual reality environment rather than real- world condi-
tions, and by deliberately decoupling participants’ view of the environment from 
their body posture (so that a head turn no longer had the normal consequence of 
changing the view concordant with moving in the environment). In this situ-
ation, people lose their sense of presence in the virtual world and don’t experience 
any feeling of risk, though the strictly visual conditions for experiencing the illu-
sion are still present. The result is that the environmental vertical illusion com-
pletely disappears. Remove the perceived risk and this removes the overestimation 
of distance for a vertical surface— for an illusion that otherwise distorts real dis-
tance by as much as 50%.

What’s more, although the illusions we have been talking about are  visual 
illusions, the mechanisms involved have the function of delivering their input 
to systems for navigational decision making and interact with the presumably 
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innate (defeasible) preference for shorter routes. Thus we have good reason to 
suppose that the mechanisms that create these quirky illusions are articulated in 
the sense of Chapter 2 in that they participate in a larger arrangement of rationalist 
learning mechanisms that turn on a way of representing the world that is geared 
to ancestral navigational priorities.4

How does this example relate to concept nativism? The concepts that it speaks 
to are the distance representations involved in navigational judgements and deci-
sion making. These categorize possible routes in ways that are then used to deter-
mine if a route is viable, to compare competing alternatives, and for planning 
which route (if any) to take on a given occasion. As with a few of our earlier 
examples, there is some room to debate whether such representations are truly 
conceptual or whether they should be considered nonconceptual. For example, 
theorists who require concepts to meet a strong form of the Generality Constraint 
may wish to claim that these distance representations aren’t concepts on the 
grounds that they don’t combine with other concepts that have nothing to do 
with navigation. But on other accounts of the conceptual/nonconceptual distinc-

tion, they straightforwardly count as concepts— for example, because they aren’t 
iconic, engage with higher cognitive processes like decision making, and are 
clearly quite abstract in that they factor risk (and perhaps other dimensions that 
matter) into route selection. For our purposes, there is no need to decide between 
these options. For those who are happy to view these distance representations as 
concepts, then this is another domain that can be added to the case for concept 
nativism. For those who aren’t, then this can be viewed primarily as arguing for 
there being further characteristically rationalist psychological structures in the 
acquisition base— structures which contribute to the origins of other representations 
that are uncontroversially conceptual, for example, opTimAl rouTe.

Let’s now turn to another example illustrating the argument from cognitive 
and behavioural quirks, which concerns aspects of social categorization. We will 
begin with a brief discussion of some relevant background regarding the repre-
sentation of social categories. In social psychology, it has long been thought that 
an initial stage in impression formation is the categorization of a perceived per-
son with reference to a small number of highly salient social categories: age, sex, 

4 Other research has uncovered cognitive quirks related to the distance representation associated 
with looming versus receding sounds and has found that looming sounds are uniquely heard as being 
closer than they really are, yet only when plausibly associated with moving objects (Neuhoff 1998). 
Both humans and non- human primates are subject to this auditory illusion (Ghazanfar et al. 2002). 
Moreover, the effect is more pronounced for listeners with lower fitness levels (Neuhoff et al. 2012). Once 
again, this is a perplexing set of circumstances until an adaptive problem is given its full due, namely, 
the problem of responding in a timely manner to a looming threat, particularly for those who, ances-
trally, may have required a larger margin of safety and thus would benefit from more of a head start. 
There is now also complementary evidence showing that newborn human infants integrate auditory 
and visual cues for looming events (Orioli et al. 2018). So looming provides a further, related example 
embodying several of our seven argument forms.
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and race (Fiske 1998; Fiske et al. 2018). These three have been thought to be priv-
il eged compared to other social categories (occupation, religion, etc.) in being 
automatically activated, rapidly processed, and difficult to suppress. They are also 
generally thought to possess this privileged status because they correlate with 
properties that are easy to perceive, particularly via visual features, and because 
they have a great deal of cultural meaning.

Standard accounts in social psychology don’t offer a deeper explanation of why 
these three social categories stand out among others. However, from an evolu-
tionary perspective, it makes sense that two of these are on the privileged list: age 
(i.e., life stage) and sex (i.e., the sexual morphs male and female). Throughout 
human evolution, the age and sex of encountered individuals would have had 
significant consequences for a range of actions with an impact on fitness. Since 
enduring conditions like these provide the materials for natural selection to fash-
ion an adaptation, it shouldn’t be all that surprising if there turned out to be 
innate specialized systems for categorizing in terms of age and sex, and ac com-
pany ing downstream psychological systems for organizing inferences, motives, 
and actions that are specific to these categories. Perhaps, then, there is a deeper 
account to be had of why age and sex should be singled out in person perception. 
They may be products of innate systems that are designed to categorize people 
along a small number of dimensions with a history of fitness relevance.

Suppose for a moment that this sort of evolutionary account is on the right 
track. Still, it raises a puzzle in that, while it may account for the privileged status 
of the representation of age and sex, it cannot account for the privileged status of 
the representation of race. The problem is that ancestral hunter- gatherers 
wouldn’t normally have travelled sufficient distances in their lifetimes to encounter 
individuals with the type of systematically different superficial physical character-
istics associated with being considered to be of a different race (Diamond 2013).5 
Thus it is unlikely that there would have been selection pressure to develop 
 systems for representing race. Why, then, would the representation of race be as 
automatic and irrepressible as the representation of age and sex?

5 As we have noted, concepts and conceptual domains do not entail the reality of the categories 
they are about. So the fact that people think and categorize in terms of races does not mean that races 
actually exist. There are a number of competing philosophical views about the nature of race and 
whether races exist (Mallon 2016; Glasgow et al. 2019). For example, some philosophers, who are 
eliminativists about race in that they hold that races do not exist, take races to be biological categories 
grounded in heritable biological properties that all and only members of a given race possess. Another 
philosophical view about races takes races to exist, and to be socially constructed categories that fac-
tor importantly in understanding conceptions of racial identity and in social and political movements 
for racial justice. The work that we discuss here (which is concerned with racial concepts and cat egor-
iza tion and not with the questions of what races are or whether they exist) is compatible with these 
and other views on the nature of race. We will use the term “race” (and its cognates) to refer to cat egor-
ies employed in racial categorization, with no implication that there is any deeper reality to these 
categories.
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It was against this background that Kurzban et al. (2001) suggested that 
although racial categorization looks like it is on a par with the categorization of 
age and sex, this is misleading. Unlike cognition regarding age and sex, our minds 
do not contain an innate mechanism for tracking race. The reason that it appears 
that we are designed to track race is that race is acting as a proxy for something 
else that we are designed to track, namely, coalitions or alliances.6

Coalitions are small groups of people who work together for a common aim, 
often in competition with other coalitions. Some coalitions are relatively stable, 
others highly changeable. Given how important coalitions are in all human 

societies— and presumably in human evolution— it is reasonable to suppose that 
there would have been selection pressure for the development of psychological 
systems dedicated to navigating these social relationships. This includes systems 
for detecting incidents of cooperation and conflict, for assessing the strengths 
and weaknesses of current and potential coalitions, and for motivating involve-
ment in profitable coalitions. And because any individual will simultaneously be 
a member of multiple cross- cutting coalitions, and because the coalitions that an 
individual belongs to can change over time, a well- designed coalition psychology 
should also include systems for flexibly identifying context- sensitive cues that 
predict the coalitions (or types of coalitions) that are relevant to the current 
moment. Perhaps, then, it is because we have an innate coalitional psychology, 
and because we happen to treat race as a probabilistic cue for coalition, that it 
appears as if we are designed to track race.

From this perspective, the noteworthy fact about the standard view in social 
psychology that racial categorization is a privileged category— on a par with age and 
sex— is that tests for this claim didn’t manipulate conditions that disentangle race 
from coalition. As a result, race could have been activated as a default coalitional cue, 
one that derives from living in a society with a history of racial divisions. This would 
predict that if race were pitted against coalition— even for fleeting and unimportant 
coalitions— that we should track coalition rather than race, with racial cognition 
being strongly diminished. At the same time, it would predict that if age or sex was 
pitted against coalition, this would have little or no effect on our ability to track age 
or sex, since, according to this view, age and sex— unlike race— are fundamental 
categories of person perception and part of our innate psychology and so shouldn’t 
be affected by the concurrent tracking of coalitions.

To test for this possibility, researchers have used a memory confusion task 
(Kurzban et al. 2001; Pietraszewski et al. 2014; Pietraszewski 2021). This research 
method involves presenting participants with a set of pictures of people and cor-
responding statements or contributions to a conversation made by these people, 

6 The terms coalition and alliance are used interchangeably in this literature, where the proposal 
that race functions as a proxy for coalition(/alliance) is sometimes referred to as the alliance hy poth
esis of racial categorization (see, e.g., Pietraszewski 2022).
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and later asking them to recall who said what (for this reason the memory confu-
sion paradigm is also sometimes known as the who said what paradigm). 
However, at the outset of the experiment, the participants are only instructed to 
form an impression of the people they will see; they aren’t told that they will later 
be asked to remember what different people said. Not surprisingly, this is a diffi-
cult task— participants make many errors. But this is actually the point of the 
experiment, as the participants’ errors reveal how they were representing the 
observed individuals. For example, suppose speakers are wearing different 
 coloured shirts in the photographs, some wearing red shirts, the others wearing 
blue. If participants then systematically misattribute statements made by speakers 
wearing one colour of shirt to other speakers wearing the same colour shirt, this 
would show that they were initially categorized according to shirt colour. One of the 
reasons why age, sex, and race have been considered so basic to social categorization 
is that people’s recall in memory confusion experiments has tended to cleave to these 
three categories. Misattributions of what someone said tend to be within these 
categories rather than across them. For example, people are more likely to 
misattribute statements by one white man to another white man or statements by 
one young person to another young person than they are likely to misattribute what 
a white man said to a black man or what a teenager said to a senior citizen.

The key innovation that was needed to apply this method to the coalitional 
hypothesis was to add coalitional cues that cross- classified with race (Kurzban et al. 
2001). For example, in one set of experiments, participants read statements from 
individuals from two competing sports teams (a type of coalition), each of which 
was composed of both black and white players or both male and female players 
(Pietraszewski 2021). A baseline measure determined the extent to which an indi-
vidual was confused with another of the same race or the same sex when there 
wasn’t any coalitional information, and this was compared to the situation when 
coalitional cues of different strengths were given. The result was that the repre-
sentation of race was greatly diminished in the presence of coalitional cues in that 
there was less of a tendency to confuse speakers within a racial category than 
across a racial categories. In contrast, the representation of sex was not reduced 
nearly as much and, in some cases, not at all— there continued to be just as strong 
a tendency to confuse male speakers with one another and female speakers with 
one another as in the baseline condition. What’s more, further work has shown 
that the drop in racial categorization happens specifically when race is cross- 
classified with coalition. It remains robust when cross- classified with another 
social category, just like categorization in terms of sex (Pietraszewski 2022).

This overall pattern shows that the representation of race and the representa-
tion of sex are grounded in distinct systems for social categorization. 
Categorization by sex continues to be automatic and mandatory when cross- 
classified with coalition, consistent with the hypothesis that natural selection has 
left us with an innate domain- specific mechanism for the rapid identification of 
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an individual’s sex.7 In contrast, categorization by race is not automatic and man-

datory, diminishing dramatically when cross- classified with coalition, suggesting 
that race is being treated as a proxy for coalition and that it is coalition, not race, 
that is the privileged form of categorization on a par with sex and age.8

The crucial fact from the point of view of the argument from cognitive and 
behavioural quirks is that, among the major social categories that have been 
thought to be privileged in person perception, racial categorization alone can be 
dramatically reduced— if not completely eliminated— when cross- classified with 
coalition. Moreover, this is true even when the coalitions are relatively insignifi-
cant ones— unknown sports teams that are implicitly introduced in the course of 
a brief experiment.

This quirky fact about racial categorization is highly unexpected on a domain- 
general account. Why would a domain- general learner acquire racial concepts 
that are so fragile when orthogonal coalition information is introduced, but other 
social category concepts (sex, age) that remain robust under comparable condi-
tions? Standard domain- general accounts of so- called fundamental social cat-
egor ies hold that they are learned by observing perceptual cues that have social 
significance in one’s community. If this were right, then, at least in the United 
States (where most of these experiments took place), racial categories should have 
turned out to be fundamental categories of person perception, since they are cer-
tainly associated with perceptual cues (especially skin colour) with enormous 
social significance. But as we have seen, racial categorization is surprisingly fra-
gile and easily reduced with a simple experimental manipulation. Even for fleet-
ing and insignificant coalitions, fairly minimal indications of coalitional 
membership that cross- classifies with race have been shown to produce dramatic 
drops in racial categorization.9 This is a striking result that is deeply puzzling 
given a domain- general learning framework. But it begins to make sense given a 
rationalist framework. On the assumption that there is an innate mechanism for 
identifying and reasoning about coalitions and that race (in the right cultural 
context) is treated as a proxy for coalition, we should expect to find just the pattern 
of results that we have described. Racial categorization should appear to be robust— 
until it is pitted against coalition. Under these conditions, the categorization of 

7 Kinship, another highly important social category, appears to behave much like sex (and age) in a 
memory confusion experiment of this type, suggesting that it is also a privileged category of person 
perception and grounded in an innate domain- specific mechanism (Lieberman et al. 2008).

8 Further support for this view comes from an intriguing variation on these experiments in which 
race was cross- classified with another type of coalition membership, namely, political party affiliation. 
In this study, race, sex, and age were all cross- classified with political party affiliation. The result was 
that categorization by race was greatly diminished but categorization by sex and age was not 
(Pietraszewski et al. 2015).

9 We should note that the base- rate correction used in research in the memory confusion literature 
prior to 2018 (which was adopted from earlier work in social psychology) has been shown to be prob-
lematic (Bor 2018). However, Pietraszewski (2018) reports that a reanalysis using a new base- rate 
correction that avoids this problem actually strengthens the results in the work on race and coalition.
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coalition should take precedent, and any effects in terms of racial categorization 
should be dramatically reduced.

In the cases of route selection and coalitional thinking, the cognitive and 
behavioural quirks at issue are ones that are present in adults and that are prod-
ucts of a fully developed cognitive capacity. For our last illustration of this argument, 
we will turn to an example where the quirks manifest themselves earlier in life 
and while a cognitive capacity is still developing. The case that we will consider 
concerns the development of physical reasoning in infancy.10

One of the core features of physical reasoning is an understanding that objects 
continue to exist when we can’t perceive them, also known as object permanence 
(see Chapter 10). Evidence of an understanding of object permanence appears 
very early in development, in infants as young as 2.5 months old. For example, 
infants this age are surprised if a cover is placed over an object and, when the 
cover is removed, the object has disappeared (Wang et al. 2005).11 It is important 
to keep in mind, however, that an understanding of object permanence is just one 
part of a much broader physical- reasoning ability. Among other things, infants 
must at some point come to understand when and to what extent one object will 
block another object, when and in what ways one object will be supported by 
another, which properties of objects can change over time and which cannot, and 
when one object will fit behind, inside, or under another object and no longer be 
visible. Here we will focus on the last set of these facets of physical reasoning— 
the conditions in which an object will no longer be visible when moved behind, 
into, or under another object.

By 2.5–3 months of age, infants expect an object placed behind another object 
to reappear when the second object (the occluder) is removed (Hespos and 
Baillargeon 2001a).12 But suppose that infants are shown a tall object and a much 
shorter potential occluder. It turns out that infants don’t initially expect that the 
tall object will remain visible when placed behind such an occluder. It is not until 
3.5 months of age that infants are surprised if a tall object becomes completely 
hidden behind a much shorter occluder (i.e., by means of an experimental trick 
that the infants are not aware of ) (Baillargeon and DeVos 1991). Before this age, 

10 We briefly touched on physical object representation previously in relation to the argument from 
animals (Chapter 10). We will also return to this issue in Part III when considering methodological 
empiricism as an objection to concept nativism (Chapter 17).

11 This and related work suggests an argument from early development for a rationalist account of 
the origins of object permanence.

12 As in Chapter 10, we are following standard psychological usage in which an occluder is an 
object that blocks the view of another object. However, as will become clear in a moment, we now 
need to distinguish between, on the one hand, an object blocking the view of another object because 
it is acting as an occluder with the second object behind it and, on the other hand, a case in which the 
object blocks the view of another object because the second object is inside of it (it is acting as a con-
tainer) or under it (it is acting as a cover). In this chapter, “occlusion” will refer to only the sort of case 
in which one object is behind another, and “occluder” will refer to the object that the occluded object 
is behind.
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they represent occlusion but fail to take into account the relative heights of the 
object and the occluder in determining whether the object should remain visible 
behind the occluder. This is somewhat peculiar, but of course, if infants’ under-
standing of physical objects develops over time, there ought to be some notable 
differences between their expectations about physical events and normal adult 
expectations. However, work with slightly older infants shows that this is far from 
the end of the story.

Quite unexpectedly, once infants do begin to register surprise when a tall 
object becomes completely hidden behind a much shorter occluder, they are still 
not surprised when a similarly tall object appears to become completely hidden 
when placed inside a short container (i.e., a container that is just as short as the 
short occluder) (Hespos and Baillargeon 2001b). In fact, infants that are sur-
prised in the occlusion case do not show surprise in the containment case even 
when they are tested with occluders and containers that are virtually indistin-
guishable from one another. This has been shown using cylindrical containers 
(with bottoms but no tops, like an open can) and occluders that were shaped and 
coloured exactly like the front half of these containers (without a bottom) 

(see Figure 15.2). Since only the fronts of the containers and occluders were vis-
ible in the test conditions (the backs and bottoms weren’t visible), the container and 
occluder test events would have looked the same from the infants’ perspective.13 
Remarkably, however, infants were surprised when the much taller object disap-
peared behind the short occluder, but not when it disappeared inside of the 
equally short container.14

Further experiments— testing infants at monthly age intervals from 3.5 months 
old on— have shown that infants aren’t surprised when a tall object disappears 
inside a much shorter container until they are 7.5 months old— a full four months 
after they are surprised to see a comparable case of occlusion (Hespos and 
Baillargeon 2001b). And infants treat covers differently from both occluders and 
containers. It isn’t until they are 12 months old that they are surprised when a tall 
object disappears beneath a much shorter cover— more than four months after 

13 Prior to the test trials, the containers and occluders were rotated so that the infants could see that 
the container had a back and bottom (in the container condition) or that the occluder did not have a 
back or bottom (in the occluder condition). But during the test trials, the container and occluder were 
placed upright and stationary, so that they looked nearly identical and could only be conceptualized 
differently— as a container and as an occluder— by remembering the demonstrations that preceded 
the test trials. Infants’ looking times in the short container and short occluder test conditions were 
measured relative to their looking times in tall container and tall occluder test conditions, re spect-
ive ly. These tall container/occluder conditions were the same as the short container/occluder condi-
tions, except that the container/occluder used was tall enough to completely hide the object and so 
infants should not have been surprised by the fact that the tall object was completely hidden in 
these cases.

14 This pattern of results held even when the very same object was used both as the occluder and as 
the container. Infants were surprised when the tall object disappeared when placed behind a short 
container, but not when placed inside this same short container.
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Short Occluder Short ContainerTall Object

Tall Object placed behind Short Occluder disappears when  behind occluder

Tall Object placed inside Short Container disappears inside container

Figure 15.2 Hespos and Baillargeon’s (2001b) study. 4.5- month- old infants are 
surprised when a tall object completely disappears behind a short occluder, but are 
not surprised when the same tall object completely disappears inside a short 
container that is perceptually indistinguishable from the short occluder in the test 
condition. (Figure based on Hespos and Baillargeon 2001b, figure 1.)
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they show surprise in the case of containment and over eight months after they 
show surprise in the case of occlusion (Wang et al. 2005). This is true even when 
the cover is perceptually indistinguishable from the container used in these other 
experiments (i.e., when the cover is simply the previously used container turned 
upside down).15

This work reveals a startlingly quirky pattern of expectations in infants that is 
quite puzzling on the assumption that this developmental progression is a 

response to domain- general learning. Once relative height is recognized as rele-
vant to whether an object remains visible when interacting with another object, it 
is hard to see why a domain- general learning system should care whether the 
second object is an occluder, a container, or a cover— or why it should take so 

long to apply what it has learned in one case to these other cases. Moreover, if it 
isn’t assumed that the domain- general learning system already has the concept of 
an object and the idea that objects continue to exist when they aren’t visible, then 
it is hard to see how to make any sense of these results at all. If infants saw the 
world solely in terms of something like shaped, coloured, and patterned surfaces, 
there would be no way for them to represent the difference between the contain-
ment event and the occlusion event. Both would involve exactly the same shaped 
surface gradually disappearing as it moves to the point at which it meets a surface 
with the shape of the front of the occluder/container (this second shape being 
identical for the occluder and the container).

Interestingly, there is also a further layer of quirkiness associated with this 
example. This is that although these lags are a normal part of development, it is 
possible to completely eliminate them if infants are shown just a few events with 
the right type of structure. How this works and why it is so effective illuminates 
how cognitive development plays out in this domain, showing it to be, in good 
part, a learning process in which infants seek explanations of experiences that 
conflict with their understanding of a given type of physical event. Moreover, as 
we will see, this learning process has the hallmarks of rationalist learning, offer-
ing strong evidence that infants have access to an innate domain- specific physical- 
reasoning system.

Let’s look at how this learning process works. First, to review, so far we have 
seen that infants as young as 2.5 months old have an understanding of object 
permanence in that they expect an object to reappear after it is temporarily con-
cealed by another object. And we have also seen that infants have a basic under-
standing of different types of interactions between objects, such as occlusion and 
containment. Finally, we have seen that there are significant developmental lags 

15 Rationalists are often accused of ignoring cognitive and conceptual development (see Chapters 4 
and 17). But this type of painstaking rationalist developmental research, which tests infants as they 
age month by month to uncover subtle developmental patterns, shows just how wrong this criticism is.
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as to when infants understand that specific features of objects are relevant to 
whether an object will fully disappear in these different types of events. For 
example, once they begin to take into account the height of objects and occluders 
for occlusion events, there is a substantial lag before they also take height into 
account for containment events, and then a further substantial lag before they 
take it into account for covering events.

While these sorts of developmental lags are a robust feature of typical develop-
ment, Wang and Baillargeon (2008) showed that infants can be “taught” to take 
height into account in understanding covering events substantially earlier than 
the normal developmental progression— accelerating this aspect of development 
by a full three months (from 12 months old to 9 months old). Moreover, this 
acceleration only requires exposure to a few carefully orchestrated events.

In Wang and Baillargeon’s procedure, infants were initially shown a tall and a 
short cover (which were otherwise identical) resting next to a tall object, making 
their heights relative to the tall object easy to register. They were then shown the 
inside of each cover prior to seeing it placed over the object. When the tall cover 
was placed over the object, it completely hid the object, since this cover was 
slightly taller than the object. When the short cover was placed over the object, it 
failed to completely hide the object, since this cover was much shorter than the 
object. The covers were then placed beside the object once more, so infants could 
again observe their heights relative to the object’s height and to one another. The 
infants then saw all of this one more time with the same object but with what was 
clearly a new pair of covers— again, one that was tall and one that was short. 
Finally, they were tested with a new tall object and new tall and short covers. 
They were shown each cover placed over the object, and in each case, the object 
became completely hidden.

Though infants are not normally surprised when a short cover completely 
hides a taller object until they are a full 12 months old, with just these two teaching 
events, 9- month- olds were surprised at this outcome— they looked signifi-
cantly longer when the tall object disappeared under the short cover.16 What they 
seem to learn, however, is specific to this one type of event (covering events). 
This can be seen in further work using the same teaching method. Nine- month- 
olds who rapidly learned to appreciate the significance of height to covering 
events didn’t generalize this knowledge to events in which an object enters a tube. 
They continued to show no surprise when a tall object became completely hid-
den in a tube that was substantially shorter than the object (and that was visually 
identical to the tested covers apart from having no top or bottom) (Wang and 
Kohne 2007).

16 Moreover, the effect wasn’t transient. The same result was obtained even when the teaching 
events were presented on one day and the test events were presented a full twenty- four hours later.
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What accounts for the success of this type of intervention in allowing infants 
to learn about the role of relative height in covering events? Wang and Baillargeon 
(2008) identified three crucial features: (1) contrasting outcomes (teaching events 
in which the tall object is fully covered by the tall cover but not by the short 
cover), (2) a clear correlation between the relevant object property (relative 

height) and the contrasting outcomes, and (3) the availability of a causal ex plan-
ation for the contrasting outcomes. Without all three of these features, infants fail 
to learn to take height into account in processing covering events, and so do not 
expect that a tall object will fail to be completely covered by a short cover.

To show that contrastive outcomes are essential, the experiment was repeated 
as in the original teaching experiment except that the object that was used was 
slightly shorter than the short cover, so that both covers were big enough to com-
pletely cover the object. As before, infants were given exposure to comparative 
height information— the covers were initially positioned beside the object, were 
then placed over the object, and subsequently repositioned beside the object. But 
without the contrasting outcomes, no learning about the significance of relative 
height for covering events was triggered.

To show that there must be a clear correlation between the relevant object 
property and the contrasting outcomes, another small variation on the original 
experiment was employed in which the covers were never placed directly beside 
the object (but everything else about the experiment was the same). In this vari-
ant, instead of being placed directly beside the object, the covers were held in the 
air above or off to the side of the object, making the differences in relative heights 
less salient and harder to detect. Here, too, teaching failed.

Finally, to show that the availability of a causal explanation for the contrasting 
outcomes is essential, the original experiment was repeated again with a different 
small variation. This time when the infants were shown the insides of the covers 
prior to the covers being placed over the object in the teaching events, they could 
see that the covers’ insides were not as deep as they appeared to be from the out-
side. In particular, the tall cover’s inside was shown to be quite shallow, with an 
inside depth even shorter than the height of the short cover. This change under-
mines the causal explanation for why tall covers, but not short covers, should be 
able to completely hide a tall object. And, when it came to the test events, the 
teaching again failed. The infants didn’t look any longer when the tall object 
became completely hidden under the short cover than when it became com-
pletely hidden under the tall cover.

There are three important morals to draw from this work on how and when 
infants come to understand that an object will become completely hidden behind, 
inside, or under another object— both the work that has identified the striking 
developmental lags in children’s ability to predict what will happen with these 
different types of events and the work that has showed how to accelerate infants’ 
learning in relation to them.
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First and foremost, the specificity of the processes involved in eliminating such 
developmental lags effectively rules out an explanation in terms of domain- 
general learning. The learning is tied to a particular event type (e.g., specifically 
to covering events in a way that doesn’t generalize to highly similar looking tube 

containment events). In this way, inferences about the relevance of height (and 
similar variables) is category bound, just as the developmental lags are.17 Recall 
that with the lags, even once infants determine that height matters to one type of 
physical event (e.g., occlusion), they don’t infer that is relevant to another (e.g., 
containment). Their physical knowledge develops in piecemeal fashion, with the 
knowledge pertaining to one type of physical event not spilling over to know-
ledge of other types of physical events, even though these types of events are so 
similar from an adult point of view.

The second moral is that while domain- general learning accounts are not in a 
position to explain these lags and the ways that they can be eliminated, rationalist 
learning accounts are. Here we will just sketch the basic outlines of a highly 
promising rationalist account.18 Consider again the fact that 9- month- olds are 
not surprised when they see a tall object become completely hidden when a much 
shorter cover is placed over it, but that they are surprised when the same tall 
object becomes completely hidden when placed inside of a much shorter con-
tainer. In order for this to be possible, infants have to be capable of representing 
the relative heights of the tall object and the short container. If they weren’t cap-
able of doing this, then height shouldn’t make a difference to them when inter-
preting the outcome of a containment event. So, one part of the infant’s 
mind— one of several systems pertaining to the representation of objects— must 
represent the heights of the objects (following Lin et al. (2022), we will refer to 
this system as the object file system). At the same, however, this same information 
about height is systematically ignored when the infants are confronted with the 
covering event. As Reneé Baillargeon and her colleagues have argued, the best 
explanation for this fact is that, in addition to the object- file system, the mind also 
possesses another distinct system— a physical reasoning system— which is respon-
sible for making sense of interactions among physical objects (Baillargeon et al. 
2011; Stavans et al. 2019; Lin et al. 2022). The physical- reasoning system repre-
sents physical events in a schematic manner, only including details that it takes to 
be relevant to the type of event in question, where the properties it deems relevant 
can be modified over time through learning.19 By hypothesis, at 9 months of age, 

17 See Strickland and Scholl (2015) for evidence of category bound effects of containment and 
occlusion in adult object representation.

18 For more on the learning model here and the innate domain- specific systems involved, see 
Baillargeon et al. (2011); Baillargeon et al. (2012); Baillargeon and DeJong (2017); Stavans 
et al. (2019).

19 Why should the infants’ physical- reasoning system take into account only a small subset of the 
properties that they are capable of detecting? It might seem more sensible for the physical- reasoning 
system to take into account all of the properties that infants can detect in the scene. The problem is 
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this system has already learned to take height into account when reasoning about 
containment events, but it hasn’t learned to use height when reasoning about 

covering events. To a 9- month- old’s physical- reasoning system, height has noth-
ing to do with covering, so there is nothing surprising about a tall object com-
pletely disappearing under a much shorter cover.

What happens, then, when the developmental lag vis- à- vis covering is elim in-
ated? The natural explanation is that the minimal teaching events help the infants 
to figure out that a new variable needs to be included in their reasoning about 
this type of event. In other words, when 9- month- olds learn that a tall object can-
not be completely hidden under a much shorter cover three months ahead of 
schedule— and when typically developing infants learn the same thing by 12 
months of age— their physical- reasoning system has become modified through 
learning to include information about height when drawing inferences about 
covering events. The important point here is that the learning model involves 
multiple distinct systems relevant to understanding events involving objects, each 
with its own structure, processes, and representational resources.20 Since these 
domain-specific systems are not plausibly learned, they must be assumed to be 
innate. Thus, the best and most plausible account of these developmental quirks 
is a rationalist account.

The third moral to draw from this work is that the nature of the learning pro-
cess underwriting the development in infants’ physical reasoning argues that the 
representations involved— oBjeCT, ConTAinmenT, oCClusion, etc.—are con-
cepts, rather than nonconceptual representations. We saw in Chapter 6 that there 
are a variety of different ways of drawing the conceptual/nonconceptual distinc-
tion, with no consensus on how it should be drawn. But most theorists would 

that taking into account additional variables increases processing demands. So, it would be computa-
tionally burdensome, especially for infants with highly limited processing resources, to take into 
account all the detectable properties of objects in physical reasoning.

20 There is a question about how many distinct systems are needed in this sort of multiple system 
account. Lin et al. (2022) model this data in terms of two distinct systems— the object file system 
(which identifies the objects in a scene and builds a representation of both their features and their 
spatiotemporal properties— what Lin et al. refer to as “what” and “where” information) and the 
physical reasoning system (which categorizes an event in terms of its causal structure— for instance, 
taking an event to be a covering event— and then draws appropriate inferences). But much the same 
data might be modelled in terms of three distinct systems instead, taking the functions associated with 
the object- file system to be mediated by two distinct systems, one that encodes the features of objects 
and explains the ability to categorize and recognize individual objects as such (the object 
representation system) and one that is devoted simply to tracking a small number of objects on the 
basis of their spatiotemporal properties (the object tracking system) (Baillargeon et al. 2011; 
Baillargeon et al. 2012). The object- tracking system is also sometimes referred to as the object index
ing system (Leslie et al. 1998). It’s worth noting that infant object representation is sometimes simply 
equated with object tracking, and as a result, it is assumed to be a relatively simple capacity that is 
subserved by an attentional mechanism that employs only nonconceptual representations. As should 
be clear from the text, this way of thinking about infant object representation is mistaken. Object 
tracking is only one part of a set of interrelated capacities regarding infants’ representation of objects 
and, on its own, cannot explain infants’ ability to engage in causal- explanatory reasoning as they ana-
lyse object interactions and learn about their physically relevant properties.
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agree that an inferential process that is sensitive to causal- explanatory reasons 
operates at the conceptual level and that the representations it employs are con-
cepts. Now consider again the learning process involved in this development, as 
illuminated by the teaching experiments that showed that the developmental lags 
can be eliminated. This learning process has all the hallmarks of a causal- 
explanatory reasoning process. It is responsive to subtle forms of evidence as 
infants attempt to make sense of experiences with disparate outcomes that their 
current rules for understanding physical events treat in the same way. Typically 
developing 9- month- olds do not automatically take height into account for cover-
ing events; they are not surprised if a tall object completely disappears under a 
short cover. But if height differences are made salient, and correlated with con-
trasting outcomes, and if there is a causal explanation available that can make 
sense of the contrasting outcomes, then they can learn to take height into account 
in these types of events. However, they won’t learn this if there is no causal 
ex plan ation available that could explain the contrasting outcomes they observe.21

We have seen that the development of physical reasoning in infancy is quirky 
in at least two ways. First, there are robust and highly surprising lags in infants 
coming to see that the same variable (e.g., height) applies across different types of 
physical events (occlusion, containment, covering, etc.) even when these events 
are perceptually indistinguishable. Second, despite how robust these lags are, 
they can be readily eliminated (for a given category of events) with just a few 
teaching events of the right sort. Both of these striking findings are unexpected 
on the assumption that infants rely exclusively on domain- general learning pro-
cesses to acquire an understanding of how physical objects behave.22 But they 
make sense if this understanding is rooted in a rationalist learning system, an 
innate domain- specific system for reasoning about physical events. This would be 
an innate system with schemas for representing different types of physical 
events— occlusion, containment, covering, etc.—and that is updated in piecemeal 
fashion as infants learn about the variables that are relevant to these types of 
events. On this view, concepts such as oBjeCT, oCClusion, and ConTAinmenT 
are innate components of an innate physical- reasoning system.

There are many facts about people’s minds and behaviour that are highly sur-
prising or unexpected and remain so on the assumption that all learning takes the 
form of domain- general learning but that begin to make sense given a rationalist 
perspective. We have worked through a variety of examples of this kind (involving 

21 See also Stahl and Feigenson (2015) for related evidence that when a physical event violates 
infants’ expectations, infants treat this as a learning opportunity and actively engage in exploratory 
actions on their own to test possible explanations of the violation. This adds to the case that the repre-
sentations are conceptual in that infants also appear to be involved in planning and undertaking 
actions that would provide them with further evidence about how to interpret a previously experienced 
violation of expectation.

22 For discussion of the relation between statistical learning and explanation- based learning of the 
type discussed here, see Wang (2019).
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such concepts as rouTe, AlliAnCe, CooperATion, oBjeCT, and ConTAiner) to 
 illustrate the last of our seven arguments for concept nativism— the argument 
from cognitive and behavioural quirks. Like the quirks that have been discovered 
regarding geometrical representation and navigation, the quirks associated with 
the estimation of distance, with racial categorization and the representation of 
coalitions, and with infants’ representations of objects and different types of 
physical events are all deeply puzzling for empiricists— empiricist accounts just 
aren’t equipped to explain them. By contrast, these quirks not only make sense 
when viewed in light of rationalist accounts, but attempts to explain them open 
new avenues of research, further enhancing the explanatorily fruitfulness of 
rationalist approaches. These and other quirky aspects of the human mind sup-
port another line of argument in favour of the view that the acquisition base con-
tains a rich variety of characteristically rationalist psychological structures that 
are critical to understanding the origins of concepts across a broad range of con-
ceptual domains.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0015
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Conclusion to Part II

Though it is rarely recognized in either philosophical or scientific circles, the 
positive case for concept nativism is overwhelming. Part of the problem is that 
the claims of concept nativism have been misunderstood in ways that were dis-
cussed in Part I. But another part of the problem is that the arguments for con

cept nativism have frequently been misunderstood too, and haven’t been given 

their full due. For example, from Locke’s time to the present, concept nativism’s 

critics have been too cavalier in their handling of the argument from universality 

and the argument from animals. They have held rationalists to unrealistic and 

inappropriate standards of evidence for arguments like the argument from early 

development. They have largely overlooked or failed to appreciate the signifi

cance of the argument from initial representational access or the argument from 

prepared learning. They have not really even recognized the argument from cog

nitive and behavioural quirks or the argument from neural wiring. And they 

haven’t fully appreciated the scope of the case for concept nativism, in terms of 

the variety of arguments for concept nativism, the interplay between these argu

ments, and the wealth of empirical evidence that factors into these arguments.

In Part II, our aim has been to distinguish and clarify these seven important 

types of argument for concept nativism. We have tried to explain exactly how 

these arguments are supposed to work and have highlighted both their individual 

contributions to concept nativism and the fact that they often provide mutually 

supporting considerations that converge on the same rationalist conclusions. In 

the course of explaining these arguments, we also sketched some of the empirical 

evidence for a number of case studies where these arguments apply, drawing on a 

range of content domains to indicate the breadth of the case for concept nativism 

(the large number of content domains that are rooted in rationalist local acquisi

tion bases) and its depth (the interactions of mutually supporting arguments and 

findings that support these claims). As we’ve tried to emphasize throughout, there 

is an intricate interplay between theory and evidence. Interpretations of em pir

ic al evidence must be defended against numerous possible alternative in ter pret

ations and in light of the arguments and evidence that might be marshalled in 

favour of these alternatives.

Perhaps the most important moral of Part II is that it is a mistake to take the 

case for concept nativism to be a deductive argument. Instead, it takes the form of 

an inference to the best explanation. Each of the seven arguments we have elab or

ated on is itself an inference to the best explanation. But also, different packages 



ConClusion to Part ii 417

of these arguments work together to form even richer explanatory arguments, 

and ultimately all seven arguments taken together cumulatively constitute a sin

gle broad inference to the best explanation argument for our version of concept 

nativism— the view that many concepts across many content domains are either 

innate or acquired via rationalist learning mechanisms.

We have divided our discussion into seven separate arguments, but as we 

noted at the outset, this was largely for expository convenience. Our intention 

was never to imply that these are mutually exclusive or that they exhaust the case 

for concept nativism. In fact, there are other ways of carving up the landscape 

that might in principle be just as useful.

For example, we previously noted that the argument from animals could easily 

be divided into multiple arguments. One is a type of argument in which animal 

data is used to show that it’s possible to acquire certain concepts in carefully con

trolled conditions with total or near total deprivation of relevant input prior to 

being tested— something that is not possible in the human case. Another is a type 

of argument in which animal data is used to show that a given conceptual cap

acity can be acquired without the sort of powerful general purpose learning 

mechanisms that have only been attributed to human learners. These might be 

called the argument from deprivation experiments and the argument from the 

absence of powerful general purpose learning. Or, to take another example, the 

argument from neural wiring could likewise be divided into a number of distinct 

arguments. For instance, one type of argument we gave in the chapter on the 

argument from neural wiring was that neural structures and functions relevant to 

conceptual representation can be preserved in the face of dramatic variation in 

sensory input, including cases where there is a complete absence of relevant sen

sory input. A different type of argument in the same chapter was that certain 

concepts can fail to be acquired despite their enormous utility and despite the 

presence of intact domain general learning mechanisms (this happens, for  example, 

in certain cases of focal brain damage). These might be called the argument from 

preserved neural structure and function and the argument from the failure of 

compensatory neural plasticity.

At the same time, although we presented the seven arguments in Part II each 

as a separate argument, there is enough conceptual overlap between some of 

them that in principle they might have been merged. For example, a number of 

the arguments might be viewed as variations on the more general structure of a 

poverty of the stimulus argument.

The core idea behind poverty of the stimulus arguments is that the environ

mental input to acquisition (the stimulus) is insufficient in some way for an 

empiricist learner to reliably acquire the psychological trait in question given the 

known facts about development (where an empiricist learner is one whose learn

ing traces back solely to characteristically empiricist psychological structures in 

the acquisition base, especially domain general learning mechanisms). This idea 



418 ConClusion to Part ii

can be developed in many different ways. For example, it may be— as in the argu

ment from early development— that the stimulus is impoverished in that the 

acquisition timeframe in which a representational capacity is acquired is too 

short. There simply isn’t enough time to ensure exposure to the data that would be 

needed for an empiricist learner to arrive at this outcome. Or it may be— as in the 

argument from universality— that the stimulus is impoverished in that the rele

vant input is not available (or not reliably available) in certain environments 

where the capacity is acquired. In these cases, an empiricist learner wouldn’t be 

able to reliably acquire a capacity that is known to develop across a range of vari

able environments. Or, to mention one further example, it may be— as in the 

argument from initial representational access— that the stimulus is impoverished 

in that the relevant input is simply inaccessible to an empiricist learner given the 

types of representations such a learner can call upon to represent the stimulus.

Given this way of recasting these arguments, one could easily say that there is a 

general master argument for concept nativism that covers a lot of the ground we 

have covered with these separate arguments. But distinguishing our seven argu

ments for concept nativism has significant advantages. It has allowed us to highlight 

different strands in this master argument that argue for concept nativism in 

importantly different ways, which we think brings greater clarity to how a vast 

body of data links up with concept nativism’s central claims.

Despite the many arguments and supporting findings we have given in Part II, 

we are keenly aware that we have had to be selective in choosing which data to 

discuss, which competing interpretations of the data to consider, and which con

ceptual domains to use to illustrate our main points. It is our claim, however, that 

the balance we have struck between the breadth of the conceptual domains exam

ined and the depth of the evidence and arguments marshalled in each of these 

cases overall makes a compelling case for concept nativism.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0016
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Methodological Empiricism

We have been building our case for concept nativism in stages. We began in Part I 
by comprehensively rethinking the foundations of the rationalism- empiricism 
debate, both in general and as it applies to the origins of human concepts. 
Building on others’ ideas, we presented a new account of what is at stake in these 
debates while showing how easy it is to misunderstand the debate in unpro-
ductive ways which can cause theorists to unwarrantedly reject the entire debate 
(or rationalist views in particular). One central moral of Part I was that the 
rationalism- empiricism debate about concepts isn’t just— or even primarily— 
about innate concepts. Rather, it’s about the contents of the acquisition base— 
whether it contains characteristically rationalist psychological structures and, if 
so, which ones— and about the extent to which rationalist learning mechanisms 
are involved in concept acquisition and conceptual development.1

In Part II, we presented the heart of our positive case for concept nativism, 
distinguishing seven distinct but complementary arguments for concept nativism 
and showing how they support a rationalist perspective on conceptual develop-
ment across a broad range of conceptual domains. But our case for concept nativ-
ism can’t end there. This is because our concept nativism faces opposition on two 
fronts. On the rationalist side, it stands opposed to implausibly extreme versions 
of rationalism, such as Jerry Fodor’s radical concept nativism, which rejects the 
possibility of any type of concept learning— rationalist or empiricist— and holds 
that virtually all lexical concepts are innate. Despite the implausibility of Fodor’s 
claim, his view cannot simply be dismissed, and as we will see, there is much to 
be learned from a detailed examination of his arguments for the view. On the 
empiricist side, it stands opposed to views that aim to get by with just domain- 
general learning mechanisms. With the heart of our positive case for concept 
nativism having been laid out in Part II, we now need to say something about 
both of these rival approaches to conceptual development. Our response to rad-
ical concept nativism (and a fuller discussion of the role of learning in cognitive 
development) can be found in Part IV. In this part of the book— Part III— we will 
critically examine empiricist alternatives and objections to concept nativism.

1 For readers not reading the chapters in order, there are a number of technical terms that were 
introduced and explained earlier that we will continue to rely on in Part III, including “acquisition 
base”, “rationalist learning mechanism”, “characteristically rationalist psychological structures”, 
“articulation”, and “alignment”. Brief summaries of how we are using these and other terms may be 
found in Boxes 1–7 in Chapter 2 and in Box 8 in Chapter 6.
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Empiricism has arguably been the dominant position in the rationalism- 
empiricism debate historically. And it remains very well represented today— in 
philosophy and cognitive science and across the social sciences. So there are a 
great many empiricist positions that could be discussed— far too many to provide 
anything like an exhaustive discussion here. Our approach instead will be to work 
through a representative sample of views that have been thought to show that 
concept acquisition can be fully accounted for without having to postulate any-
thing like our rationalist acquisition base. The empiricist views that we will 
examine also have the advantage that they offer a natural point of departure for 
taking a more detailed look at a number of further conceptual domains. Some of 
these views are tied to general approaches to explaining conceptual development, 
for example, to theories that model development using domain- general neural 
networks or to theories that are bound by the assumption in embodied cognition 
research that concepts must be realized in sensorimotor and affective systems 
and shouldn’t be understood as amodal representations. Others are tied to more 
specific objections to concept nativism, for example, to scepticism about the way 
that rationalists sometimes draw inferences about conceptual development by 
examining its breakdown in individuals with a particular type of developmental 
disorder. Some are driven by general theoretical or methodological considerations 
that are taken to favour empiricism. Others are based on wide- ranging experi-
mental research programmes. Some are open to the existence of at least some 
characteristically rationalist psychological structures. Others adopt a radical form 
of empiricism, rejecting these entirely.

We will argue that none of these empiricist alternatives undermine concept 
nativism. Quite the contrary: Critical evaluation of concept nativism’s empiri-
cist opposition only reinforces the explanatory appeal of concept nativism. We 
should note, however, that, in rejecting empiricism, we don’t reject all of the 
tools that have been associated with empiricist theorizing. It turns out that 
many of these are perfectly consistent with concept nativism and should be 
adopted by rationalists too. In fact, one of the morals of Part III is that these 
empiricist innovations are capable of making a far greater contribution to our 
understanding of conceptual development when incorporated into a rationalist 
framework.

In this chapter, we will begin our discussion of empiricist alternatives by exam-
ining a type of argument that plays an enormous role in the opposition to ration-
alist accounts and in framing empiricist approaches to the debate about the 
origins of concepts. This argument is about who has the burden of proof in the 
rationalism- empiricism debate. Since the argument focuses on this general meth-
odological question rather than on any particular finding, we will refer to the 
view that the argument aims to support as methodological empiricism. According 
to methodological empiricism, empiricism should always be considered the 
default position in the rationalism- empiricism debate about the origins of 
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concepts, and rationalist accounts of the origins of concepts should only be 
adopted if all possible empiricist alternatives have been ruled out.2

Why has empiricism been taken to hold this privileged position in the 

rationalism- empiricism debate? One reason, which we discussed in Chapter 4, is 
the supposition that empiricism is more parsimonious than rationalism. 
Rationalism, by comparison, is supposed to be extravagant with its commitment 
to innate concepts and numerous special- purpose rationalist learning mech an-
isms. A second reason is that empiricists are often sceptical about the viability of 
some of the key experimental methodologies that are associated with rationalist 
theorizing about conceptual development. This scepticism has led many empiri-
cists to conclude that rationalist theories are empirically unfounded— that they 
stem from an inflated reading of data that can be readily explained in terms of the 
sorts of domain- general learning mechanisms whose existence empiricists and 
rationalists already acknowledge.

In an influential critique of rationalist work on infant cognition, Haith (1998) 
accuses rationalist researchers of “over- interpretations of findings as evidence for 
high- level cognitive operations . . . in the absence of adequate definitions or 
anchoring observations or procedures” (p. 168). He is especially critical of ration-
alists’ reliance on experiments in which conclusions are drawn from measuring 
how long infants look at different visual stimuli:3

One difficulty is that people developed this paradigm to address sensory and 

perceptual questions, not questions of high- level cognitive processing. Many 

factors affect looking, including variations in the perceptual dimensions of 

objects and people, familiarity, novelty, recency, predictability, and the time 

lapse between stimulus exposures.

It is in this context that Haith expresses his commitment to methodological 
empiricism:

Of course, a paradigm that is created for one purpose may be adapted for 

another, but investigators who pursue high- level cognitive constructs must play 

the default game. That is, one must fend off every possible perceptual in ter pret-

ation of differences to entertain default cognitive interpretations. Surely, there 

are alternative interpretations for any experiment, but the use of perceptual 

2 We have discussed this view briefly already in Chapters 1 and 4. But given its importance in 
empiricist theorizing, it deserves a fuller discussion here. This discussion will also allow us to expand 
on a number of important points concerning conceptual development, the experimental methods 
used in developmental psychology, and the representation of physical objects.

3 Haith puts his critique in terms of doubts about the “looking paradigm”. However, this term is a 
misnomer as a number of distinct experimental methodologies rely on measures of infants’ looking 
time (see below and Chapters 8 and 9).
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paradigms tends to favor well established perceptual explanations. Even when 

an immediate perceptual explanation is not obvious, there is the danger that one 

will come along. (p. 170)

In much the same spirit, Prinz (2012) claims that empiricism is “more eco-
nomical” and that this makes it “the default position until evidence weighs in 
favour of Rationalism” (p. 90). And like Haith, Prinz holds that rationalists face a 
daunting burden:

To prove that core knowledge must be innate, Rationalists would need to show 

that the kind of knowledge they attribute to infants is of a type that would be 

impossible to learn by observation. But . . . [rationalists] rarely make any effort to 

do this. In fact, it is easy to imagine that the knowledge they attribute to infants 

is learned. (p. 110)

Although Haith’s and Prinz’s views aren’t particularly unusual in empiricist 
circles, it is important to recognize how extreme they are. For example, Haith insists 
that for any given body of infancy data, rationalists first need to fend off every 

possible perceptual interpretation. For theorists who suppose that infants respond 
mostly to low- level perceptual similarities and differences, this may seem innocuous. 
But by insisting that all possible perceptual interpretations have to be eliminated 
before a non- perceptual interpretation is even contemplated, Haith is effectively 
postponing the consideration of a non- perceptual interpretation indefinitely. 
After all, there is an unlimited supply of possible perceptual in ter pret ations for any 
behaviour if we include interpretations that might be considered ad hoc.

The first thing to note here is that, in line with our discussion in Chapter 4, 
there are at least two reasons why parsimony can’t bear the weight that Haith, 
Prinz, and other empiricists have asked of it. First, just as there isn’t a default 
position in the rationalism- empiricism debate about the mind in general, there 
isn’t a default position in the rationalism- empiricism debate about the conceptual 
system. The problem, as before, is that empiricists, without justification, seize on 
a very particular, narrow sense of parsimony at the expense of an appropriately 
comprehensive understanding of parsimony. This narrow sense simply counts 
the number of types of distinct psychological structures in the acquisition base. 
On this way of measuring how parsimonious a theory is, it is certainly true that 
empiricist theories of conceptual development are more parsimonious than 
rationalist theories. However, as Spelke (1998) points out, in considering how 
parsimonious a theory of development is, we need to take into account the whole 
proposed process of development. We shouldn’t focus exclusively on one aspect 
of this process, such as the quantity of psychological structures in the acquisition 
base. Rather, to the extent that parsimony is relevant, we need to pay attention to 
the entire account of how a mature state is said to be acquired— in this case, how 
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parsimonious a theory is in explaining the acquisition of a given conceptual 
capacity. Since this can’t be decided in advance of having a relatively worked out 
theory and ascertaining how it proposes to account for the evidence, there simply 
is no default view to be had.4

Second, as philosophers of science have argued, and was emphasized in 
Chapter 4, parsimony only really comes into play when two theories are equally 
capable of explaining the same evidence. Thus, it is not applicable until we are in 
a position to determine whether competing empiricist and rationalist theories are 
equally capable of explaining the evidence. And to do that, we need to have rela-
tively worked out theories to compare. It makes no sense to say that one of these 

approaches— the empiricist approach— can be seen in advance of inquiry to be 
inherently more parsimonious.

Still, this leaves the concern about rationalist experimental methodologies, 
particularly experiments in which we are asked to draw conclusions about how 
infants represent the world based on evidence about what they look at. In the rest 
of this chapter, we want to address this concern by revisiting and extending our 
examination of research on how infants represent physical objects.

Let’s begin with what Haith and Prinz have to say about rationalist theorizing 
that relies on infancy looking- time data. Haith and Prinz both proceed by select-
ing a few influential studies and by proposing alternative explanations of the 
data— alternatives that they take rationalists to have overlooked. Since these alter-
natives don’t require a commitment to rationalist learning mechanisms, they are 
supposed to illustrate the recklessness of rationalist theorizing as well as the 
re sili ence of empiricism.

One of Haith’s core examples is an important early violation of expectation 
experiment from the 1980s— Baillargeon’s (1987) drawbridge study. In this study, 
3.5- and 4.5- month- old infants faced a cardboard screen that rotated smoothly 
through a full 180º arc like a drawbridge (see Figure 17.1). Once they were famil-
iarized with this event, a box was placed in the screen’s path at a point that would 
ordinarily block it from completing its rotation (at 112º). Crucially, from the 
infants’ perspective, the box became hidden behind the screen as the screen 
rotated towards the box, so that any contact between the screen and the box 
couldn’t be seen— it would have to be inferred. This was followed by one of two 

4 Relatedly, as we noted earlier in connection with the rationalism- empiricism debate about cogni-
tive traits more generally, there are many types of parsimony to consider in addition to parsimony 
regarding the number of elements in the acquisition base. For example, there is parsimony regarding 
the number of computations that are required to learn something, parsimony regarding the amount 
of memory and attention needed, parsimony regarding the energetic costs of the learning process, and 
parsimony regarding changes posited over evolutionary time in order for the acquisition base to real-
ize this type of process— what we referred to earlier as computational parsimony, energetic parsimony, 
and phylogenetic parsimony. These different types of parsimony pull in different directions. And it is 
precisely because empiricist theories are more parsimonious in terms of the quantity of psychological 
structures posited in the acquisition base that they tend to be significantly less parsimonious in other 
ways, for example, less computationally parsimonious.
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different test conditions. In the expected event, the screen stopped at the point of 
contact, as if the box blocked it from completing its rotation. In the unexpected 

event, the screen completed the full 180º arc as if there were no impediment. The 
result was that infants looked significantly longer at the unexpected event than 
the expected event.5

Recall that in a violation of expectation experiment, the terms “expected” and 
“unexpected” are generally defined relative to how adults represent the events. 
The logic of this experimental method is that we can ask whether infants are rep-
resenting core aspects of certain types of events in similar ways to adults by deter-
mining whether they show greater interest in an event that, by adult standards, 
violates an expectation. In this case, the expectation in question is that the box 
will continue to exist even when it can no longer be seen and that it ought to 
block the rotation of the screen because one solid object can’t pass through 
another. Since infants apparently have this expectation, rationalists have often 
interpreted Baillargeon’s finding as providing evidence that 3.5- to 4.5- month- olds 
are already showing signs of object permanence— taking an object (the box) to 
continue to exist and to have its usual effects even though it is not currently 
perceptible.

Haith will have none of this. He argues that a rationalist interpretation is 

unsupported because alternative empiricist explanations are always available. 
Haith illustrates this by suggesting the empiricist alternative that it is possible that 

5 The results were actually more complicated in ways that critics have taken to be important. While 
the 4.5- month- olds looked longer at the unexpected event, the 3.5- month- olds’ looking depended on 
how quickly they lost interest in the fa mil iar iza tion events that preceded the appearance of the box. 
The 3.5- month- olds who lost interest more quickly looked longer at the unexpected test event, while 
the 3.5- month- olds who lost interest more slowly looked equally at the two test events. The signifi-
cance of these mixed results with 3.5- month- olds is discussed below.

Expected Event Unexpected Event 

Figure 17.1 Baillargeon’s (1987) drawbridge study. This figure presents a side view of 
the experimental setup. The infant views the screen (from the right-hand side) facing 
the block, so that they can no longer see the block once the screen rises like a 
drawbridge. Infants looked longer at the unexpected test condition on the right, 
where the drawbridge rotates 180º as if there is no impediment. This suggests that 
infants represent the existence of the occluded box and infer that it should block the 
rotating screen. (Figure based on Baillargeon 1987, figure 1.)



Methodological eMpiricisM 427

infants have “lingering sensory activation” during the test condition, so that it is 
as if they are still seeing the box for a few seconds even when it is actually con-
cealed by the screen:

Is it possible that infants have some lingering sensory activation, in a way, still 

“seeing” the barrier box as the drawbridge swings backwards? Let’s rid ourselves 

of the occlusion part of this experiment so that we can think about it more 

clearly. Say the infant looks at this episode at an angle from the side, so that she 

can actually see the box behind the drawbridge as it moves toward the box and 

magically moves through it. We are not at all surprised if infants look at that 

episode longer than when the drawbridge stops on contact. Why? Because 

infants often see one moving object contact another but never see one solid 

object go through another . . . I believe that there is nothing about the typical 

occlusion event that requires us to use different principles. (Haith 1998, p. 173)

Haith’s thought is that there is no need to claim that infants represent the exist-
ence of an unperceived object. The unexpected nature of the event can instead be 
explained simply on perceptual grounds. Because of the infants’ lingering percep-
tion of the box, they effectively “see” the screen pass through the box. Perceptual 
events of this type are unexpected since infants are unaccustomed to seeing one 
object pass through another.

Prinz discusses this same experiment but suggests a different alternative 
ex plan ation. On Prinz’s account, infants look longer at this event not because it is 
unexpected, but because it is familiar and because infants look longer at famil-
iar events.

Researchers customarily interpret long looking times as indicating surprise. But 

we all know that infants and children take great pleasure and interest in repetition. 

Thus, longer looking times might initially indicate that something is consistent 

with expectations, rather than contrary to expectations (‘Yay! More of the 

same!’). (Prinz 2012, p. 92)

Prinz’s point is that the test event that we have been describing as unexpected is 
also potentially more familiar within the confines of the experiment. This is 
because the familiarization events that precede the test events are of the screen 
completing the full 180º rotation too. So maybe infants are simply exhibiting a 
preference for the familiar when they look longer at the event in the condition 
that from the adult’s perspective is unexpected. Prinz suggests that this alternative 
explanation is bolstered by Schilling (2000), who found that infants failed to look 
longer at this type of event when there were roughly twice as many fa mil iar iza-
tion trials as in Baillargeon’s original study. The reason this is supposed to sup-
port Prinz’s explanation is that infants may enjoy repetition but only up to a 
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point, after which they get bored. For Prinz and Schilling, the repetition in 
Baillargeon’s original experiment was still enjoyably familiar, explaining why the 
infants in Baillargeon’s study looked longer at what we’re referring to as the unex-
pected event (the old 180º rotation). But the repetition in Schilling’s experiment 
meets the boring threshold, explaining why the infants in Schilling’s study looked 
longer at what we’re referring to as the expected event (the novel 112º rotation). 
According to Prinz, this goes to show that “[t]he evidence that infants understand 
physical principles disappears” (2012, p. 92).

It is hard to know how seriously Haith and Prinz take these particular pro-
posals regarding what is going on in the drawbridge experiment. Sometimes they 
sound as if all that matters to them is that, in principle, there exist any kind of 
empiricist alternative to a rationalist explanation, not that there is any real sup-
port for the specific empiricist account that they propose. Still, these are the alter-
natives they offer and that they presumably suppose to be representative of their 
methodological critique of rationalism. So we should ask whether these alterna-
tives are better than Baillargeon’s explanation, which instead attributes to infants 
a precocious grasp of object permanence.

In Haith’s case, the proposed alternative depends on infants continuing to “see” 
objects for a few seconds after they are occluded. However, there is no evidence 
whatsoever for this supposition, and Haith doesn’t offer any. There is also consid-
erable evidence that Haith’s supposition is mistaken. For one thing, as Spelke 
(1998) points out, the duration of visual sensory persistence in adults is known to 
be far shorter than the three to four seconds Haith estimates infants would need 
on the lingering perceptual contact account. For another, additional experiments 
by Luo et al. (2003) show that infants respond in much the same way— looking 
longer at the physically unexpected event— even when the gap between the dis-
appear ance of the object and the test condition is as much as three or four min

utes long, a delay that eliminates any possibility of their having the needed 
“lingering sensory activation”.

What about Prinz’s suggestion that infants in the drawbridge study are express-
ing a preference for the familiar? Prinz is certainly right that in some circum-
stances infants do prefer the more familiar of two stimuli. However, it is a dubious 
suggestion to make in this case since Baillargeon explicitly tested this alternative 
and refuted it in this same study. She did this with a simple and elegant control 
condition in which infants saw the same familiarization events as before (with 
the drawbridge rotating through a full 180º) but with no box placed in the path of 
the screen in the test trials. So although the test event in which the screen rotated 
180º was still more familiar, it was no longer unexpected, as there was no longer 
the appearance that one solid object passed through another. On Prinz’s pro-
posal, the infants should have looked longer at the 180º test event in this case as 
well, and for precisely the same reason, namely, because they enjoy repetition. 
(It was to address and rule out exactly this “repetition” hypothesis that Baillargeon 
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ran this control condition.) What Baillargeon found, however, was that the 
infants in this condition looked equally at the 180º and 112º test events.6

Prinz’s methodological empiricism takes the same form elsewhere in his cri-
tique of concept nativism. His overall approach is to offer alternative empiricist 
explanations of a small number of experiments that are associated with rational-

ist theorizing. As we have just seen, Prinz’s alternatives may not be terribly plaus-
ible ones— indeed they are sometimes even ones that his rationalist opponents 
have anticipated and experimentally ruled out. Nonetheless, Prinz seems to think 
that just mentioning these alternatives is all that an empiricist needs to do.7 
Because, in his view, empiricism is the default position in the rationalism- 
empiricism debate, it is enough to undermine a rationalist theory of a representa-
tional capacity to show that the data is “open to interpretation” (Prinz 2012, p. 92) 
and consequently that the situation is “inconclusive” (p. 109).

In his critique of rationalist views of physical object representation, Prinz 
(2005) discusses another example— one that we encountered earlier (in Chapter 10). 
He offers an alternative empiricist interpretation of Kellman and Spelke’s (1983) 
study of the development of object representation, from which they draw the 

6 Schilling’s (2000) study, which Prinz cites in support of his interpretation, also faces a number of 
problems (see Baillargeon 2000). Perhaps the most important of these is that it confounds the 
habituation- dishabituation method with the violation of expectation method. In habituation- 
dishabituation studies, it is crucial that the participants become bored with the habituation stimuli 
(i.e., lose interest in the stimuli to a significant degree) so that they can dishabituate to the test stimuli 
if they represent the test stimuli as different in kind than the habituation stimuli. However, in a viola-
tion of expectation experiment, there is no need for infants to become bored by viewing the fa mil iar-
iza tion trials prior to witnessing the test events (in fact, doing so may well be counterproductive). The 
function of the familiarization trials is merely to prepare infants for the complex events in the test 
condition so they are able to fully process them. The difference between these two methods wasn’t 
perfectly clear when Baillargeon published her original study; at that time, she described her fa mil iar-
iza tion trials as “habituation trials”. But in hindsight it is quite clear that what matters in experiments 
like those in the drawbridge study is not whether the infants view the test trials as different in kind 
than the initial trials. Rather, what matters is that the infants have sufficient familiarization with the 
experimental setup so that they are able to fully process the test trials. This is particularly clear in light 
of the contrasting looking times in the experimental and control conditions given exactly the same 
type of initial trials.

So what are we to make of the fact that Schilling’s infants didn’t look longer at the unexpected 
event when given twice as many familiarization trials? As Baillargeon points out, probably what hap-
pened is that the infants became so bored with the experimental setup that they weren’t able to fully 
engage with the test events. This would have led them to respond to a relatively superficial change— 
the drawbridge merely rotating a different amount. Further experimental work that Baillargeon 
(2000) reports shows that slightly older infants (6- month- olds) lose interest with the number of 
familiarization trials that Schilling used but do fine with as few as one familiarization trial. Baillargeon 
also notes that the looking times in the test conditions in Schilling’s experiments are much lower than 
in Baillargeon’s original experiments— a further reason for supposing that Schilling’s infants weren’t 
sufficiently engaged by the test events.

7 Regardless of what one thinks of Prinz’s form of argument, it is terribly misleading for him to 
suggest that his rationalist opponents have overlooked these alternatives. Readers who are relying on 
Prinz’s summary of the infancy research could easily come away with the false impression that 
Baillargeon was unaware of the possibility that infants could be looking longer at the unexpected 
event in the drawbridge study because it is more familiar. Not only was she aware of the kind of 
empiricist alternative proposed by Prinz, but she explicitly tested it experimentally— and was able to 
reject it— in the very study Prinz targets for criticism.
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conclusion that infants as young as 4 months old can represent partially occluded 
objects as such. For Kellman and Spelke, their data suggest the rationalist theory 
that infants possess “an unlearned conception of the physical world” (p. 521). 
Recall that infants were shown an event that could be seen in two ways: (1) as a 
single intact rod’s top and bottom protruding out from behind a block, or else (2) 
as two aligned smaller rods moving in sync, one at the top of the block and the 
other at the bottom of the block (see Figure 17.2(a)). After becoming habituated 
to this event, the infants were subsequently shown a single rod and two smaller 
rods (in both cases, without an occluder, as in Figure 17.2(b)), and were found to 
look significantly longer at the two smaller rods. This suggests that they were per-
ceiving the habituation event like adults— as involving a single connected rod 
whose middle was hidden behind the block— and were responding to the novelty 
of the two smaller rods in the test trials.

Prinz deems this conclusion “too hasty” (2005, p. 689) and proposes instead 
that “perhaps they were staring longer simply because two objects are more inter-
esting than one. Despite a variety of clever control conditions, Kellman and 
Spelke do not adequately rule out this hypothesis” (2005, p. 689). According to 
Prinz’s hypothesis, the reason that infants look longer at the two shorter rods in 
the test trials has nothing to do with how they interpret the stimuli in the habitu-
ation trials. They look longer at the two rods simply because they find two objects 
more interesting than one— that is, they simply have a baseline preference for the 
more complex stimulus. Prinz claims that this hypothesis isn’t refuted by Kellman 
and Spelke’s many experimental conditions. In arguing for this claim, Prinz con-
siders a single condition— one that he takes to provide prima facie evidence 
against his hypothesis— and builds a case that the outcome of this condition turns 
out to be consistent with his hypothesis after all.

In evaluating Prinz’s response to Kellman and Spelke, there are a number of 
factors that need to be taken into account, including Prinz’s characterization of 
the experimental condition he focuses on and the plausibility of his alternative 

(a) Habituation Stimuli (b) Test Stimuli

Figure 17.2 Stimuli from experiment 1 in Kellman and Spelke (1983). (a) Infants saw 
rod ends moving in sync, one above and one below a block. (b) Following 
habituation, infants saw two stimuli that were both compatible with the habituation 
event: (1) two smaller rods and (2) a single continuous rod. (Figure based on 
Kellman and Spelke 1983, figure 3.)
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hypothesis. But just as important— perhaps even more important— is his argu-
mentative strategy or the form that his anti- rationalist argument takes in his 
response, which exemplifies some of the central elements of methodological 
empiricism. We will start with this strategy.

To assess the argumentative strategy, it will help if we adopt the simplifying 
assumption that Prinz is right that his proposed explanation can account for the 
specific results he mentions— that these results are consistent with the hypothesis 
that infants merely have a baseline preference for two rods over one. Does this 
assumption undermine Kellman and Spelke’s argument that infants can represent 
partially occluded objects as such? Not at all. The problem is that even if Prinz’s 
hypothesis is consistent with the outcome of this one condition, he has done 
nothing to show that it is also consistent with the dozen or so further conditions 
that Kellman and Spelke’s paper examined. It should go without saying that 
Prinz’s hypothesis could be consistent with one condition (the one he happens to 
mention) and inconsistent with others. We will shortly argue that this is exactly 
the situation Prinz is in— there are a number of experimental conditions in Kellman 
and Spelke’s paper that Prinz fails to mention where the results strongly argue 
against his hypothesis.

So why does Prinz only consider whether his hypothesis is consistent with a single 
experimental condition? Although he doesn’t say much about these methodological 
issues, one possibility is that he takes this condition to be especially problematic for 
his proposed hypothesis. In that case, perhaps his thinking is that, if he can show 
that his hypothesis is compatible with the results in this condition, then he has 
undermined the main or most difficult challenge it faces. Another possibility is that 
Prinz has chosen one of Kellman and Spelke’s conditions more or less randomly, on 
the assumption that this condition is representative of the others or at least not 
unusual. In that case, the thought would be that if an empiricist explanation can be 
given of the data in this condition, a comparable empiricist explanation should be 
possible for any of Kellman and Spelke’s experimental conditions.

Either way, in order to see why this type of strategy is flawed, it is worth reflect-
ing on why Kellman and Spelke employed so many experimental conditions to 
begin with. This was because they were trying to simultaneously test a range of 
competing hypotheses that are associated with different theories about the ori-
gins of object representation. They took different experimental conditions to be 
relevant to different hypotheses and were interested particularly in these three:

The gestalt hypothesis— according to which infants have an innate set of gestalt 

principles and represent objects only in terms of general perceptual factors 

related to good form or good continuity. As Kellman and Spelke note, “on this 

view, infants should perceive the complete shapes of partly hidden objects as 

soon as they can detect certain configural relationships in visual scenes, such as 

the alignment of visible surfaces and the similarity of their colors and textures” 

(p. 485).
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The Piagetian hypothesis— according to which infants only gradually develop an 

understanding of objects over the first two years of life. On this view, the 

4- month- olds in this study should not be capable of representing partial occlu-

sion as such; they should only see arrangements of visible surfaces.

The object occlusion hypothesis— according to which infants initially take the 

world to be populated by physical objects that move in front of and behind one 

another, leading to incidents of occlusion. On this view, infants “should perceive 

the surfaces as parts of a single object if the surfaces move rigidly together” 

(p. 486), but may remain agnostic about whether such surfaces constitute a sin-

gle object in the absence of such cues. This is the hypothesis that Kellman and 

Spelke endorse.

Importantly, all three of these hypotheses— along with Prinz’s hypothesis— 
are compatible with individual conditions in Kellman and Spelke’s study when 
considered in isolation. So when Prinz claims that his preferred hypothesis is 
consistent with the data from one of these conditions, that can’t tell us very 
much. The important question is which if any of these hypotheses can accom-
modate the full range of findings. What Kellman and Spelke show is that the 
theory that does best by this measure is the object occlusion hypothesis and 
consequently that we have good empirical grounds for supposing that 
4- month- olds represent object occlusion.

We won’t work through all of the considerations that favour this hypothesis 
relative to the competition. But just to give a sense of the overall structure of 
Kellman and Spelke’s argument, we will briefly mention the sorts of con sid er-
ations that Kellman and Spelke used to discriminate between the gestalt hy poth-
esis and the object occlusion hypothesis. On the object occlusion hypothesis, 
synchronized motion is an important cue that two surfaces are part of a single 
object. If two surfaces rigidly move together, this is a good indication that they are 
surfaces of the same object even if they aren’t seen to be connected (due to the 
presence of an occluder). On the other hand, the gestalt principles regarding 
good form and good continuity aren’t grounded in this particular type of motion 
cue. So unlike the object occlusion hypothesis, the gestalt hypothesis predicts that 
infants will behave the same regardless of whether an occluded rod is in motion or 
not. To adjudicate between these two hypotheses, then, we can compare the result 
from the original occlusion condition (Figure 17.2) with a comparable condition 
that is completely static. Kellman and Spelke did just this and found that the 
motion cues are critical. When they are removed in the static condition, infants 
behaved differently than in the original occlusion condition: They now looked 
equally at the single connected rod and the two rod ends in the test trials.

What this goes to show is that we shouldn’t focus on whether a given hy poth-
esis is compatible with the result from any single experimental condition. Both 
the object occlusion hypothesis and the gestalt hypothesis are compatible with 
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some of these results. It is only when we turn to how they fare with the broader 
range of experimental conditions that we can tease them apart and see that the 
gestalt hypothesis doesn’t do nearly as well as the object occlusion hypothesis.

Let’s return now to Prinz’s hypothesis that the infants simply have a baseline 
preference for two rods rather than one. As we noted earlier, there are a number 
of conditions in Kellman and Spelke’s paper that Prinz does not mention that 
strongly argue against his hypothesis. Consider, for example, the very first experi-
ment in Kellman and Spelke’s paper. This experiment compared two situations: 
(i) the occlusion condition discussed above, where there are two visible rod seg-
ments moving in sync at the top and bottom of a stationary occluder (see Figure 
17.2(a)) and (ii) the same arrangement but with just the top segment moving (see 
Figure 17.3(a)). (For adults, the latter doesn’t give rise to the impression that 

there is a single, centre- occluded rod.) Note that Prinz’s hypothesis predicts that 
infants should look longer at the two rod segments in both cases, since on this 
hypothesis they are simply responding in accordance with their baseline prefer-
ence for two objects over one. By contrast, Kellman and Spelke found that infants 
looked equally at the two test events in the second condition, showing no prefer-
ence for the two rod segments. Likewise, in another experiment, Kellman and 
Spelke asked how infants would behave if the visible rod segments and the block 
all moved in sync (see Figure 17.3(b)). Again, Prinz’s hypothesis predicts that 
infants should look longer at the two rod segments in the test trials, since on this 
hypothesis they are simply responding in accordance with their baseline prefer-
ence for two objects over one. But Kellman and Spelke found that here, too, 
infants showed no preference for the two smaller rod segments. Other experi-
ments in Kellman and Spelke’s study also argue against Prinz’s baseline prefer-
ence hypothesis, including experiments that employed stationary stimuli (none 
of the rods were in motion) and experiments in which the block was behind the 
rods instead of in front of them (so that the long rod was fully exposed). Infants 
in none of the relevant conditions in these other experiments exhibited a prefer-
ence for the more complex test stimulus.

(a) (b)

Figure 17.3 Habituation stimuli from additional experimental conditions in Kellman 
and Spelke (1983) that argue against Prinz’s alternative hypothesis. (Figure based on 
Kellman and Spelke 1983, figures 3 and 11.)
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Just as compatibility with the results of one or two experimental conditions is 
not enough to vindicate the gestalt hypothesis or the Piagetian hypothesis, it is 
not enough to vindicate Prinz’s hypothesis. Hypotheses need to be evaluated 
against the full set of experimental findings in a given study. More generally, as 
Spelke rightly highlights elsewhere (as one of four guidelines she proposes for 
research on early cognitive development): “All theories of early cognitive devel-
opment must encompass all the relevant data . . . no account merits attention 
if it is based on a small subset of findings and ignores contrary results” (1998, 
pp. 191–192).

What about the one experimental condition that Prinz considers when making 
his case for the baseline preference hypothesis? The experiment Prinz has in 
mind is one in which there is no occluder in the habituation trials. Infants are 
simply habituated either to a moving and fully visible long rod or else to two 
smaller aligned rods moving in sync (as in Figure 17.2(b)). As Prinz put it:

In the control condition, infants see two bars moving with a gap in between 

them. This looks just like the two bars in the test condition . . . In other words, 

the appearance of the bars in the control condition is just like the appearance of 

the bars in the test condition, because there is an unfilled gap. (2005, p. 689)

Prinz reports that infants subsequently don’t look longer at the two small rods in the 
test trials and hence that this might appear to argue against their having the baseline 
preference that he is proposing. But he goes on to suggest a reason why appearances 
may be misleading. He claims that their baseline preference is obscured by the fact 
that the habituation trials in this condition repeatedly show two rods, which looks 
just like the two- rod test stimulus. So by the time they see the test stimuli, they have 
lost interest in the stimuli, despite their baseline preference for the two rods. In 
contrast, although infants see two rod segments (above and below the block) 
multiple times in Kellman and Spelke’s initial experiment too (see Figure 17.2), this is 
in a different context— the habituation trials include the stationary block as well. 
According to Prinz, removing the block in the test trials is just enough of a change to 
renew their interest and bring them back to their baseline preference.

There are a number of problems with Prinz’s discussion of this experimental 
condition. One problem is that Kellman and Spelke intended this experimental 
condition (which is slightly different than Prinz’s description) to test a completely 
different hypothesis—the gestalt hypothesis.8 So Kellman and Spelke didn’t see 

8 The closest experiment in Spelke and Kellman (1983) to the one described by Prinz is the experi-
ment we described above for testing the gestalt hypothesis. When we described the experiment, we 
only presented the experimental condition, but there were two control conditions, one of which was 
similar to the condition Prinz describes. In the control conditions, participants were presented in the 
habituation trials with either a stationary complete rod in front of a block (rather than behind it and 
partly occluded by it) or two stationary smaller rods similarly presented in front of the block. This last 
condition is the closest to the condition Prinz describes. The purpose of the control conditions was to 
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this condition as a test to rule out Prinz’s hypothesis. This makes sense, in any 
case, since this condition would be a particularly poor way to test Prinz’s 
hypothesis. Once infants are habituated to a stimulus, they are less likely to 

respond to the same stimulus precisely because they start to tune it out— that 
is the very principle behind research using the habituation method. So the 
condition that Prinz focuses on is neither particularly challenging for his hypoth-
esis nor representative of the broad set of conditions in Kellman and Spelke’s 
paper. The more general problem with Prinz’s discussion, however, is the 
methodological one that we have outlined above— that Prinz is wrong to focus 
on the question of whether his hypothesis is consistent with a single finding, 
especially when there are numerous conditions he doesn’t mention that 
strongly argue against his hypothesis when their results are taken collectively.

Before we close our discussion of methodological empiricism, we will briefly 
address three further criticisms that Haith and Prinz have of rationalist research 
on object representation: (1) further evidence argues against rationalist accounts 
of object representation, (2) mere exposure to objects makes it easy to acquire 
object representations, and (3) rationalists deny that physical knowledge 
develops gradually.

(1) Does further evidence argue against rationalist accounts of object representa-

tion? Haith’s and Prinz’s appraisals of rationalist views of object representation 
focus on Baillargeon’s drawbridge study and on Kellman and Spelke’s partial 
occlusion study— experiments with 3.5- to 4.5- month- olds. While Haith and 
Prinz claim that this work is unable to show that infants at this age represent hid-
den or partly occluded objects, Prinz (2005, 2012) also employs another line of 
criticism, one that accepts for the sake of argument that infants at this age do have 
the abilities that Baillargeon (1987) and Kellman and Spelke (1983) say they have. 
Even so, Prinz maintains, infants at this age have had more than enough time to 
have acquired knowledge of object occlusion through general- purpose learning, 
and so there is no reason to suppose any of it is innate.

In developing this further line of criticism, Prinz recognizes that there is 
research that suggests that this ability may appear at younger ages— perhaps as 
young as 2 months old— but citing work by Slater et al. (1990), he claims that 
newborns haven’t been shown to represent the unity of partly occluded objects. 
Hence there is a gap of at least two months in which this learning could take 
place. Prinz also points to the fact that while the older infants in Baillargeon’s 
study (4.5- month- olds) looked longer at the unexpected event, the results for 
infants just one month younger were mixed: whether the 3.5- month- olds looked 

serve as a comparison with the experimental condition. As we noted earlier, in the experimental 
condition, the infants looked equally at the single complete rod and the two- rod displays. In the controls, 
unsurprisingly, the infants looked longer at whichever stimuli they hadn’t seen in the habituation trials.
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longer at the unexpected event turned on whether they readily became bored 
during the familiarization trials. For Prinz, this finding constitutes evidence 
“against innateness” and suggests “that the principle of persistence is learned 
between the third and fourth month of life” (2012, p. 93). Finally, Prinz adds that 
infants fail to reach for hidden objects until they are considerably older than the 
“top performers in Baillargeon’s study” (2012, p. 93). In particular, there is a 
period in development when infants can reach for an object but fail to do so if the 
same object is placed under a cover or behind a screen. It isn’t until they are 9 
months old that infants reliably reach for objects in this type of situation. Prinz’s 
claim is that this mismatch between younger infants’ looking behaviour and their 
reaching behaviour is grounds for supposing that they aren’t truly representing 
the existence of hidden objects.

In our view, these criticisms carry little weight. Take the claim that new-
borns can’t  represent the unity of a partly occluded object. As we saw in 
Chapter 10, performance factors need to be addressed, especially newborn 
infants’ difficulties in perceiving motion. Newborns have to be in a position to 
detect the motion of the two exposed rod pieces so that their synchronous 
movement can be registered. (If you can’t see that the two pieces are moving 
together, then there is no reason to suppose that they form the ends of a single 
connected rod.) When this essential information is highlighted using strobo-
scop ic motion, newborns behave in the same way as Kellman and Spelke’s 
4.5- month- olds (Valenza and Bulf 2011).9

What about the mixed results with the 3.5- month- olds (in contrast with the 
4.5- month- olds) in Baillargeon’s drawbridge study? Though the fact that 
3.5- month- olds failed to look longer at the unexpected event when they were 
slow to become bored during the familiarization trials might seem problematic, it 
doesn’t pose a significant difficulty for rationalism. This is because, as Baillargeon 
argues, there is a perfectly plausible account in terms of performance factors that 
can explain why younger infants failed to look longer at the unexpected event 
despite their ability to represent occluded objects. The crux of Baillargeon’s sug-
gestion is that the point of familiarization trials in a violation of expectation 
experiment isn’t to induce boredom; it is to prepare infants so that they are in a 
position to appreciate the test events.10 Thus the likely explanation of the fact that 
these infants didn’t quickly become bored in the familiarization trials is that they 
hadn’t fully processed what was happening in these complex events. Notice that 
if this is right they wouldn’t have been prepared to fully take in the relevant 

9 Recall as well that the argument from animals offers additional support for an innate system of 
object representation. For example, newborn chicks have been found to represent the unity of a 
centre- occluded object when it is the very first object that they see (Regolin and Vallortigara 1995; 
Lea et al. 1996).

10 Again, the violation of expectation method isn’t the same as the habituation method (see footnote 6).
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aspects of the test events. But then there would be no reason they should be 
surprised by (and hence look longer at) the unexpected outcome.

Finally, there is Prinz’s claim that younger infants are unlikely to be able to 
represent the existence of hidden objects given that it isn’t until much later in 
development that they reach for hidden objects. In fact, Prinz understates the 
mismatch between the way that infants look at physically unexpected events 
and their reaching behaviour. Since Piaget’s (1954) seminal work on the devel-
opment of the representation of physical objects, it has been widely thought 
that infants progress through a series of critical stages in being able to repre-
sent hidden objects, and that much of this is only manifest in infants’ increased 
success in reaching for and retrieving objects that can no longer be seen. One 

of these developmental milestones is the one mentioned by Prinz— in which 
infants only start to reach for hidden objects when they are 9 months old. But 
for Piaget, even this accomplishment doesn’t show that infants understand 
that hidden objects have an objective existence. One sign that they don’t is that 
they have to overcome the so- called A- not- B error. To induce an A- not- B error, 
an experimenter visibly hides an interesting object in one location (location A) 
(e.g., placing a toy under a cover) and lets the infant reach for it, repeating 
this  sequence a number of times. Then the experimenter visibly places the 
object in a new location (location B). What Piaget found is that infants less 
than 1 year old continue to reach for location A even though they can see right 
in front of them that the object has been placed in location B. So there is evi-
dence of a serious discrepancy between rationalists’ claims that 4-month-old’s 
looking-time behaviour shows that they represent hidden objects and the failure 
of even 12-month-olds to reach for hidden objects.

What should we make of the mismatch between very young infants looking 
longer at physically unexpected events and the surprising failures of significantly 
older infants to correctly reach for objects of interest? Does this undermine the 
idea that younger infants are able to represent hidden objects? No it doesn’t. 
Once again, performance factors have to be taken into account.

Consider first the fact, highlighted by Prinz, that infants only start to reach for 
hidden objects when they are 9 months old. Notice that when a cover is placed 
over an object, a more complicated action plan is needed to retrieve the object 
than when there isn’t a cover. To determine if infants who fail to reach for objects 
can nonetheless represent the correct location of the hidden object, we need to 
determine whether the failure is due to competence or performance issues. One 
way to determine this is to see whether they reach for hidden objects in condi-
tions with reduced task demands. For example, we could look to see whether 
young infants reach for the object in a condition where the reason that the object 
is hidden is simply that it is no longer visible because the lights have been turned 
out. Under these circumstances, the object is hidden, but there is no additional 
object (the cover) that is introduced in order to hide the original object. In this 
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simpler hidden- object condition, it turns out that even 5- month- olds will reach 
for it (Hood and Willatts 1986).11

What about the A- not- B error? Why do infants search for an object in an old 
hiding location (location A), when they have just seen it placed in a new hiding 
location (location B)? Psychologists have offered a number of possible ex plan-
ations for this behaviour. Performance factors again seem to play an important 
role. One important factor has to do with younger infants’ memory limitations 
and their inability to inhibit a response (Diamond et al. 1994). However, given 
the huge impact of the A- not- B error on empiricist theories of object representa-
tion, we think it is particularly significant that further rationalist research sug-
gests another factor may be at the centre of the phenomenon. The search failures 
in this case may not be owing to infants having an impoverished understanding 
of the situation that they find themselves in but rather to their having an unex-
pectedly sophisticated understanding of it.

Notice that the standard A- not- B experiment isn’t just comprised of an object 
appearing in one location for a number of trials and then subsequently appearing 
in a different location. It occurs in a rich social setting, with the experimenter 
making eye contact with the infant, purposefully engaging the infant’s attention, 
and purposefully placing the object repeatedly in location A. Topál et al. (2008) 
reasoned that these features of the situation may serve as signals to the infant that 
the experimenter is communicating generalizable information about the object’s 
hiding place— something along the lines that objects like this belong here (in loca

tion A) and that this where they can be found. If infants understand the situation 
in these terms, then even when they see the object placed in a new location B 
(rather than the usual location A), they would still have reason to look for it in 
location A because that is where it ought to be based on the information conveyed 
by the experimenter.

To test this hypothesis, Topál et al. conducted several variations on the A- not- B 
experiment. In one variation (the communicative version), as the experimenter 
repeatedly placed the object in location A and then in location B, she engaged in 
the usual communicative interactions with the infant (eye contact, calling the 
infant by name, etc.). In another variation (the non- communicative version), as 
the experimenter repeatedly placed the object in location A and then in location 
B, she did not engage in any communicative interactions with the infant (so no 
eye contact, no calling the infant by name, etc.). The difference was striking. 

11 See also Baillargeon et al. (1990) for evidence that infants of the same age fail to reach for 
occluded objects not because they are unable to represent their existence but because of difficulties 
with actions that depend on certain types of problem solving. Interestingly, both infants’ and adults’ 
predictive reaching for moving objects is worse when the object is temporarily hidden by an occluder 
than when it is temporarily hidden by darkness— occlusion seems to be cognitively more difficult 
even for adults, where there is no question that the occluded object is represented as continuing to 
exist (Hespos et al. 2009).
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Infants in the communicative condition conformed to the usual pattern, with a 

strong tendency to reach for location B, while infants in the non- communicative 
condition reached towards location A and location B equally. This suggests that, 
along with performance factors involving memory and processing load, ex pect-
ations driven by pedagogical communication play a large role in explaining 
infants’ failure to reach for desirable objects in A- not- B tasks in spite of their rep-
resenting the objects as continuing to exist.12

(2) Does mere exposure to objects makes it easy to acquire object representations? At 
times, Prinz seems to suggest that learning about the existence and properties of 
or din ary objects can’t be particularly difficult given that infants are situated in the 
physical world and consequently have abundant experience with physical objects:

How does an infant know that a potato continues to exist when it is briefly taken 

out of view? Must that knowledge be innate? Not necessarily. From the very 

start of life, infants who can see experience numerous occasions when an object 

they are watching disappears from view. In fact, this happens every single time 

they blink . . . Hypothetically, infants could form the belief that the world dis-

appears with each blink, but that’s a pretty sophisticated inference that requires 

concepts of inexistence . . . each time an object passes behind another or gets 

engulfed in a shadow or occluded by an infant’s own hands, it reappears a 

moment later, so the expectation of persistence is reinforced . . . The point is 

that infants have ample opportunity to discover that objects persist. Their 

expectations are informed by experience of a world in which objects rarely 

flicker out of existence. (2012, pp. 110–111)

Unfortunately, these remarks greatly underestimate the difficulty of the task 
that infants face on the empiricist assumption that everything they come to know 
about objects has to be learned from scratch. Seeing why this is the case can be 
illuminating. The problem, in brief, is that having experience with objects isn’t 
the same thing as experiencing them as objects. Prinz claims that infants can learn 
about occlusion simply by seeing that an object that disappears behind another 

12 This research is part of a larger research programme that argues for the existence of a rationalist 
learning mechanism for acquiring certain types of socially transmitted information, which is paired 
with a reciprocal mechanism that disposes “teachers” to provide cues in the form of ostensive signals, 
which activate this form of learning. The learning mechanism involved in this system of reciprocal 
mechanisms, which are already active in infants and young children, disposes learners to be receptive 
to cues that a teacher is providing generalizable information about a kind— for example, not just 
information about how this bottle can be opened (that it can be opened in such and such way) but 
information about how anything of this type can be opened (that things of this type are to be opened 
this way). This system— which is referred to as a system for natural pedagogy— ensures that children 
respond to ostensive signals (such as pointing and eye gaze), that they have referential expectations 
associated with these signals, and that they interpret such signals as efforts to convey generalizable 
information about a kind (Csibra and Gergeley 2009, 2011).
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object often re appears shortly thereafter (and that the alternative requires explicitly 
representing inexistence). But if infants don’t already have the means to represent 
objects as such, why would they take the entity that disappears and the entity that 
appears to be one and the same? And why would they represent this one entity as 
moving behind the other as opposed to (e.g.) simply no longer representing it as 
being there? (Notice also that ceasing to represent it doesn’t require representing 
inexistence.)

The problem here can be difficult to appreciate. Essentially the empiricist is 
committed to infants initially representing the world in alien terms— not as adults 
do (i.e., as a world populated by physical objects), but in some other way. What 
other way? Prinz himself doesn’t have much to say about this. But other empiri-
cists who have taken this question more seriously can help us see just how bizarre 
an infants’ perceptual world might be following empiricist strictures. For 
ex ample, Piaget held that infants start out with no idea whatsoever that there is 
anything in their experience beyond fleeting, disjointed images that come into 
being as a result of their own actions:

During the first two stages (those of reflexes and the earliest habits), the infantile 

universe is formed of pictures that can be recognized but that have no substan-

tial permanence or spatial organization. (Piaget 1954, p. 4)

failing to locate himself at the outset in space, and to conceive an absolute rela-

tivity between the movements of the external world and his own, the child at 

first does not know how to construct either groups or objects and may well con-

sider the changes in his image of the world as being simultaneously real and 

constantly created by his own actions. (Piaget 1954, p. 7)

And Quine maintained that young children represent the world without distin-
guishing between individuals, stuffs (e.g., water), and properties:

We in our maturity have come to look upon the child’s mother as an integral 

body who, in an irregular closed orbit, revisits the child from time to time; and 

to look upon red in a radically different way, viz., as scattered about . . . Water, for 

us, is rather like red, but not quite; things are red, stuff alone is water. But the 

mother, red, and water are for the infant all of a type; each is just a history of 

sporadic encounter, a scattered portion of what goes on. His first learning of the 

three words is uniformly a matter of learning how much of what goes on about 

him counts as the mother, or, as red, or as water. It is not for the child to say in 

the first case ‘Hello! mama again’, in the second case ‘Hello! another red thing’, 

and in the third case ‘Hello! more water’. They are all on a par: Hello! more 

mama, more red, more water.

The child can learn ‘mama’, ‘red’, and ‘water’ quite well before he ever has mas-

tered the ins and outs of our adult conceptual scheme of mobile enduring physical 

objects, identical from time to time and place to place. (Quine 1960, p. 92)
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It is not at all easy to imagine what it would be like to conceptualize the world 
in any of these ways. Nor is it easy to see how anyone would come to conceptual-
ize the world as it is ordinarily understood, as populated by physical objects, 
given such a starting point.13 In his criticism of rationalist theories of the origins 
of physical knowledge, Prinz underestimates the difficulty of addressing these 
challenges. By supposing that infants can already see objects disappearing behind 
one another and reappearing, Prinz is effectively attributing to them the very sort 

of representations that his anti- rationalist stance says they have to learn. In con-
trast, if empiricist restrictions are maintained, then the explanatory project is far 
more difficult— and far more interesting (assuming it can be pulled off ). This is 
because the transition from infancy to later childhood would be tantamount to 
the adoption of a new ontological framework, a radically different way of looking 
at the world.

(3) Do rationalists deny that physical knowledge develops gradually? Finally, 
let’s consider the charge that rationalists mistakenly claim that there is nothing 
for infants to learn about physical objects since a rationalist model would simply 
postulate that the full adult competence is innate. The accusation of “dichotomous” 
thinking about cognitive capacities is a major theme in Haith’s methodological 
discussion of rationalist research on infant cognition. He rebukes rationalists for 
taking “indications of the earliest fragments of a concept as evidence for virtual 
mastery of the concept” (Haith 1998, p. 168) and charges rationalists with ignoring 
and obscuring conceptual development:

the use of the looking paradigm for cognitive inquiry has encouraged di chot om-

ous answers to cognitive questions also. Can infants do arithmetic? Do infants 

perceive causality? Do infants appreciate continuity, cohesion, and inertia in 

object motion? (p. 171)

the need for a full- scale developmental model of representation that in corp or-

ates the notion of partial accomplishments is obvious. (p. 175)

This is a theme that is echoed by many other critics of rationalism, both in 
philosophy and in cognitive science. For example, Cottingham (1988) highlights 
the view that rationalism is widely seen in philosophy as being anti- learning and 
anti- developmental:

Perhaps the greatest source of unease which most people nowadays feel on 

being confronted with the theory of innate ideas is that it does not seem to do 

justice to the way in which human beings appear to acquire knowledge via a 

gradual process of learning. (p. 71)

13 The difficulty here is effectively a variant of the problem of initial representational access dis-
cussed in Chapter 12.
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And Thelen and Smith (1994) accuse rationalist psychologists of being 
anti- development:

Despite the seemingly hidden competencies revealed in special tasks and amid the 

continuities across development, children do develop; babies and adults are not 

the same. The fact of development is not explained by a list of innate ideas. (p. 30)

Similar sentiments can be found in Munakata et al. (1997); Karmiloff- Smith 
(1998); and Cohen et al. (2002); among many others.

Earlier we pointed out how unfounded this charge is when directed at rational-
ism as a general framework for studying the mind (see Chapter 4). In fact, one of 
the key morals that we have been at pains to emphasize throughout this book is 
that rationalism is in no way incompatible— or even in any tension at all— with 
learning and development. Rationalism just denies that domain general learning 
mechanisms are more or less the whole story regarding the acquisition of our 
cognitive and conceptual capacities; it holds that rationalist learning mechanisms 
are needed too.

The representation of physical objects is no different in this regard. In Chapter 
15 we saw that rationalists have systematically investigated how infants’ under-
standing of physical objects changes on a month- by- month basis and how these 
changes argue for an approach involving rationalist learning mechanisms. This 
painstaking work has revealed a wealth of highly surprising data, including the 
quirky finding that infants draw appropriate inferences about one type of phys-
ic al interaction months before they draw comparable inferences for events of 
another type that are virtually perceptually indistinguishable— for example, 
learning that a tall object should be seen when it is behind a small occluder before 
they learn that a tall object should be seen when it is inside a small container of 
the same size as the small occluder. We also saw that further rationalist research, 
which aims to uncover the structure of the domain- specific rationalist learning 
mechanisms involved in this learning, has successfully identified the conditions 
under which a developmental lag of this type can be effectively eliminated— 
where this can happen on the basis of as few as two teaching events with the right 
form. Far from ignoring development, rationalists have been at the forefront of 
documenting and explaining conceptual development in this domain.

In this part of the book (Part III), our aim is to examine some of the most im port-
ant and influential contemporary empiricist views that stand in opposition to 
concept nativism. This chapter has focused on what we have been calling 
methodological empiricism— the widely held view that the rationalism- empiricism 
debate can largely be settled in favour of empiricism on methodological grounds. 
Empiricists who subscribe to methodological empiricism see empiricism as hav-
ing a special status of being the default view regarding the origins of concepts.
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Although it is often said that empiricism has this special status because it is the 
more parsimonious theoretical framework, we have seen that empiricist and 
rationalist theories may both be parsimonious (in different ways), and that a gen-
eral evaluation of how parsimoniously they explain the development of a cogni-
tive capacity cannot be made in advance of enquiry but requires the examination 
of worked out theories. Proponents of methodological empiricism have also built 

their case against concept nativism by proposing alternative empiricist ex plan-
ations of some famous experimental results that have been taken to support con-
cept nativism, claiming that their opponents have hastily drawn rationalist 
conclusions overlooking these alternatives. The problem with this claim, how-
ever, is that the proposed empiricist explanations tend to flout Spelke’s principle 
that proposed explanations should not be “based on a small subset of findings” 
and ignore contrary results (1998, pp. 191–192)—a principle that would be taken 
as too obvious to even require stating in the context of another science, like 
chemistry or biology. Moreover, as we have seen, the proposed empiricist ex plan-
ations are often not ones that rationalists have overlooked, but ones they have 
anticipated and refuted, sometimes in the very same studies that these empiricists 
have taken as the focus of their critique. Finally, while empiricists have taken the 
example of object representation to illustrate how methodological considerations 
favour empiricism, the situation is exactly the opposite. The example of object 
representation demonstrates the need to take more seriously the way in which 
domain- specific rationalist learning mechanisms guide infants’ learning about 
the physical world and illustrates the importance of providing a rich explanatory 
account of a wide range of data. Questions about conceptual development need 
to be settled on the basis of the explanatory merits of competing theoretical 
explanations, not on methodological grounds.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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18
Neo-Associationism

In this part of the book (Part III), we are taking a critical look at some of the 
most influential empiricist alternatives and objections to concept nativism. 
Accounts based on associative processes have been the cornerstone of empiri-
cism throughout its long history. Indeed, it would hardly be an overstatement 
to say that associative processes are the quintessential empiricist tool for 
explaining cognitive and conceptual development and for countering rational-
ist accounts. The focus of this chapter is on what we will call neoassociationist 

accounts—contemporary empiricist views where processes of association are 
central to empiricist opposition to concept nativism.1

Contemporary empiricists’ accounts make use of associative processes both 
in objecting to rationalist accounts and in developing empiricist alternatives. It 
will be useful to distinguish two forms of neo- associationism to reflect these 
two distinct roles for associative processes and consider the two forms of asso-
ciationism separately. The first of these— which we will refer to as deflationary 

neo- associationism— is critical of the evidence that rationalists have cited for 
various proposed innate representations and rationalist learning mechanisms. 
Associative processes in this case are taken to show that rationalists’ in ter pret-
ations of their own data are misguided and that the data are better explained in 
terms of simple associations involving low- level perceptual properties being 
acquired via domain-general learning mechanisms. The second form of neo- 
associationism— which we will refer to as constructive neo- associationism— is 
more ambitious. Its goal is to provide an empiricist account of the origins of 
certain abstract concepts or conceptual abilities in terms of domain- general 
associative processes.

We maintain that concept nativism is not undermined by neo- associationism 
of either kind. Of course, a comprehensive assessment of neo- associationism 
would require examining numerous instances where associative processes have 
been claimed to support empiricism over rationalism. We cannot do that here. 
But what we can do is work through some representative concepts from a domain 
that is especially favourable for empiricist accounts. In particular, we will look at 

1 Processes of association have been central to empiricist theories of the mind going back at least as 
far as the British empiricists in the seventeenth and eighteenth century. We use the term neo- 
associationism to emphasize that our focus is on contemporary theorizing and the contemporary 
rationalism- empiricism debate.
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concepts that are central to what is known as sociomoral cognition.2 These concepts 
provide a particularly good test case for considering neo-associationist empiricist 
accounts, since the concepts involved are highly abstract and ones that are not 
ordinarily thought to be present in infants or very young children, but rather to 
be acquired later in childhood, and even then, only on the basis of extensive 
teaching or training. If neo-associationism (in either form) provides a robust 
challenge to rationalism, these are precisely the kinds of concepts one should 
expect it to apply to (see also the discussion of Heyes’ deflationary neo-associationist 
account in Chapter 9). Examining these concepts involved in sociomoral cognition 
also has the advantage of allowing us to consider another conceptual domain at 
issue in the rationalism-empiricism debate about the origins of concepts.

We will begin with the deflationary form of neo- associationism, which claims 
to undermine concept nativism by showing that well- known developmental data 
have been overinterpreted, or mistakenly interpreted, by rationalists. But first we 
need to provide a bit of context. Not long ago, rationalist accounts of sociomoral 
cognition had to make do with a narrowly circumscribed body of developmental 
data for preschoolers and older children (see, e.g., Nichols 2004; Dwyer 2007; 
Mikhail 2007). However, recent years have seen an outpouring of important pub-
lications reporting that considerably younger children are sensitive to sociomoral 
matters, including many studies showing such sensitivity in preverbal infants. 
What’s more, these newer studies (some of which were mentioned earlier in the 
book) have explored a much broader range of sociomoral categories. For ex ample, 
preverbal infants have been found to engage in complex patterns of inference 
regarding who others will affiliate with (Hamlin and Wynn 2012; Hamlin et al. 
2013; Powell and Spelke 2013, 2018); they take language and accent to be indica-
tive of group membership and use this information to draw inferences about 
third- party social relations (Liberman et al. 2017); they represent and reason 
about stable social dominance relations (Mascaro and Csibra 2012; Gazes et al. 
2017); they have expectations about the outcomes of interactions between novel 
types of agents based on the agents’ relative sizes, their number of groupmates, 
and whether their groupmates are in a position to see the conflict (Thomsen et al. 
2011; Pun et al. 2016, 2022); they expect that social allies will step in to aid one 
another in an intergroup conflict (Pun et al. 2021); they have a rudimentary 
understanding of resource transfers between social agents, one that distinguishes 
giving from instances of taking that involve the very same motions (Tatone et al. 
2015); they expect distributions among agents to be fair (Buyukozer Dawkins 
et  al. 2019); they expect a form of indirect reciprocity in which an agent’s fair 

2 The term sociomoral cognition covers a range of represented categories and distinctions that are 
relevant to group living, whether or not the person thinking in these terms is directly impacted by the 
other people’s actions. Sociomoral cognition includes preference formation and various forms of 
reason ing pertaining to in- group/out- group status, social rank, cooperation, affiliation, fairness, loy-
alty, punishment, and other related social phenomena.
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 distribution is later rewarded by others who are in a position to know about what 
happened (Meristo and Surian 2013); and when witnessing a bystander reward or 
punish an agent who distributes resources to others, they expect fair distributors 
to be rewarded and unfair ones to be punished (Geraci and Surian 2023). 
Collectively, this work— all with preverbal infants— makes an impressive case 
that an assortment of sociomoral concepts are present at a remarkably young age.

One of the earliest and most important papers in this literature is Hamlin et al. 
(2007), which showed that 6- month- old infants socially evaluate and form pref-
erences about individuals based on how these individuals have interacted with 
other agents that the infants don’t know— that is, the infants are bystanders 
observing third- party interactions.3 Infants in this study first saw an agent 
(a wooden block with large googly eyes) move in such a way that it appeared to 
be repeatedly attempting to climb a steep hill. Then two other agents— also blocks 
with large googly eyes— alternately interacted with this “Climber”. The “Hinderer” 
appeared to oppose the Climber’s efforts, knocking into it in such a way that the 
Climber ended up rolling down to the bottom of the hill; the “Helper” appeared 
to aid the Climber by nudging it up the hill, after which the Climber did a little 
celebratory dance by bouncing up and down. Adults readily interpret the Helper 
to be a prosocial agent who intentionally assists the Climber in achieving its goal, 
and the Hinderer to be an anti- social agent who intentionally thwarts the Climber. 
Six- month- old infants appear to share this interpretation. The infants preferred 
the Helper over the Hinderer when given a choice between them.

But why think that the infants were manifesting a distinctively social prefer-
ence? Maybe the infants were responding to the patterns of motion associated 
with the Helper and Hinderer and not to the social significance of their actions. 
Hamlin et al. took this possibility into account by running another version of the 
experiment that eliminated the cues of agency— duplicating the motions of the 
Helper and Hinderer in a context in which the Climber had no eyes and no signs 
of self- propulsion. In this case, the infants showed no preference between the 
Helper and the Hinderer. Taken together, these results strongly suggest that 
infants possess genuinely social preferences at the age of 6 months. What’s more, 
in related work that uses a preferential looking measure (see Chapter 9 for ex plan-
ation), Hamlin and her colleagues have shown that infants as young as 3 months 
old also have a preference for the Helper over the Hinderer and, moreover, this 
preference is manifest across diverse types of scenarios, where the agents have 
different goals and intentions, and where what counts as helping or hindering 
involves highly varied physical movements (Hamlin and Wynn 2011).

Other research has shown that infants’ social preferences are surprisingly sub-
tle. For example, 8- to 10- month- olds are sensitive to intentions versus outcomes, 

3 Hamlin et al.’s study builds on earlier, groundbreaking work by Kuhlmeier et al. (2003), which 
investigated 12- month- olds’ responses to third- party interactions using a similar hill- climbing scenario.
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and to intentional harms versus accidental harms (Hamlin 2013; Woo et al. 2017). 
And while infants as young as 5 months old prefer Helpers who assist prosocial 
characters, they don’t always prefer Helpers. In fact, they prefer a Hinderer who 

hinders a character that was previously seen to be anti- social to some other third 
party. In other words, to a first approximation, they seem to be thinking in terms 
of the somewhat Machiavellian principle an enemy of my enemy is my friend 
(Hamlin et al. 2011; Hamlin 2014).

As with the work on objects in the previous chapter, empiricists have been scep-
tic al that infants are representing the world in such complex, abstract ways, drawing 
inferences about goals, intentions, helping, hindering, and so forth. One common 
empiricist response has been to argue that infants are only responding to simpler 
low- level properties of the stimuli. For example, Scarf et al. (2012) point out that in 
the original Hamlin et al. (2007) study, the Climber bounces up and down after the 
Helper nudges it to the top of the hill (the celebratory dance), and that it doesn’t 
bounce after the Hinderer knocks it down to the bottom of the hill. Scarf et al. pro-
pose that infants have a positive attitude towards the bouncing motion and that their 
preference for the Helper over the Hinderer has nothing to do with helping or hin-
dering or any other social factor. Instead, all we need here is “a simple association 
hypothesis” (p. 1). According to this hypothesis, infants like the bouncing motion, 
they come to associate this motion with the Helper because this bouncing motion 
only occurs in the Helper scenario (not in the Hinderer scenario), and this causes 
infants to prefer the Helper over the Hinderer. Infants needn’t represent that the 
Helper is doing anything prosocial. In fact, they needn’t represent the Helper as 
doing anything at all— they might represent it simply as a moving block and not 
even as an agent, much less a prosocial agent. On this view, all that is happening is 
that infants are learning to prefer the Helper by coming to associate it with a salient 
positive event— the bouncing. They simply like bouncing, which leads them to like 
things that are broadly associated with bouncing events (in this case, other blocks).

What we have, then, is a nice example of the deflationary neo- associationist 
strategy. If Scarf et al.’s hypothesis is right, Hamlin and colleagues’ data don’t sup-
port a rationalist interpretation after all. Moreover, Scarf et al.’s proposal isn’t 
merely a possibility to consider. They have tested it with an experiment that was 
designed to dissociate the bouncing from the helping. This experiment used 
materials based on Hamlin et al.’s work (blocks with eyes) but with three distinct 
conditions— bouncing occurring with helping, bouncing occurring with hinder-
ing, and bouncing occurring with both helping and hindering. They found that 
infants preferred the Helper in the first of these, the Hinder in the second, and 
showed no preference in the third, suggesting that, as Scarf et al. predicted, 
infants only care about the association with bouncing.

Does this mean that infants aren’t attuned to the social structure of these inter-
actions? Are they really only attending to something as simple as a bouncing 
motion and the entities it is associated with? No. As Hamlin et al. (2012) have 
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pointed out, Scarf et al.’s experimental setup altered crucial features of the stimuli, 
making this an inadequate test for the simple association hypothesis. For ex ample, 
in Hamlin et al.’s original experiments, the eyes were suggestive of goal- directed 
behaviour— the position of the pupils was fixed to give the impression that the 
Climber was looking towards the top of the hill. By contrast, in Scarf et al.’s 
ex peri ments, the eyes were not fixed in an upward gaze. As a result, as the 
Climber went up the hill, the pull of gravity caused the “pupils” in its googly eyes 
to drop, giving it the appearance of looking in the wrong direction.

To assess the relevance of these differences, Hamlin (2015a) ran two further 
experiments. The first experiment compared two variants of the helping scenario 
(where upon reaching the top of the hill, the Climber bounces up and down): 
one variant used the original stimuli from Hamlin et al.’s study and the other used 
Scarf et al.’s stimuli. The result was that Hamlin replicated the finding that infants 
prefer the Helper but only for Hamlin et al.’s stimuli— when shown Scarf et al.’s 
stimuli, infants showed no preference. Hamlin’s second further experiment 
examined how infants’ preferences are affected by bouncing stimuli. In one con-
dition, infants saw helping/hindering events without bouncing but with good 
cues that the Climber had the goal of reaching the top of the hill. In another con-
dition, the Climber bounced after being helped to the top of the hill but lacked 
the goal- directed cues. Hamlin found that infants preferred the Helper in the first 
condition but not in the second. This strongly suggests that infants aren’t merely 
responding to an association with a positive low- level physical feature (boun-
cing). Rather, they are interpreting these events in terms of their social signifi-
cance. When it is clear that agents with goals are involved, infants have a clear 
preference for prosocial (helping) agents over anti- social (hindering) agents 
irrespective of any associated bouncing.4

4 Hamlin’s work on infant and toddler prosociality (and related rationalist research) has attracted a 
great deal of attention, both positive and critical. Some of these studies have replicated or extended 
Hamlin’s rationalist findings (e.g., Scola et al. 2015; Woo and Spelke 2023), while others have failed to 
replicate Hamlin’s original findings (e.g., Cowell and Decety 2015; Schlingloff et al. 2020). What 
should we make of these mixed results? Several points are worth bearing in mind in evaluating them. 
First, while it is important to take failures of replication seriously, as we noted in Chapter 9 a failed 
replication attempt does not simply invalidate the original finding. Second, individual findings should 
be seen in the context of a broader range of findings. In this regard, a meta- analysis examining both 
published and unpublished work in this area concluded that, taken as a whole, it supports the view 
that infants have a preference for prosocial agents. This was true even after correcting for possible 
publication bias, though it was concluded that the effect size is likely to be lower than that in pub-
lished work (Margoni and Surian 2018). Third, the details of replication attempts matter. Even a small 
change to the stimuli or testing procedure can result in infants failing the task despite possessing the 
concepts at issue (as when Scarf et al.’s stimuli inadvertently eliminated cues that indicated the agent’s 
goals in Hamlin et al.’s 2007 experiments). This is one of the key morals illustrated by the exchange 
between Hamlin and colleagues and Scarf and colleagues. Teasing out infants’ underlying competence 
is especially challenging in work of this sort, which involves presenting infants and young children 
with complex scenarios. Even a highly faithful replication attempt may fail if it employs stimuli or 
procedures that subtly affect the infants’ attention, memory, or processing of the events, leading 
infants to fail the task due to such performance variables masking their underlying competence. This 
may be what is involved in other failed attempts to replicate rationalist findings of prosociality in 
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In short, the deflationary neo- associationist strategy fails to account for how 
infants respond to helping/hindering scenarios. Recall also that we noted earlier 
that the helping/hindering studies are part of a much larger trend in recent devel-
opmental psychology. Many aspects of sociomoral cognition are now under 
investigation, with different research teams identifying an increasingly broad set 
of sociomoral representational capacities in very young children— many in chil-
dren less than 1 year old. Suppose we take this research at face value. What does 
this tell us about the way that infants represent the social world?

The studies by Hamlin and colleagues argue that infants as young as 3 months 
of age recognize the existence of agents with goals, represent interactions between 
agents in terms of whether they engage in prosocial or anti- social actions, and 
have specific preferences regarding who to interact with based on these agents’ 
social interactions with third parties. This suggests that by this early age infants 
already possess a wide range of sociomoral concepts. Given the age of the chil-
dren and circumstances that evince these types of concepts, this favours the 
rationalist view that the foundation of sociomoral cognition involves innate 
concepts or rationalist learning mechanisms. However, just as with the examples 
we touched on in our treatment of the argument from early development in 
Chapters 8 and 9, there are a number of questions this leaves open. One that is 
worth highlighting concerns the precise content of the infants’ concepts, which 
may differ from that of related adult concepts. For example, it is certainly possible 
that the infants in the helping/hindering experiments are engaging in moral 
evaluations of the prosocial and anti- social agents, determining whether the 
agents act in accordance with a normative moral principle to be helpful (or to not 
be anti- social). Another possibility, however, is that the infants are engaging in an 
affiliative social evaluation, asking instead who it would be desirable for them to 
associate with— an evaluation grounded in self- interest.

The interpretation in terms of affiliative preferences is the one that Hamlin 
herself seems to favour. And it is supported by a further line of argument 
(Baillargeon et al. 2015). Consider the hill- climbing paradigm once more, in 
which infants are initially familiarized with the prosocial Helper and the anti- 
social Hinderer before they are asked to choose between the two. It turns out that 
although infants prefer the Helper when given a choice of which to associate with, 
they don’t look longer at the anti- social actions than the prosocial actions when 
they see both types of scenario in the familiarization trials— suggesting that they 
are not at all surprised by either type of action. But they ought to be surprised by 

infants, such as Schlingloff et al. (2020) (Hamlin, personal communication). Supporting this in ter-
pret ation, Tan and Hamlin (2022) have found in a further study that the number of familiarization 
trials is a crucial factor, and that infants prefer the Helper if given more familiarization trials (allowing 
them to more fully process the scenarios in the test events). Relatedly, by using eye tracking, they also 
found that infants’ preference for the Helper depends on their successfully extracting the Climber’s 
goal (as indicated by whether they look to the top of the hill as the Climber is ascending the hill).
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(and so look longer at) anti- social actions if they viewed such actions as 
counternormative.

There is evidence, then, that infants’ tendency to choose prosocial over anti- 
social agents may initially be about their affiliative preferences and not a reflec-
tion of normative moral reasoning. At the same time, the current trend in 
developmental psychology, we think, suggests that there are numerous elements 
of sociomoral cognition involving innate concepts or rationalist learning mech-
an isms, including ones focused specifically on moral domains. For example, as 
we mentioned earlier, one line of investigation has examined expectations about 
fairness and has revealed that infants as young as 4 months old expect resource 
distributions to be fair (Buyukozer Dawkins et al. 2019).5 Importantly, these are 
cases where the infants themselves aren’t recipients of these resources; the infants 
merely observe distributions to other unknown individuals. In addition, slightly 
older children— but still under 2 years of age— seem to understand that a fair dis-
tribution isn’t always an equal distribution. They take into account merit (in the 
form of the relative amount of work completed by the different potential recipi-
ents) (Sloane et al. 2012).

Interestingly, with only minimal cues to group membership, infants expect 
members of the same group, but not those of different groups, to provide support 
to one another (Jin and Baillargeon 2017). This suggests that there may be a deeper 
story to tell about why the infants in Hamlin and colleagues’ work appeared not to 
expect prosocial behaviour, one having to do with the social context of the scenes 
they observed. Jin and Baillaregeon (2017) note that the Helper/Hinderer stimuli in 
this research did not include cues about the group membership of the characters. 
So it is entirely possible that young infants do expect prosocial behaviour and 
represent some form of harm norm after all— so long as this is tied to in group 
interactions (for related findings, see Bian et al. 2018; Ting et al. 2019).

In considering deflationary neo- associationist accounts in the sociomoral 
domain, we have found no real support for such accounts. Instead, what the data 
suggest is that infants possess a rich set of representations underpinning a 
remarkably early initial understanding of prosociality, fairness, and other socio-
moral categories. Of course, this is just one conceptual domain, and so it remains 
possible that in principle such accounts may fare better for other conceptual 

5 Earlier work had produced conflicting findings as to whether infants expect windfalls to be dis-
tributed equally. Some authors (Meristo et al. 2016) found that 10- month- old infants expected equal 
distributions, while others (Ziv and Summerville 2017) had found that slightly younger infants 
 (9- and 6- month- olds) did not. But, apart from the age difference in the infants tested in these studies, 
there was another difference. In the study with older infants, the unequal distribution involved giving 
all the items to one individual and none to the other (two vs. zero); in the other study, both in di vid-
uals got something, although one got more than the other (three vs. one). Buyukozer Dawkins et al. 
(2019) showed that age was not the crucial factor. Nine- month- olds— and even 4- month- olds— are 
sensitive to inequalities when the unequal distribution involves giving all the items to one individual 
and none to the other.
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domains. But as we noted at the start of the chapter, the sociomoral domain pro-

vides a particularly strong test case for neo- associationist accounts. After all, this 
domain ought to be one of the most favourable domains for developing an 
em piri cist neo- associationist account, since the conceptual capacities in question 
in this domain are of a kind that empiricists take to fall well outside the scope of 
those that infants’ possess. If deflationary neo- associationist accounts are unsuc-
cessful here, even for young infants, they are even less likely to succeed for less 
sophisticated conceptual domains. As a result, it is highly unlikely that deflation-
ary neo- associationism can provide a robust general alternative to rationalism.

Let’s turn now to the second form of neo- associationism— constructive neo 

associationism— which aims to provide a domain- general associationist account of 
the origins of sociomoral concepts. In particular, constructive neo- associationism 
holds that children learn sociomoral norms through socialization, especially 
instruction that includes positive and negative reinforcement in response to 
behaviours that conform to, or violate, society’s moral norms. Children are taken 
to represent the association of these positive and negative outcomes with various 
actions in a way that simultaneously shapes their behaviour and causes them to 
internalize these norms.

No doubt, many take positive and negative reinforcement to be the crucial fac-
tor in successful moral education. Among philosophers and cognitive scientists, 
Jesse Prinz provides an especially clear and intuitively compelling version of 
a  neo- associationist view based on this idea. Prinz holds that there are no 
innate moral psychological structures: “Morality is a byproduct— accidental or 
invented— of faculties that evolved for other purposes” (2007, p. 368). He devel-
ops an account of moral norms in which moral norms are grounded in patterns 
of emotional reactions to norm transgressions.6 The principal mechanism driv-
ing the acquisition of moral norms is supposed to be emotional conditioning:

Emotional conditioning (the main method used in moral education) may allow 

us to construct behavioral norms from our innate stock of emotions. If care-

givers punish their children for misdeeds, by physical threat or withdrawal of 

love, children will feel badly about doing those things in the future. Herein lie 

the seeds of remorse and guilt. (2007, p. 404)

Prinz adds that emotional conditioning affects not only behavioural rules but 
also “rules about what people should feel” (2007, p. 404), and notes that perspec-
tive taking may be important too.

6 Prinz holds that “moral rules involve both self- directed emotions and other- directed emotions,” 
that “our emotions must be directed at third parties” and not simply at those who transgress against 
ourselves personally, and that “mature moral judgments are enforced by meta- emotions” such as 
anger towards a transgressor who doesn’t feel guilt (2007, p. 369).
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He argues that cross- cultural facts support his approach, that there are func-
tional explanations of what are purported to be universal moral norms, and that 
poverty of the stimulus arguments for rationalist accounts of cognitive develop-
ment get little traction for moral norms. Regarding the cross- cultural facts, Prinz 
argues that cross- cultural variation undermines rationalist accounts here. For 
example, in discussing harm norms, he writes:

Is there a universal prohibition against harm? The evidence is depressingly 

weak. Torture, war, spousal abuse, corporal punishment, belligerent games, 

painful initiations, and fighting are all extremely widespread. Tolerated harm is 

as common as its prohibition. There is also massive cultural variation in who 

can be harmed and when. Within our own geographic boundaries, subcultures 

disagree about whether capital punishment, spanking, and violent sports are 

permissible. Globally, every extreme can be found. In the Amazon, Yanamomo 

warriors engage in an endless cycle of raiding and revenge (Chagnon 1968). 

Among the Ilongot of Luzon, a boy was not considered a man until he took the 

head of an innocent person in the next village; when he returned home, women 

would greet him with a chorus of cheers (Rosaldo 1980). (Prinz 2007, p. 373)

Prinz’s point is that this variability speaks against the existence of an innate 
harm norm since an innate harm norm would ensure universal agreement about 
what sorts of harms are prohibited. But even if some such a norm were universal— or 
if it were universal that every society adopts some harm norm or other— Prinz 
holds that these universals wouldn’t require a rationalist explanation anyway. 
Rather, they could be explained in terms of their benefits to society as a whole. 
For example, Prinz remarks:

Of course most cultures prohibit some harms, but there are non- nativist ex plan-

ations for that. Such prohibitions are a precondition for social stability. 

(2007, p. 373)

Alternatively, universal harm norms might just be straightforward and inevitable 
effects of social living:

We dislike it when our loved- ones are harmed. Human friendship promotes car-

ing, which, in turn promotes the formation of rules that prohibit harm. 

Prohibitions against harm may be byproducts of the general positive regard we 

have for each other. (2007, p. 375)

In response to poverty of the stimulus arguments for rationalist accounts of 
cognitive development in this domain, Prinz argues that the information children 
receive about norms may not be so impoverished after all. Children may get 
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sufficient feedback from peers and adults, for example, feedback regarding the 
difference between violations of conventional norms and violations of distinctively 
moral norms:

children get socialized into moral competence by observation of adults outside 

of the household and from social interactions with peers. A child who violates a 

conventional rule may be ridiculed by peers, but she is unlikely to incur worse 

than that (imagine a child who wears pajamas to school one day). A child who 

violates a moral rule, however, is likely to incur her peers’ wrath (imagine a 

child who starts fights). In short, different kinds of misdeeds have different 

ramifications, and a child is surely cognizant of this. (2007, p. 393)

Prinz also cites anecdotal evidence in support of this claim:

I was recently at a party with four one- and- a- half- year olds, and I made three 

casual observations: these children did not show remorse when they harmed 

each other; at such moments parents intervened with angry chastisement, social 

ostracism (“Sit in the corner”), and reparative demands (“Say you’re sorry”); 

and parents never exhibited anger or punitive responses when children violated 

conventional norms, such as rules of etiquette. (2007, p. 393)

What should we make of these arguments for Prinz’s neo- associationist view and 
against a rationalist treatment of moral norms? We will start with the argument 
that turns on the existence of cultural variability regarding harm. The first thing 
that needs to be said about this argument is that we agree that there is absolutely 
no question that there is a great deal of variability here— both across cultures and 
within cultures. Substantial variation of this kind has been confirmed by inter-
views, by cross- cultural experiments, by historical ana lyses, and other methods. 
Many of the findings can be surprising to those unfamiliar with the groups in 
question. For example, Shweder reports the following moral norm for a subcul-
ture in India:

One male [Oriya Brahmin] informant put it this way: “If the wife touches her 

husband on the first day of her period, it is an offense equal to that of killing a 

guru. If she touches him on the second day, it is an offense equal to killing a 

Brahman. On the third day to touch him is like cutting off his penis. If she 

touches him on the fourth day it is like killing a child”. (Shweder 1991, p. 262)

Direct comparisons of different societies, including numerous small- scale 
societies, have also identified considerable variation regarding how people respond 
to the ultimatum game, with mean offers varying from around 25% to over 50% 
across cultures, suggesting widespread variation in what is considered fair 
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(Henrich et al. 2005).7 Or, to take another example, societies vary substantially in 
the degree to which they take intentionality into account in moral judgements, 
with some small- scale societies treating such things as taking someone’s belongings 
accidentally vs. intentionally (or hitting someone in the face accidentally vs. 
intentionally) as effectively morally equivalent to one another (Barrett et al. 2016).

Additionally, there is much variation in development. Children in every 
society change in systematic ways as they learn the particular moral norms in 
their community. And, of course, individuals often come to change their views in 
personal or idiosyncratic ways as they think more deeply about such things as 
slavery, capital punishment, vivisection, or whatever happen to be the controversial 
moral issues in their community. There simply is no question that there is a great 
deal of variation in the moral norms that people endorse across cultures and at 
different times. No one should deny this.

But does all of this variability show that we need something along the lines of 
Prinz’s constructivist neo-associationist account and that rationalist accounts of 
moral cognition can be rejected? Not at all. As we were at pains to point out in our 
discussion of the argument from universality, variation in and of itself is not incom-
patible with rationalist accounts of cognitive development. Since we addressed this 
issue at length in Chapter 11, we can be brief here.

First of all, it is worth remembering that concept nativism isn’t about the exist-
ence of universal cognitive traits per se. Universality is relevant to the rationalism- 
empiricism debate only to the extent that patterns across cultures are best 
explained in rationalist or empiricist terms. In the case of moral cognition, a 
norm might be universally accepted without appearing universally in behaviour 
for a number of reasons that are perfectly consistent with an overall rationalist 
account of where the norm comes from. At the very least, we have to take into 
account such things as people’s understanding of their own self- interest. Moral 
norms are not deterministic laws of nature. Sometimes, when a norm one holds 
conflicts with self- interest, self- interest can win out. Also, there may be compet-
ing moral principles pulling people in different directions. For example, while 
many people might consciously subscribe to moral norms with broad coverage, 
they may also have processes that are geared towards morally parochial ways of 
thinking— not only favouring their in- group but possibly adopting norms that 
purport only to apply to their in- group (Bernhard et al. 2006; Schmidt et al. 2012; 
Balliet et al. 2014; Jin and Baillargeon 2017; Bian et al. 2018; Ting et al. 2019).8 
How someone in this state of inner conflict behaves would turn on which system, 
in the moment, is in control. For these and other reasons, it should go without 

7 Recall that in the ultimatum game, one player proposes how to split a pot of money, and if the 
other player rejects the offer, neither gets anything.

8 In instances where a group has been dehumanized, it may also be difficult to see that a moral 
norm that one subscribes to applies to individuals in that group (Haslam 2006).
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saying that violating a moral norm in one’s behaviour in no way entails failing to 
endorse the moral norm.

More generally, Prinz seems to be arguing against the existence of a harm norm 

that is as inclusive as possible— something along the lines never harm anyone for 

any reason. But any reasonable proposal for a universal harm norm would allow 
for a variety of behaviours where some element of pain or distress is to be 
expected, including many on Prinz’s list (e.g., initiation rites and contact sports). 
Some forms of pain and distress might also be taken to be morally justified in 
light of a greater good (e.g., war and corporal punishment).

The biggest problem with Prinz’s argument based on variability, however, is 
that his examples are all drawn from adult behaviour. But as we have emphasized 
throughout the book, concept nativism is a thesis about the acquisition base and 
does not entail that innate traits be rigidly fixed.9 The version of rationalism 
appropriate to moral norms may well be one where an innate starting state is 
eventually replaced or overridden. Or it may be one where the acquisition base 
provides an innate domain- specific starting point that provides just the begin-
nings of what will eventually become a full- blown moral faculty. With either of 
these rationalist frameworks, relevantly different environmental circumstances 
would lead to differing outcomes.

Let’s turn now to Prinz’s argument that we should reject rationalist ex plan-
ations of universal moral norms because the universality of such norms can be 
explained without the need to postulate any rationalist learning mechanisms. 
Prinz suggests that (if they exist) at least some universal moral norms could be 
accounted for in terms of their beneficial effects, for example, because they sup-
port social stability. There are two problems with this suggestion. The first prob-
lem is that, as we argued in the previous chapter, the mere existence of a possible 
empiricist alternative explanation does not give us grounds to reject rationalist 
accounts. The bigger problem, however, is that the fact that a norm (or anything 
else) is beneficial gives us no reason at all to suppose that its existence can or 
should be explained in domain- general empiricist terms. It merely suggests that 
there is some selection pressure to maintain such a norm once it arises. However, 
norms might be both beneficial and inexplicable in domain- general empiricist 
terms. So, pointing to beneficial effects of a norm doesn’t actually provide a con-
crete alternative to a rationalist account of the norm, or even argue that some 
alternative or another of this type exists.

What about Prinz’s suggestion that harm norms are a product of the high 
regard we have for our loved ones? The main problem with this suggestion is that 
it fails to explain why anything specifically moral should be acquired. Notice, for 
example, that many other species apart from humans have a positive regard for 

9 Prinz is not alone in suggesting that concept nativism, to its detriment, is committed to invariant 
moral norms. See, e.g., Sterelny (2010).
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other members of their species, yet this does not lead to their having moral 
norms. At the very least, then, more would need to be said before this suggestion 
could be taken seriously as an explanation of the origin of harm norms.10

Finally, we have Prinz’s claim that there is no hope for a poverty of the stimulus 
argument regarding moral norms. Recall his anecdote about the way the children 
and their parents behaved at that party— the children’s lack of remorse and the 
parents’ differing responses to transgressions of conventional and moral norms. 
Working from a very different theoretical perspective, Dwyer (2007) has drawn 
attention to contrary anecdotal evidence, remarking that “some parents get just as 
hot under the collar about conventional transgressions as they do about moral 
transgressions. (In some middle- class households, etiquette is taken very ser-
ious ly.)” (p. 416). But we take it that anecdotal evidence of either type is fairly 
limited regarding what it can tell us. And beyond the anecdotes, Prinz’s assertion 
that children receive relevant evidence to differentiate moral from conventional 
norms is just that— an assertion. For what it is worth, there is at least some ex peri-
men tal evidence showing that children themselves are deeply bothered by the 
violation of conventional rules (Rakoczy and Schmidt 2013).11 Moreover, with the 
recent discovery regarding the very young age at which children possess socio-
moral knowledge, it becomes less plausible that children have had experiences 
sufficient for them to learn this using only domain- general learning systems.

In short, Prinz’s arguments for his empiricist emotional conditioning account 
carry little weight. But his emotional conditioning account also faces a number of 
serious challenges. Recall that Prinz’s appeal to emotional conditioning holds that 
moral norms are acquired through social reinforcement as children experience or 
observe the consequences of moral transgressions— parents “punish their chil-
dren for misdeeds, by physical threat or withdrawal of love” leading children to 
“feel badly about doing those things in the future” (2007, p. 404). We will discuss 
three considerations that challenge this approach and that speak to some of the 
difficulties facing neo- associationist models of moral norms more generally.

(i) Norms without reinforcement. The emotional conditioning account main-
tains that moral norms must be reinforced and that this is how they are acquired. 

10 It is also likely that regard for friends and loved ones is grounded in characteristically rationalist 
psychological structures. So even if this account is supposed to be an anti- rationalist account of moral 
norms, the deeper set of facts that it depends on may support a rationalist account of other aspects of 
social cognition.

11 It is sometimes suggested that there is no clear psychological distinction between moral norms 
and conventional behavioural norms, and that this is a problem for rationalist views of moral cogni-
tion since it means that there is nothing specifically moral about the innate systems underlying norm 
acquisition. However, if there is no clear psychological distinction between moral norms and conven-
tional behavioural norms— if there is only a more general normative domain— then this would not 
decide the issue in favour of empiricism. Rather, it would just shift the rationalism- empiricism debate 
regarding the origins of moral cognition to the question of what sorts of systems— rationalist or 
empiricist— underlie the acquisition of norms in this more inclusive normative domain. (For a sample 
rationalist account of the origins of norms in general, see Sripada and Stich 2006.)
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But some moral norms seem to be in place prior to their being reinforced. We 
have already seen that infants expect third parties to conform to certain norms. 

Given how young the infants in question are— for example, 4- month- olds who 
expect fair distributions— it is highly unlikely that they themselves have been sub-
ject to reinforcement learning of the type that the emotional conditioning account 
requires. Children this young have a severely limited range of action, and parents 
and caretakers don’t typically show anger at infants who are less than a year old 
for their failure to conform to moral norms. Nor do they attempt to instil guilt, 
disgust, or anger at moral transgressions (as Prinz’s account requires) when it 
comes to children this young. Nor is it plausible that the infants could glean the 
norm through some form of verbal instruction, since infants at this age lack the 
needed linguistic skills.12 And the acquisition of principles of fairness, or other 
moral norms, is unlikely to depend on learning based on the observation of sib-
lings’ behaviour and subsequent patterns of reinforcement. Many of the infants in 
these kinds of studies don’t even have siblings to observe. For example, Hamlin 
(2015b) reports in relation to her work on infant understanding of helpers and 
hinderers that as many as 50% of the infants in her studies are firstborn children 
with no siblings at the time of testing.

(ii) Norms despite contrary reinforcement. The emotional conditioning account 
holds that moral norms are instilled through patterns of reinforcement. This 
might make sense in cases in which children’s norms line up with their parents’ 
and caretakers’ norms— and hence with the patterns of reinforcement adults 
would provide. But while young children endorse some of the same moral norms 
as adults, this isn’t always the case.

Take young children’s views about ownership. Among young children, disputes 
frequently arise over who should be allowed to play with a given toy. If a toy 
belongs to one child but another child wants to play with it, parents typically say 
that the child who owns the toy should let the other child play with it. As it turns 
out, 3- to 7- year- old children disagree, taking the rights conferred by ownership 
more seriously than adults do. In one experiment, Neary and Friedman (2014) 
presented children with scenarios in which there is a dispute between third par-
ties over the use of an item. The owner wants to use the item, but another child is 
using it and requires it to complete a task. When asked who should get to use the 
item, children overwhelmingly sided with the owner. By contrast, adults given the 
same scenarios overwhelmingly side with the child currently using the item. 
Given the enormous disparity between children’s and adults’ judgements in such 

12 Sterelny (2010) suggests that children could learn about fairness by “overhearing and taking part 
in discussions over how spoils are to be divided” (p. 291). But again, children’s expectations about fair 
distributions are in place well before they can comprehend or engage in these sorts of conversations. 
Such conversations may well be relevant to the further development of how children think about 
fairness, but the evidence suggests that they can’t explain how children acquire ideas about fairness in 
the first place.
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scenarios— where children’s judgements are robust over many years and directly 
contrary to those of adults— it seems very unlikely that the norm the children are 
endorsing is the product of reinforcement learning.

A similar dynamic is presumably at play regarding 17- month- old infants’ view 
that only in- group individuals are required to help one another (Jin and 
Baillargeon 2017). In the experimental work showing this, infants were given only 
minimal information regarding group membership— some characters exclaimed 
I’m a bem!, while others exclaimed I’m a tig!. The individuals in question all 
appear to come from the same local culture in that they speak and dress in much 
the same way. It is implausible to suppose that parents and caretakers emotionally 
condition such young children to adopt moral norms where agents only help 
members of their own group. On the contrary, to the extent that infants of this 
age are encouraged to adopt helping norms at all, they are usually encouraged to 
adopt norms to help anyone who is in need of assistance.13

(iii) Limited explanatory potential of reinforcement. On Prinz’s neo- associationist 
view, reinforcement is supposed to explain how children come to adopt particular 
moral norms. But even if reinforcement learning explained why children endorse 
the norms that they do, this would leave much about moral cognition still to be 
explained. For example, it leaves as an open question how children are able to 
formulate the norms they come to hold in the first place and how they are able to 
represent the situations that are relevant to evaluating and applying them.

Many moral norms— even in the simplified form that children grasp— 
inherently involve highly abstract ways of thinking which are not themselves 
explained by reinforcement learning. A moment ago we noted that young chil-
dren have their own norms about ownership. But clearly, ownership isn’t an 
observable property. There isn’t a physical feature, like proximal contact, that 
connects instances of owners with the items they own, or that makes it possible to 
literally see an owner’s entitlements. Likewise, fairness is more complex than just 
equal distribution. Among other things, fairness takes merit into account and 
only applies to distributions that are intentionally made by agents (not accidental 
or chance distributions), complexities that are understood from a very early age. 
Moreover, sociomoral norms routinely make reference to properties (e.g., helping 
or hindering) that are realized by highly diverse types of physical situations, 
which infants and young children spontaneously treat as instances of the same 
behavioural type. All of these further complications highlight the fact that it is 
very easy to underestimate the difficulty of explaining the origins of moral 

13 Infants of this age spontaneously engage in helping behaviour without parental encouragement 
(or even parental presence) (Warneken and Tomasello 2013) and even help others anonymously 
(Hepach et al. 2017). Surprisingly, rewarding children for helping others may be counterproductive. 
In one study, extrinsic rewards were actually found to undermine, rather than to promote, altruistic 
tendencies in slightly older children (Warneken and Tomasello 2014).
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cognition— much as it is easy to underestimate the difficulty of explaining cogni-
tive development more generally (see Chapter 5).14

Of course, none of this is to say that cross- cultural variation and developmental 
change don’t occur. On the contrary, we are entirely in agreement with Prinz and 
other proponents of the emotional conditioning approach that cross- cultural 
variation and developmental change are extremely important features of sociomoral 
cognition that need to be taken into account. The norms involved in moral 
cognition certainly vary across cultures, and they can change and develop over time. 
As noted earlier, rationalism about the sociomoral domain isn’t the view that moral 
norms are unalterable or that there is a fixed universal morality. What it claims 
instead is that sociomoral cognition is not entirely the product of domain- general 
learning processes. It develops partly on the basis of characteristically rationalist 
psychological structures in the acquisition base— such as innate concepts or innate 
domain- specific mechanisms pertaining to the sociomoral domain.

There is also no reason to suppose that the development of all aspects of socio-
moral cognition is based on exactly the same kinds of characteristically rationalist 
psychological structures or that they are all learned in the same way or all follow 
the same developmental trajectory. This is true even if we focus relatively nar-
rowly on the developmental origins of the representations of moral norms.

It could be that the innate basis for such norms is something along the lines we 
mentioned earlier regarding fairness, in which there is an initial innate principle 
that can be overridden (producing adult variation of the sort outlined in Henrich 
et al. 2005 that we mentioned in Chapter 11, despite there being universality earl-
ier in development). However, there are many other possibilities that fall within 
the broad framework of rationalist accounts, including possibilities where the 
innate basis is more minimal. For example, one possibility is that there are no 
innate moral principles but just a very small number of innate moral concepts. 
Another is that there are rationalist learning mechanisms that are specific to 
learning moral norms and that have innate domain- specific biases that direct 
them towards certain types of moral norms. Another is that there is a single 
rationalist learning mechanism that is specific to learning moral norms of all 

14 Prinz is not alone in underestimating the difficulty of explaining the origins of moral cognition. 
Sterelny (2010), for example, claims that moral development is grounded in domain- general pattern 
recognition and that this explains why moral judgements are fast, automatic, and generalize to previ-
ously unobserved cases. But while moral development and moral judgement may have these features, 
such features don’t distinguish learning based on domain- general pattern recognition from learning 
based on domain- specific pattern recognition. And Sterelny doesn’t give any details about how domain- 
general pattern recognition would enable an individual who is incapable of moral judgement to become 
one who is. In discussing this transition, he remarks that “we convert that visceral reaction into a norma-
tive judgement” (p. 292), that “moral norms are grafted on top of our dispositions to respond emotion-
ally” (p. 292), and that “moral cognition is a natural development of our existing emotional, intellectual 
and social repertoire” (p. 293). However, this leaves the crucial question of how the conversion, grafting, 
or natural process actually works or why it should be thought to be a domain- general process and not 
one that incorporates innate characteristically rationalist psychological structures (Joyce 2013).
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types (or perhaps instead, norms in general) with no such biases. And so on. For 
each of these and many other related possibilities, it’s also likely that moral norms 
undergo an extended process of refinement and elaboration in which domain- 
general processes play a part— perhaps even a very large part— in the full devel-
opmental story. The main point, though, is that they aren’t the whole story.

Prinz’s empiricist account of the moral domain is an especially clear and forth-
right example of the approach we have dubbed constructive neo- associationism. 
Nonetheless, the difficulties for his view are indicative of the challenges that any 
version of constructive neo- associationism faces. In order to address these chal-
lenges, such views will have to become more rationalist, incorporating more 
characteristically rationalist psychological structures into the acquisition base. 
More generally, although individual neo- associationist accounts pertaining to the 
sociomoral domain need to be considered on a case- by- case basis, there is little 
hope that neo- associationism in either form— deflationary or constructive— can 
provide a thoroughly non- rationalist alternative in this domain.

To sum up, there is no real support for neo- associationist accounts in the soci-
omoral domain. Neither the deflationary form of neo- associationism nor the 
constructive form of neo- associationism is particularly promising. Instead, there 
is strong support for characteristically rationalist psychological structures playing 
a role in the acquisition of a rich and diverse set of concepts in this broad domain. 
Of course, this is just one conceptual domain, and so in principle it remains pos-
sible that such accounts may fare better for other conceptual domains. But as we 
mentioned at the start of the chapter, the sociomoral domain provides a particu-
larly strong test case for neo- associationist accounts. It ought to be one of the 
most favourable domains for developing an empiricist neo- associationist account, 
since the conceptual capacities in question in this domain are of a kind that 
empiricists take to be well outside the scope of those that infants’ possess. Thus, if 
deflationary neo- associationist accounts are unsuccessful here, even for young 
infants, they are even less likely to succeed for many other conceptual domains. 
Likewise, if constructive neo- associationist accounts (such as emotional condi-
tioning) are at best only part of the story about how moral norms develop and 
must build on a foundation grounded in domain- specific characteristically 
rationalist psychological structures in the acquisition base, this doesn’t bode well 
for their prospects elsewhere. We conclude that there is no reason at all to sup-
pose that neo- associationism can provide a plausible general alternative to the 
rationalist view of the origins of concepts we laid out in Part II.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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Artificial Neural Networks

From Connectionism to Deep Learning

Artificial neural network models of human cognition are enormously popular 
both in philosophy and in cognitive science. They are also widely assumed to 
vindicate an empiricist approach to the origins of concepts by showing that 
domain- general learning can account for the acquisition of concepts that ration-
alists have argued are innate or are acquired via rationalist learning mechanisms. 
In this chapter, we assess the bearing of research on artificial neural networks on 
the rationalism- empiricism debate by critically examining two important and 
representative types of empiricist proposals for how artificial neural networks 
might provide domain- general learning accounts of such concepts.

Our discussion will span approaches to neural network modelling from the 
connectionist or parallel distributed processing tradition and approaches that are 
associated with more recent developments in deep learning research in artificial 
intelligence (AI).1 What both of these broad approaches have in common is the 
idea that psychological processes should be modelled as the spread of activation 
across a network of interconnected processing units. In these computational 
models, each processing unit must achieve a certain level of activation before it 
sends a signal to the units it is connected to further downstream in the network, 
and the amount of activation that is propagated between any two units depends 
on the weight that has been assigned to the connection between them. Learning 
consists in the adjustment of these connection weights across a large number of 
training cycles. A standard form of learning involves the network being given 
feedback regarding the output in each training cycle, which functions as an error 
signal about how well the network’s output matches some target output. For 
example, the input could be patterns of activation corresponding to present tense 
irregular verbs (“bring”, “ring”, etc.) and the output, after numerous training 
cycles and adjustments, would be the network having settled into new patterns of 
activation corresponding to the past tense of these verbs (“brought”, “rang”, etc.). 

1 The term connectionism is sometimes used as a generic term for all approaches that model cogni-
tion using artificial neural networks. Other times it is used as a more restrictive term for the sorts of 
neural networks that predate deep learning research. We will follow the latter usage, using this term 
for the earlier forms of neural network modelling.
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In that case, the network would be said to have learned a fragment of the English 
past tense system.

Let’s turn now to how an artificial neural network might be thought to argue 
for an empiricist treatment of human concepts. We will begin by considering one 
of the most impressive and influential connectionist theories of human concep-
tual development— Timothy Rogers and James McClelland’s account of the 
ontogeny of semantic memory (Rogers and McClelland 2004, 2008).

Semantic memory consists of a store of general information about all of the 
sundry categories that a person knows about, where the represented information 
plays a role in understanding their ability to recognize, interact with, and reason 
about items from these various categories.2 The knowledge that babies cry, that 
pens are for writing, and that dogs wag their tails are all based on semantic mem-
ory. Likewise, inferences about categories and category instances are also based 
on semantic memory, for example, the inference that Fido will eat and grow given 
the knowledge that puppies eat and grow and the information that Fido is a 
puppy. Rogers and McClelland emphasize this feature of semantic memory in 
their account of how it works. They describe semantic memory as a system that 
allows people to draw inferences and make generalizations about properties of 
objects that can’t be perceived in the moment. Maybe you have never seen a given 
coffee mug before. But owing to experience of other coffee mugs, you are in a 
position to infer that it may contain a hot beverage. Or maybe you have never cut 
into a mango before. But owing to what you’ve seen with other types of fruits, you 
might expect to find a pit inside.

Rogers and McClelland’s proposal is that much of the acquisition and work-
ings of human semantic memory can be explained in terms of a relatively simple 
neural network adapted from Rumelhart (1990) and Rumelhart and Todd (1993) 
(see Figure 19.1). In this model, the input layer is comprised of two banks of units, 
one that represents categories of perceived items (pine, daisy, canary, etc.) and 
one (labelled Relation) that represents information about general relations 
between categories (X can do Y, X has property Y, etc.). The output layer is a bank 
of units that represents various ways of completing propositions about items in 
represented contexts (e.g., if the input is canary can . . ., then the appropriate out-
put would be the activation of grow, move, fly, and siNg). There are also two 
further layers of units— a hidden layer that stands between the input and the out-
put, and the so- called Representation layer, which stands between item input and 
the hidden layer.

Given this setup, information flows forward through the network, modulated 
by the levels of activation in the units in the preceding layer and the weights on 
their connections. Because Rogers and McClelland’s simulations of learning are 

2 In this way, semantic memory contrasts with episodic memory, which stores information about 
particular events in one’s life (e.g., your dinner last night or your most recent birthday).
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Figure 19.1 Rogers and McClelland’s model of semantic memory. The example 
depicted is the model’s representation of the query: What can canaries do? Previously 
the network was trained to produce the right output for each possible item/relation 
pair. The training consisted in comparing the output for each of these pairs to 
feedback given to the network as to whether the output was correct, each time leading 
to small adjustments to the connection weights throughout the network to better 
approximate the target output given in feedback. (From Rogers and McClelland 2004. 
Reproduced with permission.)
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intended to demonstrate the power of a domain- general learning mechanism, 
the network’s initial state is one in which, in essence, all of the connections are 
weighted equally (they are randomly assigned different small values). The pro-
cess of learning is modelled by the network’s training, in which each item/rela-
tion pair is activated, the resulting output activation is compared to feedback 
provided by the experimenters regarding the correct categories and relations, and 
small adjustments to the network’s connection weights are made to diminish the 
discrepancy between its output and the feedback. According to Rogers and 
McClelland, such training over time causes the network to generally acquire a 
distribution of connection weights that reliably produces the right input- output 
pairings.3

In proposing this process as a model of learning, Rogers and McClelland sug-
gest that the model’s training is an abstract simulation of what happens as prever-
bal children form generalizations from encountered objects in particular 
situations. Take the situation in which a young learner sees a robin fly away when 
a cat approaches.4 In this case, the child may make a prediction about what  robins 
do in the presence of a cat and then update her future inferences based on how 
well her prediction matches the outcome. In the network simulation of this pro-
cess, the prediction corresponds to the flow of information given input consisting 
of the activation of robiN and cAt ApproAches, and learned changes to semantic 
memory correspond to the adjustments following a comparison of the resulting 
output with the feedback provided in this instance (the activation of fly). As 
Rogers and McClelland remark in describing this process, “the  environment pro-
vides both the input that characterizes a situation as well as the information about 
the outcome that then drives the process of learning” (2008, p. 694).

Rogers and McClelland don’t deny the existence of domain- specific processing 
mechanisms. However, their model is intended to show that the principal fea-
tures of semantic memory that are relevant to developmental psychology, includ-
ing the appearance of domain- specific processing mechanisms, can all be 
accounted for by what are fundamentally domain- general learning mechanisms. 
The upshot of this work, they claim, is that “there is no clear reason at present to 
rely so heavily upon the invocation of initial domain- specific principles” (2008, 
p. 711). In other words, the logic of their argument is that we should reject ration-
alist views of the acquisition base because connectionist models show that innate 
domain- specific learning mechanisms are unnecessary.

Rogers and McClelland’s central argument for their model turns on the claim 
that it can explain six phenomena that have been thought to characterize 

3 As a result of this training, the Representation layer also comes to represent the input items, with 
each type of input item producing its own unique profile in the Representation layer.

4 This example goes beyond the representational resources of the partial model of semantic mem-
ory as it is depicted in Figure 19.1, so further units would need to be added to the model for the repre-
sentation of cats, the relation of approaching, and so on.
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semantic memory and its development.5 The six phenomena they single out are: 

(1) the special role that causal knowledge has in semantic memory, (2) the priv il-
eged role of certain categories, which are deemed more natural and useful for 
purposes of generalization, (3) children’s proneness to so- called illusory cor rel-
ations, where they take exemplars of a given category to have properties they 
clearly lack, (4) the fact that the properties that children take to be more im port-
ant vary depending on the type of category in question, (5) the fact that concep-
tual reorganization exhibits patterns akin to theory change in science, and (6) the 
fact that children acquire concepts for very broad categories before acquiring 
concepts for narrower categories and subcategories. For each of these phenom-
ena, Rogers and McClelland present concrete simulations to show it can arise on 
their model through environmental stimulation and feedback. On this basis, they 
claim to offer a fully specified computational mechanism that explains the origin 
of the most basic facts about semantic memory. They argue that this is a major 
advantage over the rationalist accounts that they are opposed to in that, although 
these rationalist accounts are grounded in experimental findings, they generally 
have little to say about the computational operations that take place in semantic 
memory tasks; instead, they tend to stick to high- level descriptions of children’s 
conceptual competence, or offer only the general outlines for a computational 
procedure.6

Although we won’t be able to work through the way that Rogers and McClelland’s 
model accounts for each of the six phenomena they cite, we will briefly consider 
their treatment of one of these phenomena in order to convey the strengths 
of their account and to see why their connectionist model might be thought to 
argue against concept nativism. We will focus on their account of the apparent 
developmental progression in which concepts for very broad categories are 
acquired before concepts for narrower categories and subcategories.

Mandler and McDonough (1993) argue for the existence of this developmental 
progression by examining young children’s ability to distinguish different cat-
egor ies using an object examination task, a methodology that uses infants’ spon-
tan eous behaviour in manipulating sets of objects to draw inferences about which 
categories the infants are representing the objects as belonging to. In Mandler 
and McDonough’s study, infants were given four objects from the same category 
to explore (e.g., four toy animals) and then subsequently given a fifth object from 
the same category or one from a contrasting category (e.g., a toy vehicle). Mandler 

5 We should point out that while many developmental psychologists would agree with this list of 
basic developmental phenomena to explain, there is room for debate about this list and whether it 
should constrain theories of conceptual development. For purposes of this discussion, however, we 
will follow Rogers and McClelland in supposing that this list may be used to evaluate the merits of 
competing computational models of the development of semantic memory.

6 We broadly agree with Rogers and McClelland on this point: Rationalists should do more to 
address the issue of computational mechanisms underlying rationalist accounts. We would be 
delighted if our work inspired others to address this relative gap in rationalist theorizing.
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and McDonough argued that if infants spend more time exploring the object 
from the contrasting category, this indicates that they see it as new and hence are 
distinguishing between the two categories. Many developmental psychologists 
have supposed that perceptual similarity initially organizes children’s concepts. 
But Mandler and McDonough’s results seem to suggest otherwise. For instance, 
they found that 9- month- olds distinguish animals from vehicles but not dogs 
from fish, even though the animal and vehicle categories were internally percep-
tually less similar than the dog and fish categories. Both the animals and vehicles 
included exemplars with very different shapes from other exemplars in the same 
category (e.g., an elephant and a bird among the animals, and a motorcycle and a 
train among the vehicles). In contrast, the exemplars of dog and fish were highly 
similar within their respective categories and dissimilar across categories (e.g., all 
of the dogs had four legs, heads, and ears, and all of the fish had fins). This and 
related work (Mandler et al. 1991; Pauen 2002) has been widely taken to show 
that children acquire a general concept for animals prior to acquiring concepts 
for particular types of animals.7

To show that their connectionist network can account for this type of pattern 
of progressive conceptual differentiation, Rogers and McClelland trained the net-
work on the items in Figure 19.2 and examined the Representation layer at three 

7 Mandler et al. (1991) caution against describing these more inclusive categories as superordinate 
categories and adopt the term global categories instead in order to make clear that children’s earliest 
concepts needn’t comprise a well- defined hierarchical system of classification.
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Figure 19.2 Rogers and McClelland’s simulation of the pattern of conceptual 
differentiation in childhood in which broad categories appear before narrower 
categories. Each row depicts the activation levels in the Representation layer of the 
connectionist network for a given input item. Epochs consist in the presentation of 
every item- relation pair in the training set. After 50 epochs, there is little 
differentiation among categories. However, after 100 epochs, animals and plants are 
differentiated, and after 150 epochs, so are subcategories for animals and plants. 
(From Rogers and McClelland 2004. Reproduced with permission.)
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points in the training— after 50, 100, and 150 epochs, where an epoch is a training 
sequence in which every item- relation pair in the training set is presented one 
time to the network. This means that in 50 epochs the network will have had fifty 
rounds of inputs of pine, oak, rose, daisy, robin, canary, sunfish, and salmon for 
each of the four represented relations (isa, is, can, has), with feedback on each 
round. The results can be seen in Figure 19.2. Notice that at epoch 50, the activa-
tion levels in the Representation layer of the network show little differentiation 
for the different inputs. But things change by the time the network has processed 
these item- relation pairs fifty more times (epoch 100) in that activation levels in 
the Representation layer for plants begin to differentiate from those for animals. 
And by the time the network has processed these item- relation pairs another fifty 
times (epoch 150), not only does the network differentiate plants and animals, 
but it distinguishes subcategories within these broader categories too (e.g., trees 
vs. flowers).

Some of Rogers and McClelland’s critics have dismissed such findings on the 
grounds that the model isn’t sufficiently realistic. And it’s true that in many ways 
it isn’t. Among other things, their training regimen depends on cycles in which 
every possible input item is presented to the network. That would be like a child 
never experiencing a pine tree without also experiencing a sunfish, and for this to 
happen over and over. Clearly, real children would have different levels of exposure 
to these categories, and the timing of these encounters would be far more variable. 
Notice also that the inputs already embody the distinctions between different 
categories (Snedeker 2008). This is to suppose that the child already has the input 
representations, for example, that she can differentiate the category pine from oak 
and can always tell when she is encountering a pine rather than an oak. The 
training regime also provides an unrealistic level of feedback to the child (Marcus 
and Keil 2008). Every time the network receives input during the training regi-
men (i.e., for every epoch), it is given comprehensive and ac cur ate feedback 
regarding the network’s predictions for each item- relation pair. That would be 
like a child being in a position to note in every encounter with a robin not only 
whether it moves and flies, but also whether it has properties that are less readily 
perceptible in a given viewing, such as whether it grows. Even for readily percep-
tible information, having accurate feedback about the correct output for every 
input is not realistic. Consider learning that birds sing. Since the training would 
indicate an error if siNg isn’t activated when the input is a bird, this would be 
tantamount to a child never seeing a bird that isn’t singing.8

8 Of course, it is possible that testimonial evidence could mitigate some of these difficulties, but 
testimonial evidence can only go so far since children aren’t given comprehensive and accurate verbal 
feedback about every possible item- relation pairing either. Moreover, some of the developmental 
patterns that Rogers and McClelland aim to explain are present in prelinguistic infants and hence 
before they could take advantage of testimony.
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However, despite these criticisms, Rogers and McClelland’s simulation does 
demonstrate that at least in principle a domain- general connectionist network 
can gradually evolve in a way that mimics one of the six basic features of conceptual 
development that they set out to explain. And this suggests that artificial neural 
networks may play an important role when it comes to constructing an explicit 
computational model of conceptual development. But does it show that such a 
model must be— or ought to be— an empiricist model?

No, it doesn’t. The key point to recognize is that there is nothing inherently 
empiricist about connectionist modelling. It is perfectly possible to advance 
rationalist connectionist models. This point has been understood since the early 
days of connectionist modelling even though it is rarely emphasized. For 
ex ample, Rumelhart and McClelland’s seminal Parallel Distributed Processing, 
which sparked an explosion of interest in connectionist modelling, clearly cham-
pioned empiricist forms of connectionist modelling (McClelland et al. 1986; 
Rumelhart et al. 1986). Nonetheless, Rumelhart and MClelland were explicit that 
“PDP models, are, in and of themselves, quite agnostic about issues of nativism 
versus empiricism” (Rumelhart and McClelland 1986, p. 139).

What would a rationalist connectionist model of semantic memory look like? 
One possibility would be to adapt Rogers and McClelland’s own model so that 
the network’s initial state isn’t restricted to random connection values. Instead, 
the network could start off with connection weights that are already set to values 
that predispose it towards certain categorical distinctions.9 For example, the net-
work’s initial weightings for at least some categories could be set to something 
closer to those that appear at Rogers and McClelland’s 100th epoch. In that case, 
the network would start out with patterns of activation that don’t treat things like 
pine trees and sunfish indiscriminately. It would already be disposed to classify 
animals together and to classify plants together and to form different types of 
inferences and generalizations regarding these classifications.

Suppose that it is granted that we ought to be pursuing computational models 
of development broadly along the lines of Rogers and McClelland’s model.10 The 
question then becomes how to choose between empiricist versions and rationalist 
ones. As we read Rogers and McClelland, they claim that empiricist models are 
preferable on the grounds that, if a network can be trained to settle on activation 

9 Other potential rationalist modifications include a more selective arrangement of connections 
among the units and an arrangement in which the network appears within a larger rationalist archi-
tecture (e.g., receiving input from and providing input to other mechanisms that involve characteris-
tically rationalist psychological structures).

10 There are further complex issues about the viability of neural network modelling that we can’t go 
into here, especially the need for models that implement or interface with systems of structured repre-
sentations in which abstract operations can be defined over stored variables (Marcus 2001). These 
limitations have led Rogers and McClelland to postulate a second system that contributes to semantic 
memory, one that is capable of rapid learning based on minimal input (Rogers and McClelland 2008, 
p. 713).
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patterns corresponding to the six developmental phenomena they have singled 
out for its evaluation, there is no need to postulate more structure. Its success in 
settling on the right patterns “calls into question the necessity of invoking initial 

domain- specific knowledge” (2008, p. 690).
Notice that this is a variant of methodological empiricism, which we discussed 

in Chapter 17. Rogers and McClelland are assuming that empiricism should be 
taken as the default view and that rationalism should be rejected if an empiricist 
model (in this case, an empiricist connectionist model) is possible. As before, 
however, the issue shouldn’t be whether empiricist accounts are possible but 
which sort of view— empiricist or rationalist— provides the best overall ex plan-
ation of conceptual development. Since both rationalism and empiricism are 
compatible not only with connectionism in general but also with the sorts of con-
nectionist models that Rogers and McClelland offer, the issue should be whether 
empiricist or rationalist versions of these models are better at explaining the 
existing data. This means that we need to do more than ask if a connectionist 
model can in principle show how the classification of plants and animals (or 
other categories) emerges from a general- purpose system of representation. We 
also need to give full consideration to the sorts of evidence and arguments for 
concept nativism that were covered in Part II. To our mind, this broader set of 
considerations attests to the fact that, if a connectionist network is to be used to 
model semantic memory, then it ought to be a rationalist connectionist network, 
one that builds in certain innate categories and enough innate structure to accom-
modate a significant number of category- specific inferences.

Regarding the representation of animals, in particular, we have already seen 
that a case can be made for a number of mechanisms pertaining to animals that 
incorporate characteristically rationalist psychological structures. Earlier we 
highlighted the case for a rationalist learning mechanism for biological motion 
detection supporting the identification of animals (Chapter 10), for a rationalist 
learning mechanism that can interrupt current action in response to the presence 
of nearby animals (the animate monitoring hypothesis) (Chapter 14), and for 
category- specific rationalist learning mechanisms for acquiring socially mediated 
knowledge about dangerous animals (Chapter 14).

For another example of a phenomenon related to the representation of animals 
that is best explained in rationalist terms, consider the simple fact that animals 
are understood to have insides and that these insides are taken to matter to what 
an animal is and what it can do. How might an empiricist connectionist model 
explain where this understanding comes from? Presumably, if it were to emerge 
in preverbal children, this would require experiences of animals and their insides 
to guide the adjustment of its connection weights— for example, seeing a fish with 
a severed head or a fallen bird with a gash along its chest. Such experiences are 
not out of the question if we are talking about a learning process that continues 
through preschool and beyond; older children may well have built up the 
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relevant experience. But we can be fairly confident that the needed experience 
isn’t reliably available to preverbal infants, at least in the dominant population 
surveyed in contemporary developmental psychology, namely, infants from 
urban communities in European and North American countries. They simply 
don’t reliably have experiences of “open” animals and aren’t reliably in a position 
to benefit from what might be said about animals’ insides (that is, assuming adults 
have any proclivity to discuss this matter around them in the first place).11

For this reason, one way to test whether an empiricist connectionist network 
offers the right framework for modelling this important feature of children’s 
understanding of animals is to focus on preverbal infants’ expectations about 
which types of objects have insides. Setoh et al. (2013) approached this matter by 
examining 8- month- old’s expectations regarding simple objects that are either 
animal- like by virtue of being both self propelled and agentive, or not animal- like 
by virtue of lacking these key properties.12 They found that infants look longer 
when a self- propelled agentive object is rotated and revealed to be hollow (i.e., to 
have no insides, like an empty open tin can) compared to when a similar self- 
propelled agentive object is rotated and revealed to be “closed” (like an unopened 
tin can). But infants don’t look longer if the hollow object isn’t both self- propelled 
and agentive. In other words, preverbal infants expect an object to have insides 
when and only when it is classified as animal- like in being a self- propelled agent.

What about the representation of plants? Notice that just as evolutionary con-
siderations suggest that characteristically rationalist psychological structures are 
involved in representing and acquiring knowledge about animals, similar consid-
erations extend to plants too. Plants were prevalent in human evolution and 
essential to the human diet and to other human activities (e.g., providing ma ter-
ials for construction). Moreover, many types of plants were also dangerous. The 
plants our ancestors lived among contained harmful, even deadly, chemical 
 toxins, and often harboured mechanical defences, such as stinging hairs and 
thorns. Researchers who have highlighted the adaptive problems associated with 
these facts have begun to look for early plant- specific cognitive and behavioural 
dispositions in young children. What has been discovered so far is a rich set of 
domain- specific capacities that are unlikely to have been acquired on the basis of 
more fundamental domain- general processes.13 For example, infants have been 

11 As was noted in Chapter 11, infants and very young children in these societies have little or no 
exposure to death. When they do encounter animal insides in the form of meat, this is typically pre-
sented in a highly antiseptic manner— to the point where children’s later recognition that they are 
eating the insides of an animal often amounts to a shocking discovery.

12 Setoh et al. explain that “self- propelled objects are those that start moving by themselves, with-
out contact with other objects, whereas agentive objects are those that interact contingently with 
other objects, again without contact” (2013, p. 1). The agentive cue they used was whether the object 
appeared to initiate and engage in a brief conversation with the experimenter.

13 Wertz (2019) refers to this collection of capacities as the “PLANT System”, short for Plant 
Learning and Avoidance of Natural Toxins System.
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found to be more reluctant to touch plants than artefacts and other natural 

en tities (e.g., shells) (Wertz and Wynn 2014a), they touch plants less even after 
having made some contact with them (Włodarczyk et al. 2018), they look more at 
nearby adults when about to touch a plant than when they are about to touch 
other things (Elsner and Wertz 2019), and they are more disposed to overcome a 
reluctance to touch a novel plant compared to a novel artefact after witnessing an 
adult touching these things (Włodarczyk et al. 2020).

There are also early emerging plant- specific inferential dispositions that are 
connected to the representation of food. One that is particularly interesting is that 
infants seem to be predisposed to understand that plants are a food source, a pre-
disposition that constrains social learning. In one study (Wertz and Wynn 2014b), 
18- month- olds were shown a plant and an artefact, each of which had dried fruits 
attached to them, and witnessed an adult performing the very same action 
towards both the plant and the artefact. In one condition, the adult performed a 
food relevant action (removing a fruit and placing it in her mouth), first from the 
plant and then from the artefact (or vice versa). In another condition, the adult 
performed a food irrelevant action (removing a fruit and placing it behind her 
ear), again first from the plant and then from the artefact (or vice versa). In both 
conditions, this was followed by a second adult removing the rest of the fruits 
from both the plant and the artefact and placing them on two plates, with the 
plant’s fruits on one plate and the artefact’s fruits on another. Finally, the infants 
were permitted to reach for a fruit from either of the two plates while being asked 
Which one can you eat? (when they had witnessed the food- relevant actions 
towards the plant and the artefact), and Which one can you use? (when they had 
witnessed the food- irrelevant actions towards the plant and the artefact). Notice 
that if children are predisposed to think of plants as a food source, then after see-
ing the food- relevant action and being asked Which one can you eat?, they should 
show a preference for the plant’s fruit rather than the artefact’s. But after seeing 
the food- irrelevant action and being asked Which one can you use?, they should 
have no preference between them. This is exactly what happened. What’s more, 
a second experiment revealed the same predisposition in infants as young as 
6 months old.14 Apparently, very young children expect that plants provide food.

Now, of course, with the right type of experience and a sufficient amount of 
time, a domain- general learning mechanism could figure out that plants are 
potential food sources. But what these results highlight is that, as a matter of fact, 
the human mind is innately disposed to think in these terms. After all, the tested 
infants were from New Haven, Connecticut, and presumably not routinely 

14 At this age, a violation of expectation procedure had to be used. Wertz and Wynn reasoned that 
if 6- month- olds are predisposed to classify plants as potential sources of food, then they should look 
longer when the food- relevant action is performed with the fruit taken from the artefact as opposed to 
fruit taken from the plant but should look equally at the food- irrelevant action performed with the 
fruit taken from the plant and the artefact. This is just what was found.
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exposed to people removing fruits from plants prior to ingesting them— certainly 
not in the first six months of life. Quite the contrary, most fruit in American 
homes comes from non- plant sources— indeed, it comes from artefact sources, 
such as refrigerators, cabinets, bowls, colourful plastic containers, and so on. 
Moreover, typical plants encountered in American homes show no evidence of 
producing fruit or any other type of food, for that matter. And, yet, these 
6- month- olds nonetheless expected plants rather than artefacts to be potential 
food sources.

To put this point more directly in terms of the needs of an empiricist connec-
tionist learning system, if provided input for numerous observations of people 
acquiring food from plastic containers and other non- plant sources, it ought to 
adjust its connection weights to increase activation from ArtefAct to food 
source, while decreasing activation from plANt to food source. But then the 
simulation would get the wrong result; it wouldn’t register real children’s preco-
cious appreciation of plants as potential food sources. In contrast, a rationalist 
connectionist network could implement and hence explain this early disposition 
by postulating initial connection weights that favour the spread of activation from 
plANt to food source. Likewise for the finding regarding infants’ hesitancy to 
touch plants compared to artefacts and non- plant natural objects (Wertz and 
Wynn 2014a). Here too a rationalist connectionist model could postulate initial 
connection weights that favour the spread of activation from plANt to dANger, 
for example.

We have identified a number of problems with the assumption that connec-
tionist research undermines concept nativism. Most importantly, we have stressed 
that connectionist models must take into account the sorts of arguments for 
rationalism put forward in Part II, which tell us that semantic memory doesn’t 
start out as a largely undifferentiated system of representation. As a result, it 
would seem that the best way to develop artificial neural network models of the 
system of concepts involved in human semantic memory is to incorporate innate 
content through a range of characteristically rationalist psychological structures 
in the acquisition base— in other words, for researchers to pursue rationalist con-
nectionist models.15

15 Much the same could be said about Bayesian models of development, which are often seen as 
being opposed to rationalist accounts of conceptual development (Perfors et al. 2011). A major 
advantage of Bayesian models is that, in contrast to many neural net accounts, Bayesian models read-
ily incorporate highly structured representations. There is also evidence that Bayesian models capture 
aspects of children’s word learning (Xu and Tenenbaum 2007) and that infants employ Bayesian stat-
is tic al inferences when forming generalizations about categories (Dewar and Xu 2010). But it’s 
im port ant to recognize that Bayesian models aren’t inherently empiricist models even though 
Bayesian statistical inferences can be applied across different content domains. This is because any 
given Bayesian model will presuppose a certain way of representing both the data and the hypothesis 
space that learners are working with, as well as the relevant prior probabilities, and these could stem 
from characteristically rationalist psychological structures in the acquisition base. Moreover, domain- 
general Bayesian learning might be one component of an overall rationalist approach to a given 
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There is another possibility, however. This is that the problem with the con-
nectionist models that we have been discussing so far isn’t so much with their 
empiricism as it is with the particular kinds of artificial neural networks that they 

have employed. Perhaps newer types of artificial neural networks— ones that fall 
under the deep learning research paradigm— could do better. In fact, many pro-
ponents of deep learning see the situation in precisely these terms, advocating for 
recent machine learning techniques in AI while simultaneously adopting much 
the same empiricist assumptions that motivated earlier connectionist research.

Deep learning models differ in a number of ways from earlier types of neural 
network models (Buckner 2019; Serre 2019). The most obvious difference— and 
the main reason they are called deep learning models or deep neural networks— is 
that, compared to earlier models, they contain considerably more layers of units 
standing between a network’s input units and its output units. Depth is a measure 
of the number of intervening layers— the more intervening layers, the greater the 
“depth” in the system. In addition, deep neural networks often employ com bin-
ations of hidden layers with tightly restricted connections among their units. This 
design can realize a set of hierarchically organized features detectors, which 
locate certain patterns regardless of where they appear in the network’s input (or 
in a preceding hidden layer) and amplify these signals for further processing. 
Deep neural networks are also adept at dealing with very large quantities of data 
and are typically trained on massive data sets.

As a result of these and related characteristics, deep learning models have 
proven to be remarkably good at pattern classification. This has led to many 
advances in machine learning with a range of applications (LeCun et al. 2015). 
These include applications in medical diagnoses (Chilamkurthy et al. 2018), pre-
diction of folded protein structure (Jumper et al. 2021), computer chip design 
(Mirhoseini et al. 2021), speech recognition (Hinton et al. 2012), translation 
between languages (Bahdanau et al. 2014), and obstacle detection for driverless 

domain. For example, a rationalist account of conceptual development might hold that in a given 
conceptual domain there are innate principles, concepts, or other representations that provide a start-
ing point for further conceptual development, and that what domain- general Bayesian learning does 
is fill out, or possibly override, some or all of this initial structure. Take, for example, an important 
recent proposal by Nichols (2021) which focuses on the origins of moral judgements. Nichols aims to 
explain such patterns as the fact that children acquire rules that prohibit doing something (e.g., steal-
ing) rather than rules that prohibit both doing something and allowing that thing to be done, even 
though children don’t seem to be given explicit information about this distinction. Nichols and his 
colleagues make a good case that this feature of children’s learning may result from domain- general 
statistical inference— that it is a special case of the size principle, which favours a narrower rule over a 
more general rule when the available evidence is consistent with both (Nichols et al. 2016). However, 
this may all be true and yet there may still be a rich innate domain- specific sociomoral system that 
serves as part of the background to this learning. As we noted in the previous chapter, preverbal 
infants represent and reason about complex social relations and have expectations about such things 
as social dominance, aiding allies, and fairness, which are likely grounded in innate concepts or prin-
ciples or rationalist learning mechanisms. Like the accounts based on neural networks we have been 
discussing in the text, Bayesian accounts will often best be developed within a broader rationalist 
framework.
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cars (Huval et al. 2015), among many others. Artificial neural networks using 
deep learning pattern recognition techniques have also excelled in playing chal-
lenging strategic games, defeating the very best human players at Go (Silver et al. 
2016; Silver et al. 2017).

Despite these and other significant achievements, and despite claims to the 
contrary by deep learning theorists, we will argue that deep neural networks 
don’t significantly alter the landscape of the rationalism- empiricism debate. Like 
earlier connectionist models, deep learning models do not undermine rational-
ism, and also like earlier connectionist models, the best way to develop deep 
learning models of human conceptual capacities is in the context of a broader 
rationalist framework. We will illustrate these points by focusing on deep learn-
ing research on the categorization of visual images.

Deep learning models have had impressive results in this area (e.g., Krizhevsky 
et al. 2012/2017; He et al. 2016; Phillips et al. 2018; Hu et al. 2018). The training 
given to deep neural networks for image classification typically involves large sets 
of images in which the network is presented with many examples of different 
types of objects along with information about how they should be classified 
(whether it is being shown a dog, guitar, chair, lizard, elephant, and so on). For 
example, the network might be presented with an image of a dog (say, an image of 
a dog sitting on a rug) and be told that it is a dog, and then presented with an 
image of a lizard (an image of lizard lying in the grass) and told that it is lizard, 
and then presented with a different image of a dog (a dog running on a beach) 
and told it is a dog, and so forth for millions of images. Following this type of 
training, deep neural networks are then able to generalize beyond the exemplars 
that they were trained on, successfully classifying new exemplars from the cat-
egor ies they were trained on (e.g., correctly classifying new images of dogs that 
were not part of the training set). What’s so exciting about this research is the 
phenomenal accuracy such models have achieved, which by some measures, 
equals or even surpasses human accuracy rates (see, e.g., He et al. 2016).16

In considering the bearing of these results on the rationalism- empiricism 
debate, it should be kept in mind that these sorts of models have been designed 
with a different aim than Rogers and McClelland had for their model of semantic 
memory. While Rogers and McClelland’s model was intended to learn a broad 
range of facts about different types of objects— facts that correspond to people’s 
everyday knowledge about what they are like and what they can do (e.g., that 
birds fly)—deep learning image classification models are directed at the problem 
of visual categorization. Their focus is primarily on the capacity to classify visual 

16 We should note that this favourable comparison with human categorization performance 
depends on precisely how categorization accuracy is measured. One common measure of accuracy 
deems a network to make the correct choice for a given item if the correct choice is among the net-
work’s top five choices for that image. Overall accuracy, then, is a matter of the percentage of items 
where the correct answer is among the network’s top five choices.
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images in terms of object categories (e.g., the capacity to classify images of birds 
as birds, or, in any case, to classify birds as a unified visual category).

The fact that deep neural networks have achieved such high levels of accuracy 
in classifying new instances of categories they have been trained on naturally sug-
gests they are forming representations that correspond to ordinary visual object 
categories (e.g., dog, bird, guitar, and so on). However, there is another possibil-

ity, namely, that their success depends more on their generalizing across high- 
level patterns in the images taken as a whole and does not involve their ability to 
isolate and identify the focal objects in the images at all.

In fact, evidence from research on so- called adversarial images strongly sug-
gests that something like this is what is going on. Adversarial images are ones that 
have been altered specifically to trick deep neural networks (see Figure 19.3). One 
type of adversarial image involves global changes across the entire image, changes 
that are subtle enough that human observers may not even detect them but that 
nonetheless lead state- of- the- art deep neural networks to dramatically change 
how they categorize the image, for example, switching from confidently saying 
that an image is of a Christmas stocking to confidently saying that it is of an ele-
phant (see Figure 19.3(a) and (b)) (Moosavi- Dezfooli et al. 2017). Another type 
of adversarial image involves relatively small local changes to an image’s back-
ground without affecting the focal object. This too can lead to dramatic changes 
in image categorization, for example, leading deep neural networks to switch 
from confidently saying that an image is of an elephant to confidently saying it is 
of a stingray (see Figure 19.3(c) and (d)) (Karmon et al. 2018). Highly successful 
deep neural networks for image classification can also be derailed by patterns that 
are completely unrecognizable to human observers yet lead these models to con-
fidently categorize an image as being of a particular type of animal or artefact, for 
example, saying it is an image of peacock or a penguin (see Figure 19.3(e) and (f )) 
(Nguyen et al. 2015).

Needless to say, none of this calls into question the value of deep neural net-
works in a wide range of important applications. Such networks still represent 
major advances in medical diagnosis or speech recognition technology, for 
ex ample, and accordingly are of enormous practical value. But what these specific 
types of failures do strongly suggest is that, when deep learning models are suc-
cessful at correctly categorizing images of ordinary objects— elephants, stockings, 
and so on— they aren’t doing so in the same way as humans.

For many researchers who work on deep learning, this disparity between arti-
ficial and human image processing is of little consequence, since their aim isn’t to 
capture the way that human visual categorization works. Rather, like other 
researchers in AI, their aim is to show that certain things that humans do can be 
done equally well (or even better) by a machine, even if the processes the machine 
relies upon are radically different from the psychological processes underlying 
human cognitive capacities. However, if image categorization in deep neural 



Figure 19.3 Deep learning image categorization errors. Adversarial images expose 
significant limitations among deep learning models that have otherwise been found 
to successfully categorize novel images. The labels under these images reflect 
categorization decisions that state- of- the- art deep neural networks made with high 
confidence. While image (a) is correctly categorized as a Christmas stocking, subtle 
changes to the entire image lead it to be incorrectly categorized as an elephant, as in 
(b) (Moosavi- Dezfooli et al. 2017). Likewise, while image (c) is correctly categorized 
as an elephant, a change made just to a small part of the image background causes 
the network to categorize it as a stingray, as in (d) (Karmon et al. 2018). The images 
(e) and (f ) aren’t seen as animals of any type by human observers but are categorized 
by highly successful deep neural networks as a peacock and a penguin with over 
99% confidence (Nguyen et al. 2015). (Images reproduced with permission. Images 
(a) and (b) from Moosavi- Dezfooli et al. 2017, images (c) and (d) from Karmon 
et al. 2018, and images (e) and (f ) from Nguyen et al. 2015; (c) Photo: Jason Pratt / 
Wikimedia Commons / CC- BY- 2.0.)
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networks is achieved using computational processes that are very different from 
the ones that are at work in ordinary human visual categorization, then it tells us 
very little about human psychology and the representations and processes 
involved in human visual categorization. This means that it will also tell us very 

little about the rationalism- empiricism debate and the origins of human concepts.
Moreover, even if there were a greater correspondence between the way that 

deep neural networks and human beings categorize visual images— even if these 
representational capacities were identical— deep neural networks need to be able 
to acquire these representational capacities under the same kinds of conditions 
that actual human learners are able to if deep learning research is to have a direct 
bearing on the rationalism- empiricism debate. As we noted earlier, deep neural 
networks are typically trained on massive data sets. Image classification networks 
are often given literally millions of examples of distinct images of the objects— 
with complete and accurate information in each case as to what the image is an 
image of. This is in stark contrast with some of the case studies that were dis-
cussed in Part II, where representational and conceptual capacities were found to 
be in place with little or no experience of instances of their categories (see 
Chapters 8, 10, 13, and 14). Representations of biological motion, partly occluded 
objects, number, and faces, for example, are all manifest in human infants 
at birth.

Even for representations of specific object categories— the sorts of animals, 
artefacts, and other objects that these networks have been trained on— it is not at 
all plausible that human learners normally make use of the massive amount of 
input that deep neural networks are typically given.17 Nor are human learners 
provided with comprehensive and accurate feedback about how to generalize 
from one experience to another in the course of a learning period, making sure 
that they treat all of the dogs as one type of object, all the elephants as another, 
and so on.

None of this is to say that deep learning systems can’t be useful in modelling 
human visual categorization or the acquisition of human concepts of particular 
types of objects. For all that we have said, deep neural networks may provide a 
key part of the story of how these concepts are acquired. There are two ways this 

17 In fact, humans can readily learn new visual object categories on presentation of a single new 
instance, via what has been called one shot learning. Bayesian models of one- shot learning explain it 
by means of prior knowledge that structures this learning (Fei- Fei et al. 2006; Lake et al. 2015). 
Bayesian researchers generally suppose that this prior knowledge is acquired via domain- general 
learning mechanisms, but another possibility is that some of it is innate or acquired via rationalist 
learning mechanisms. A striking example of one- shot learning involving rationalist learning mech an-
isms is the ability of newborn chicks to acquire viewpoint invariant representations of an object based 
on their very first image of an object (Wood and Wood 2020). In this research, newborn chicks were 
reared in highly controlled conditions so that their initial visual experience after birth was limited to a 
single object seen only from a single viewpoint. Subsequently they were shown this same object from 
a different viewpoint and a new object. The chicks were found to prefer the familiar object (that is, the 
one they had been trained on but from a different viewpoint) over the new object.
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might go. The first, which is closest to the aspirations of many of the theorists 
working on deep neural networks, is that these models could be modified to build 
in more innate components to constrain learning in a way that makes the account 
only a modestly rationalist one overall. This approach might include a network 
organization that is predisposed to segregate objects from their background and 
from one another and, moving beyond images to dynamic input, might incorporate 
the sorts of innate domain- specific principles for representing and reasoning 
about objects that we discussed in Chapters 10, 15, and 17.18 It might also include 
rationalist learning mechanisms for biological motion detection and other 
special- purpose mechanisms that act as filters on the categorization process. In 
this way, deep neural networks for image classification could be developed to 
include at least a modest amount of innate content and innate domain- specific 
structure— structure that initially constrains how they respond to visual images 
and that channels a network’s learning in the same direction that it would be 
channelled by the human acquisition base.

The second way in which deep learning might contribute to the acquisition of 
concepts of particular types of objects is as part of a thoroughly rationalist 
approach that is more in line with the form of concept nativism we argued for at 
length in Part II. Such an account would see deep learning models as fully 
integrated with a rich acquisition base with characteristically rationalist psychological 
structures bearing on many different conceptual domains. It wouldn’t take the 
kinds of concepts at issue here—concepts of specific types of objects (stockiNg, 
elephANt, etc.)— to be innate.19 But there is good reason to suppose that their 
acquisition builds on a diverse range of characteristically rationalist psychological 
structures in the acquisition base that work in conjunction with domain- general 
processes.

This second way of incorporating more innate structure is motivated by the 
fact that many of the obstacles for empiricist connectionist models that we men-
tioned earlier would equally be obstacles for empiricist deep learning models. For 
ex ample, as we noted in the discussion of Rogers and McClelland, the many 
rationalist learning mechanisms that we argued for in Part II are relevant to any 
account of semantic memory. The further examples we discussed in this chapter 
pertaining to animals and plants also illustrate the need to move towards a more 

18 Adding this structure wouldn’t just make deep learning systems better able to model human 
learning. By building in more innate domain- specific structure, this might also make them better at 
fulfilling the goal in AI research of creating machines that excel at tasks that normally require human 
intelligence (cf. Lake et al. 2017; Marcus 2018; Versace et al. 2018).

19 It’s worth noting that such an approach would not even require these sorts of concepts to be 
learnable only via rationalist learning mechanisms. Perhaps under some circumstances (e.g., circum-
stances in which learners have access to unusually large amounts of data or to data of just the right 
type), they could be acquired by domain- general learning mechanisms. The point is that these condi-
tions do not hold for the sorts of cases that are the focal point of competing rationalist and empiricist 
models— these are typically cases in which there isn’t access to this type of data or the time or other 
resources that would be needed to make good use of it.
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rationalist account. Prelinguistic infants seem to intuitively expect animals to 
have insides. But this isn’t because they have seen a great many “open” animals. 
Likewise, prelinguistic infants seem to intuitively understand that plants are a 
food source. But this isn’t because they regularly see food being extracted from 
plants. So, regardless of how deep a network is, if an artificial network is going to 
be able to explain how human children come to have such knowledge, it needs to 
be able to do this without having a training period that includes many examples 
of these types of experiences.

In sum, there is no incompatibility between artificial neural network model-
ling and concept nativism. While many researchers have assumed that artificial 
neural networks vindicate empiricism, such networks can be developed in either 
empiricist or rationalist ways. Given the powerful evidence for a broad range of 
concepts being innate or acquired via rationalist learning mechanisms (see Part 
II), the most plausible path forward for artificial networks to model human con-
cept acquisition is one in which they incorporate a suite of characteristically 
rationalist psychological structures.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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20
Neuroconstructivism

Domain- specific learning mechanisms are a prominent and central feature of 
rationalist theories of the mind. They are also widely rejected by empiricists. This 
rejection represents a core element of empiricism when the domain- specific 
mechanisms in question are ones that are claimed to be innate or when their 
domain specificity is claimed to stem from characteristically rationalist psycho-
logical structures in the acquisition base. In these circumstances, the rejection of 
domain- specific learning mechanisms is tantamount to a rejection of rationalism. 
Many empiricists would go further, rejecting not just these types of domain- 
specific learning mechanisms but also the very idea that domain- specific mech-
an isms play an important role in human cognition, even in adults. However, this 
is not the only option for empiricists. Another possibility, briefly noted in Chapter 
19, is to accept the existence of domain- specific mechanisms in mature cognition, 
but to hold that such mechanisms are not rationalist learning mechanisms, and 
instead take them to be acquired on the basis of more fundamental domain- 
general learning mechanisms.

In our view, this alternative approach is one of the most interesting ideas to 
come out of contemporary empiricist theorizing. Such a view doesn’t deny that 
domain- specific mechanisms play an important role in human cognition; it just 
contends that these arise as a product of domain- general empiricist learning 
mechanisms. The primary architect of this type of view, which we will refer to as 
neuroconstructivism, is Annette Karmiloff- Smith, whose seminal book Beyond 

Modularity: A Developmental Perspective on Cognitive Science laid the founda-
tions for this theoretical approach. In this chapter, we take a careful look at neu-
roconstructivism, focusing in particular on Karmiloff- Smith’s own developments 
of neuroconstructivism and her highly influential critique of rationalist accounts 
of cognitive and conceptual development (Karmiloff- Smith 1998, 2009a; Karmiloff- 
Smith et al. 2003; Filippi and Karmiloff- Smith 2013). As we will see, her view is of 
interest not only as an alternative to concept nativism but also because it claims 
to undercut rationalist arguments that focus on evidence from developmental 
disorders.

Let’s begin with a brief overview of Karmiloff- Smith’s neuroconstructivism. As 
Karmiloff- Smith explains, neuroconstructivism maintains that the cortex has a 
largely equipotential initial structure that includes a modest number of domain 

relevant mechanisms. Unlike domain- specific rationalist learning mechanisms, what 
Karmiloff- Smith calls “domain- relevant mechanisms” are taken to individually have 
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the wherewithal to process heterogeneous types of content; a given mechanism 
of this type, however, can turn out to be “somewhat more relevant to one kind of 
input over others” (Karmiloff- Smith 1998, p. 390). As Karmiloff- Smith sees it, the 
match between these mechanisms and certain types of input resides in small 
seemingly inconsequential features of different cortical areas, such as neuronal 
density, the amount of white matter, or neuronal firing threshold levels. Over 
time these small disparities can translate into big differences in cognitive develop-
ment. For example, they may result in a domain- relevant area repeatedly receiv-
ing and processing the same type of input, leading it to acquire a stable specialized 
representational function. And this in turn may prompt a cascade of events else-
where in the brain, potentially leading to further functional specialization. For 
Karmiloff- Smith, neuroconstructivism requires a major shift in thinking about 
the origins of domain specificity. “[R]ather than evolution providing pre- specified 
representations, this change in perspective places the mechanism of progressive 
ontogenetic change on centre stage” (Karmiloff- Smith 1998, p. 390).

It is important not to confuse neuroconstructivism’s domain- relevant mech-
an isms with concept nativism’s domain- specific rationalist learning mechanisms. 
Even though both of these proposed types of mechanisms are, in a sense, fit for 
particular kinds of information processing, Karmiloff- Smith’s domain- relevant 
mechanisms are not domain- specific rationalist learning mechanisms with 
 specific representational functions. They are simply supposed to be better 
 candidates than other cortical areas for processing certain types of information 
because of a very rough match between some of their structural features and 
this type of input.

For example, Karmiloff- Smith rejects the rationalist proposal that there is an 
innate language acquisition system that incorporates the principles of Universal 
Grammar or any other rules or constraints specific to language. Instead, she pro-
poses that there is a general- purpose learning mechanism that includes a domain- 
relevant mechanism— in this case, a feedback loop. According to Karmiloff- Smith, 
the incorporation of the feedback loop makes the general- purpose learning 
mechanism more suited to processing sequential input than neural tissue where 
there is no feedback loop and hence leads it to favour speech input. In time, she 
thinks, this fortuitous privileging of linguistic input leads to the development 
of  entrenched language- specific processes even though there is nothing about 
the  system that is initially specific to language (Karmiloff- Smith 1998, p. 390). 
Likewise, rather than accept the existence of an innate domain- specific mech an-
ism involved in face recognition, Karmiloff- Smith proposes that domain- specific 
circuits for face recognition start out as a domain- general mechanism for coding 
visual patterns in general, not faces in particular. But since they happen to end up 
processing far more face- based input than other types of information, this causes 
the initially non- specialised mechanism to become a stable face- specific mech an ism 
(Karmiloff- Smith 2009a, p. 59).
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In short, we have two competing explanatory frameworks to account for any 
domain- specific mechanisms that are found in typical adult cognition. These are 
the neuroconstructivist framework (with its initial domain- relevant mechanisms, 
which are domain general) and the rationalist framework (in which the domain 
specificity often traces back to characteristically rationalist psychological structures 
in the acquisition base). So the question at issue between neuroconstructivism 
and concept nativism isn’t about the existence of domain specificity, but rather 
about its origins— in particular, whether it should be explained solely in terms 
of domain- general learning mechanisms or at least partly in terms of charac-
teristically rationalist psychological structures. Karmiloff- Smith’s claim is that 
the rationalist framework has significant shortcomings, and that neurocon-
structivism, which she takes to be immune to these difficulties, is the superior 
the or et ic al framework.

Some of Karmiloff- Smith’s arguments in favour of neuroconstructivism will 
be familiar from earlier chapters. She objects to rationalism on the grounds that 
it “has a static flavour and implies genetic determination, as if states in the brain 
were hardwired, unchanging, and unaffected by developmental or environ-
mental factors” (Karmiloff- Smith 2009a, p. 58). In contrast, neuroconstructiv-
ism has the virtue of capturing the complex process of development in the way 
that it treats the brain as a “self- structuring, dynamically changing organ over 
developmental time as a function of multiple interactions at multiple levels, 
including gene expression” (Karmiloff- Smith 2009a, p. 58). Likewise, Karmiloff- 
Smith claims that neuroconstructivism fits better with what has been dis covered 
regarding the brain’s plasticity. Unlike rationalist accounts of plasticity, neuro-
constructivism’s account of plasticity is more encompassing. It has the advan-
tage, she claims, that it treats plasticity as a “basic feature of normal and atypical 
cortical development” (Karmiloff- Smith 1998, p. 397). In addition, Karmiloff- 
Smith (1998, 2009a) argues that neuroconstructivism is supported by work in 
computer modelling that shows how the different functions of the dorsal and 
ventral visual pathways could develop from small differences corresponding to 
neuronal firing thresholds (O’Reilly and McClelland 1992). In this model, the 
very same input passed through two channels that were initially identical apart 
from the speed at which their activation levels changed. This resulted in the 
faster channel coming to represent object location (as in the dorsal stream) and 
the slower channel coming to represent object identity (as in the ventral 
stream)—a demonstration that neural specialization can emerge from develop-
ment rather than having to be “prespecified in the infant neocortex” (Karmiloff- 
Smith 1998, p. 392).

Since we have already discussed similar arguments against rationalist accounts of 
cognitive and conceptual development (see Chapters 3, 4, and 13), we will 
be brief in responding to these arguments here. In our view, most of the advantages 
that Karmiloff- Smith claims on behalf of neuroconstructivism turn on mistaken 
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characterizations of the rationalist position or on considerations that, contrary to 
initial appearances, don’t actually favour her neuroconstructivism.

Karmiloff- Smith’s principal argument for neuroconstructivism is that it treats 
development as a dynamic process. Rationalism, to its detriment, is supposed to 
entail a static view of the brain in which its domain- specific rationalist learning 
mechanisms are not affected by the environment or by prior states of develop-
ment and are essentially genetically determined. Unfortunately, this purported 
contrast greatly distorts the rationalist position.

The charge of genetic determinism or that rationalism takes the environment 
to be irrelevant to development is just plain wrong. As we emphasized earlier 
(see Chapter 3), rationalists don’t hold the view that genes alone bring about 
the mind’s innate cognitive traits. It is recognized by all parties to the 
rationalism- empiricism debate— rationalists and empiricists alike— that all cog-
nitive traits are the product of interactions between genes and the environment. 
Genetic determinism is a straw man position. Rationalists can and do recognize 
that the causal processes that build the brain involve enormously complex 
interactions between genes and environmental factors of all sorts (factors in the 
intercellular and extra- cellular environment, including which other genes are 
expressed or silenced).

Also, as explained earlier, rationalists assume that the environment plays a 
powerful role in cognitive development, not just in a few isolated cases but as a 
matter of course, and that much of the time it plays a distinctively psychological 
role providing crucial input to a rationalist learning mechanism. We have given 
numerous examples throughout the book of rationalist learning mechanisms that 
embrace this sort of substantive environmental input. To mention just two, in 
Chapter 15 we saw that even for cognitive domains as basic as the representation 
of physical objects, rationalist models of acquisition postulate learning processes 
that require environmental input, such as experiences of contrastive outcomes of 
similar physical events and processes. And in Chapter 18 we noted that rationalist 
accounts of moral development can embrace substantial variation in adult moral 
norms that is sensitive to environmental factors. For example, we suggested that 
early expectations regarding fair distributions (and similar sociomoral matters) 
can give way to diverse adult norms, with early norms potentially being overrid-
den or modified through environmental input. Far from taking the environment 
to be irrelevant to development, rationalist models assume that the environment 
plays an essential role and has far- reaching effects on the conceptual system, just 
as empiricists do.

Like many critics of rationalism, Karmiloff- Smith claims that cortical plasticity 
argues against a rationalist view of the acquisition base. She takes neuroconstruc-
tivism to be superior in light of the ubiquity of neural plasticity. That is, plasticity 
is seen “as basic feature of normal and atypical cortical development”. But as we 
noted in our explanation of the argument from neural wiring in Chapter 13, 
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the issue that divides rationalist and non- rationalist accounts of the brain’s plasticity 
isn’t whether cortical plasticity exists or even how common it is. Rationalists and 
empiricists agree that neural changes underlie all mental activity, meaning that 
plasticity will be ubiquitous. The pertinent issue is whether at least a significant 
amount of this potential for change takes the form of constrained plasticity in 
which there are substantive limits on the plasticity of neural structure and 
function.

We have seen that there are indeed rather striking examples of constrained 
plasticity and that these argue for a rationalist framework. For example, recall 
the finding that the same functional differentiation that normally occurs in 
the  par ietal visual cortex shows up in people who are congenitally blind, 
with  the representation of artefacts in medial regions and the representation 
of   living animate things in lateral regions (Mahon et al. 2009). It is hard to 
see  what the neuroconstructivist account of this differentiation would be. If 
the brain is as plastic as Karmiloff- Smith maintains, then why should the same 
pattern of functional differentiation occur despite systematic and massive 
 differences in input? On the other hand, this differentiation is readily explicable 
on a rationalist account in which the functional structure of the ventral visual 
cortex is significantly constrained regarding how a relatively small number of 
evolutionarily important categories are represented. Likewise if the brain is 
largely unconstrained in terms of plasticity, it is hard to see why individuals 
like Adam (discussed in Chapter 13), who have suffered focal brain damage 
very early in life are unable to compensate for this early damage despite normal 
facial input and the great importance of face processing to daily life (Farah and 
Rabinowitz 2003). It is just as true for Adam as for neurotypical individuals that a 
disproportionate percentage of visual inputs will be from faces, so neurocontruc-
tivism should predict that Adam should still develop normal (or near normal) 
face processing mechanisms even if this takes a bit longer than in neurotypical 
individuals.

Finally, it is certainly noteworthy that something as apparently inconsequen-
tial as a difference in the speed of activation changes in two networks can, under 
certain assumptions, lead a computer model to settle on differences of function 
similar to the differentiation in the dorsal and ventral visual pathways (O’Reilly 
and McClelland 1992). But this only tells us about a theoretical possibility regard-
ing cortical development. It doesn’t tell us how this development actually takes 
place and whether the two cortical streams realize distinct innate domain- specific 
systems. As with the empiricist artificial neural networks we looked at in the pre-
vious chapter, the question isn’t whether it is possible for a computer model to 
produce an outcome that approximates a feature of mature cognition. It’s whether 
the processes that mediate this outcome correspond to the processes that actually 
take place in real human development. Karmiloff- Smith has not provided any 
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substantive grounds to suppose that they do (nor to suppose that such accounts 
would generalize to other areas of conceptual development).1

For these reasons, we take Karmiloff- Smith’s general case for neuroconstruc-
tivism and against rationalism to be unconvincing. But we still need to consider her 
critique of the way that some theorists have taken patterns of selective deficits in 
cases involving so- called genetic disorders to be evidence for rationalism.2 If her 
critique is successful, then nothing can be learned about the origins of normally 
developing cognitive capacities by looking at the performance of children with 
Williams syndrome (WS), autism spectrum disorder (ASD), or other similar 
developmental conditions. And if this is true, it might seem to considerably 
weaken the argument from neural wiring.

The sort of rationalist argument Karmiloff- Smith takes as her target is one in 
which the existence of domain- specific rationalist learning mechanisms in neuro-
typical development is claimed to be supported by patterns in atypical develop-
ment that are associated with genetic disorders. In a standard rationalist argument 
of this kind, specific cognitive impairments that appear alongside other relatively 
spared psychological capacities are regarded as providing evidence that poten-
tially argues for domain- specific rationalist learning mechanisms. In discussing 
the argument from neural wiring in Chapter 13, we presented a few examples of 
arguments along these lines. One involved the pattern of spared and impaired 
abilities in children with WS. For example, although WS children are known to 
have numerous difficulties with spatial representation, they have relatively strong 
face representation capacities, suggesting that face recognition is supported by an 
innate domain- specific rationalist learning mechanism (among other related 
characteristically rationalist psychological structures in the acquisition base). 
Another is the finding that children with ASD can have severe difficulties with 
false- belief tasks but succeed on similar tasks with photographs and maps. This 
suggests that representing and reasoning about beliefs is likewise supported by a 
domain- specific rationalist learning mechanism.

Karmiloff- Smith claims that these and similar rationalist arguments are all 
misguided. The problem in her view is that no conclusion about typical develop-
ment can be based on evidence regarding atypical development. As Karmiloff- 
Smith sees it, the “abnormal brain is not a normal brain with parts intact and 
parts impaired. It is a brain that develops differently throughout embryogenesis 
and postnatal brain growth” (Karmiloff- Smith 2000, p. 148).

1 It is no easy matter to study the functional properties of the infant brain, but an investigation of 
newborn monkeys (using fMRI) suggests that the large- scale organization of the visual system devel-
ops in advance of visual experience and that this includes the differentiation of the dorsal and ventral 
pathways (Arcaro and Livingstone 2017).

2 As we noted in Chapter 13, the term “genetic disorder” is problematic in a number of ways. 
Because of this we will sometimes use terms like atypical development.
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Karmiloff- Smith’s point is that each step in development crucially depends on 
what has happened before. Since typical and atypical development involve 
important early differences that contribute to differing neurodevelopmental tra-
jectories, subsequent developmental processes will produce pervasive differences 
in the psychologies of neurotypical and atypical individuals. Even when children 
or adults with a given condition appear to perform a task in the typical range, this 
needn’t be because their atypical development has had no effect on the capacity. 
The behaviour is likely to be implemented by different mechanisms and processes 
that manage to achieve much the same overall effect. For example, although 
 people with WS excel at identifying faces, Karmiloff- Smith takes them to recog-
nize faces in an atypical way. Where typical face recognition is holistic, Karmiloff- 
Smith holds that WS face recognition succeeds by focusing on individual facial 
features (Karmiloff- Smith 1998). As a result, their spared face recognition abilities 
are completely uninformative about whether neurotypical face recognition is 
grounded in a domain- specific rationalist learning mechanism.

Note that Karmiloff- Smith’s argument is intended to raise a principled diffi-
culty for any rationalist argument of this form.3 Her main reason for supposing 
that atypical development doesn’t tell us anything about typical development is 
her concern that small initial differences can be amplified through cascading pro-
cesses in development and lead to widespread differences in the brain even if 
some of these differences aren’t immediately apparent given current testing 
 methods. Because of these cascading effects, we should never assume that there is 
anything typical about the brains of people with a genetic developmental dis-
order and should never conclude that a purportedly spared cognitive capacity is 
the same as what’s found in typical development. As a result, the finding of what 
looks to be a spared cognitive capacity can have no bearing on whether this abil-
ity is typically grounded in a domain- specific rationalist learning mechanism.

An analogy might help to bring out the structure of this argument. Imagine 
trying to figure out the inner workings of a fully functioning clock radio by com-
paring it to other malfunctioning clock radios. This might be useful if the com-
parison were restricted to others of the same model but not when comparing the 
item to different (malfunctioning) models. The problem is that these other 
devices may realize the same general functions (clock, alarm, music, nightlight, 
etc.) in different ways. Suppose that the clock in one of these devices works fine 
despite the fact that its snooze function is faulty. This tells you nothing about the 
design of the fully functional device since the two are, after all, different models 
that may not be built from the same components or have the same overall in tern al 
organization.

3 As we will see shortly, she supplements this general argument with a number of detailed case 
studies, which will need to be addressed separately.
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Do these considerations undermine the argument from neural wiring? Is 

Karmiloff- Smith right that absolutely nothing can be learned about the neuro-
typical acquisition base by examining the pattern of abilities and deficits in  people 
with developmental conditions like WS and ASD that are associated with par-
ticular genetic anomolies? No. While it is true that the evidence from these 
sources may not provide an infallible guide to the domain- specific mechanisms 
that support neurotypical development, it can nevertheless play an important 
role in the identification of such mechanisms.

The cornerstone of Karmiloff- Smith’s argument is the claim that small initial 
differences can initiate developmental cascades that produce pervasive develop-
mental effects. As a result, there is supposed to be no reliable point of comparison 
between individuals following atypical and typical developmental trajectories. 
They may look similar in certain respects, but given the import of small initial 
differences in their development, we should expect widespread differences 
regarding the nature of their cognitive capacities and the neural mechanism that 
realize them.

But notice, if the problem about using atypical development to learn about 
typical development is these small initial differences, then we shouldn’t be in a 
position to draw conclusions about typically developing individuals even by 
studying other typically developing individuals. This is for the simple reason that, 
even among typically developing individuals, there are endlessly many small ini-
tial differences that are unique to each individual. No two people ever share 
exactly the same initial conditions (not even so- called identical twins). Consider 
also the enormous variability among the environmental factors that potentially 
affect development at every stage in the lifespan. Typically developing foetuses, 
infants, and children undoubtedly develop under a wide range of differing condi-
tions. These include things like their mothers’ stress levels during pregnancy, 
their early diet (e.g., breast milk vs. formula), their exposure to different types of 
bacteria and viruses, the number of siblings, time spent in structured play, access 
to formal education, and numerous other variables, not to mention all the differ-
ent combinations of these variables. If we were to take Karmiloff- Smith’s argu-
ment to its natural conclusion, no science of development would be possible. 
There would be no room for generalizations about any cognitive capacities and 
hence no room to investigate such things as the typical development of object 
representation, face representation, numerical representation, and so on.

But clearly there is no reason to be so pessimistic about the possibility of a sci-
ence of cognitive development. Consider that brain development is grounded in 
biological development more generally, and that biological development is robust 
in the sense that the development of a trait is often insulated from variability 
regarding the development of other traits (Machery 2011). So, on the reasonable 
assumption that brain development is like other aspects of biological develop-
ment, brain development ought to be robust too.
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Moreover, work in neuroscience has also shown that much brain development 
is robust, resulting in the same anatomical structures and the same essential 
wiring across a spectrum of conditions. Consider something as basic as the parts 
of the brain involved in visual processing. Standard accounts identify at least a 
dozen subsystems (V1, V2, V3, MT, MST, VIP, etc.) that are present in all neuro-
typical humans— and perhaps three times that number— despite many differ-
ences in initial conditions and developmental environments across individuals 
(Gazzaniga et al. 2019). These highly robust neurological subsystems reliably sup-
port the same cognitive functions across individuals. No one in developmental 
neuroscience is much troubled about claiming that the standard wiring diagram 
mapping out these structures and their complex interrelations captures the 
shared structure of (neurotypical) human vision. But if we were to take seriously 
the worry about small differences affecting development, it would be a completely 
open question whether this diagram is informative about any particular individ-
ual even if he or she seems to see things in the same way as the very individuals 
whose neural structures provided the basis for scientific theories of the vis-
ual cortex.

Much the same point holds for different groups of typically developing indi-
viduals. For example, given the initial differences between male and female foe-
tuses and infants— chromosomal differences, hormonal differences, differences 
in parental rearing, etc.—we wouldn’t be able to use evidence regarding the 
development of the visual system in one sex to learn about the visual system in 
the other sex. After all, these differences could cascade in such a way that im port-
ant ly different processes end up producing capacities that simply appear similar 
given current testing methods.

Likewise, if the concern about cascading effects were to prevent us from 
using evidence from preserved functions in atypical development, then we 
shouldn’t be able to use evidence from animals either. For example, we 
shouldn’t be able to use evidence from mammals or even non- human primates 
when it comes to studying the structure of the human visual system. After all, 
there are obviously numerous initial differences that affect the development of 
animals and humans. Nonetheless, the study of animals has been invaluable in 
discovering the structure of the human visual system (see, e.g., Bechtel and 
Mundale 1999).4

Finally, it is also worth noting that if Karmiloff- Smith were right about the 
import of potential cascading effects, this point would cut both ways— just 
as  we wouldn’t be able to use data from atypical development to learn about 

4 This is not to say that there are no relevant initial differences, or that the human visual cortex is 
identical to that of other primates. The point is simply that the existence of some differences does not 
in and of itself mean that no inferences between cases are possible, or that there cannot be common 
mechanisms or shared general features that are unaffected by the small differences.
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neurotypical development, we wouldn’t be able to use data from neurotypical 
development to learn about atypical development. Yet the study of neurotypical 
development has proven to be invaluable for understanding atypical 
development.5

What these considerations go to show is that Karmiloff- Smith’s case against 
rationalists’ use of data from atypical development doesn’t hold up as a principled 
argument. There is no more of a general obstacle to learning about neurotypical 
development by studying spared abilities in instances of atypical development 
than there is by studying other neurotypically developing individuals, or by 
study ing non- human animals such as cats and monkeys.

At the same time, it must be noted that it is still possible that in some specific 
case the seemingly spared abilities in a given type of atypical development are in 
fact different from their neurotypical counterparts, and this might undermine the 
argument from neural wiring in such a case. But if this is what the neuroconstruc-
tivist’s argument comes to, it is important to recognize that the burden of proof 
has shifted. It is now up to neuroconstructivists to show that, in a given type of 
atypical development, the seemingly spared abilities in question are actually 
atypical in important respects and hence of little relevance to the understanding 
of neurotypical development.

Let’s consider a case that Karmiloff- Smith has discussed extensively— Williams 
syndrome. As you may recall from Chapter 13, WS is a rare genetic disorder that 
is associated with a complex profile of cognitive deficits, including considerable 
difficulties with many aspects of spatial cognition combined with relatively spared 
language and face representation (Landau and Hoffman 2012). However, as 
Karmiloff- Smith (1998) points out, the genetic anomalies in WS have widespread 
effects on brain development. If one compares the fully formed brains of WS 
adults with neurotypical adults, the differences are extensive. WS brains are con-
siderably smaller (80% the volume of neurotypical brains) with reduced cerebral 
grey matter and other atypical properties. For Karmiloff- Smith, such differences 
show that it is wrong to describe the WS brain as being typical in any respect. 
We should expect widespread repercussions affecting WS cognition. And this is 
exactly what is found, according to Karmiloff- Smith.

We will focus on face recognition, one of the flagship examples she offers in 
support of her claim that rationalists have mistakenly taken cognitive capacities 

5 See, for example, Landau and Hoffman’s (2012) enlightening account of WS, which carefully 
examines many aspects of spatial representation, comparing neurotypical developmental (and its 
timeline) to the abilities found in children and adults with WS. Landau and Hoffman build a very 
strong case for the view that many of the signature peaks and valleys in WS cognition can be 
accounted for in terms of a developmental lag in which the overall pattern of development is the same 
as for neurotypical children yet is delayed and ceases at a point corresponding to the cognitive capaci-
ties present in neurotypical 4- to 5- year- olds.



490 NeurocoNstructivism

to be preserved in the brains of WS individuals.6 For Karmiloff- Smith, people 
with WS may be relatively good at recognizing faces, but not because they have a 
preserved face- specific rationalist learning mechanism. If there were such a 
mechanism that was spared relative to other WS cognitive capacities, it would 
function in the same way as it does in neurotypical control participants. But 
according to Karmiloff- Smith, WS individuals don’t represent faces in the same 
way as neurotypical individuals— where faces are typically represented in a holis-
tic manner, people with WS analyse faces largely in terms of their individual 
features.

The original basis for this claim is Karmiloff- Smith’s (1997) investigation of the 
face recognition abilities of a small number of adolescent and adult experimental 
participants with WS. Her investigation reports two relevant experiments. The 
first included a standard face memory task (the Benton test) and an informal 
 follow- up in which participants were shown the same faces again but upside 
down. (Recall that one of the key features of neurotypical face perception is that 
it is impaired for inverted faces and that this is generally interpreted as showing 
that neurotypical face perception is holistic; see Chapter 8.) Karmiloff- Smith 
found that the majority of the WS participants performed in the typical range for 
the initial task but differed from age- matched neurotypical controls regarding 
inverted faces. And when asked about how they remembered a face, they pointed 
to individual facial features, in contrast with the neurotypical participants, who 
“talked about the whole face looking the same” (p. 518).

It is doubtful that much can be gleaned from these results, however, since the 
report does not go into any detail regarding the procedures involved in the 
ex peri ment and does not present any data or statistical analysis. Moreover, self- 
report regarding such processes is no tori ous ly unreliable. People— neurotypical 
or otherwise— simply do not know how they accomplish basic cognitive tasks, 
whether the task involves recognizing faces, recovering the syntactic structure of 
a sentence, or inferring the edges of an object from differences in surface lumi-
nance. People’s answers to questions about how they accomplish such tasks say 
far more about their theories of how their mind works or about their understand-
ing of what the questioner wants to hear than about the actual mechanisms 
underlying the cognitive ability in question.7

The other experiment in Karmiloff- Smith (1997) has similar problems. The 
same participants were given a matching task, requiring them to compare faces in 
which stimuli varied as to how similar or different they were. The stimuli were 
designed so that correct answers were supposed to require more holistic 

6 See Chapter 8 for discussion of how rationalist accounts of the origins of face recognition abilities 
bear on concept nativism in light of different ways of drawing the conceptual- nonconceptual 
distinction.

7 People’s answers to these sorts of questions also give rise to illusory explanations, as discussed in 
Chapter 5.
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processing in some cases and more feature- by- feature processing in others, and 
Karmiloff- Smith contends that the WS participants’ performance was poor with 
stimuli requiring holistic processing. However, as with the previous experiment, 
the details regarding the nature of the stimuli and the procedures used are not 
reported, making it difficult to draw any substantive conclusions.

In subsequent work, Karmiloff- Smith et al. (2004) revisited the WS face- 
processing debate with three further experiments examining the developmental 
trajectory of face perception in people with WS. We will discuss just the first of 
these experiments, which we take to be the strongest of the three. In this ex peri-
ment WS participants and age- matched neurotypical control participants were 
shown pairs of faces one at a time, with both faces in the pair displayed either 
upright or inverted, and had to determine whether the faces were the same or 
not. For the face stimuli that didn’t match, this was done in two different ways. In 
one of these (the feature condition), a single feature differed between the two 
faces but the spatial relations among the features were the same (e.g., although 
the faces had different noses, these noses were matched regarding their distance 
to the eyes, mouth, and so on). In the other (the configural condition), the features 
were identical— same nose, same mouth, etc.—but the distances between some of 
these features was different (e.g., the nose was further apart from the mouth in 
one face than in the other). Karmiloff- Smith et al. analysed the results by looking 
at the cases where the faces matched separately from the cases where they didn’t 
match. They found no significant difference in accuracy between WS participants 
and neurotypical control participants for the matching stimuli, but found that 
with the non- matching stimuli, the WS participants did worse than controls in 
the upright configural condition (i.e., the condition where the difference between 
the faces resided solely in the spacing of features). This led Karmiloff- Smith and 
her colleagues to conclude that people with WS don’t process faces in the same 
holistic way as neurotypical controls.

What should we make of these results? The first point to note is that, as 
Karmiloff- Smith et al. themselves observe, in general, the WS participants per-
formed as well as the neurotypical control participants. “At first blush, our overall 
result suggest . . . the clinical group was as accurate as the controls on both identity 
recognition and difference detection” (p. 1271). The difference between them only 
showed up when Karmiloff- Smith et al. restricted their analysis to the configural 
condition for upright non- matching stimuli.

In a critical discussion of Karmiloff- Smith et al. (2004), Landau and Hoffman 
(2012) point out that this analysis obscures whether WS participants are truly less 
sensitive to configural differences in non- matching faces or whether, instead, they 
are employing a different criterion for how certain they need to be before report-
ing that two face stimuli are the same. This distinction between differences in 

sensitivity and differences in decision criteria can be clarified using signal detec-
tion theory.
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Signal detection theory is based on the idea that the response someone gives 
when asked whether they perceive a given property isn’t just a matter of their 
sensitivity to the presence or absence of the property but also depends on what is 
called their response bias. Roughly speaking, a response bias is a feature of deci-
sion making that determines how likely we are to judge that a property is present 
when, as in most cases, there is at least some uncertainty. In some circumstances, 
it may make sense to adopt a liberal response bias. This would be one in which 
there is a greater tendency to say the property is present so as to maximize cap-
turing all of the cases in which it is (“hits”) even if this means increasing the 
number of false alarms. A liberal response bias would be warranted, for example, 
when deciding whether a bump on the ground is a landmine when passing 
through a minefield. In other circumstances, it may make sense to adopt a con-
servative response bias. This would be one in which there is a greater tendency to 
maximize avoiding false alarms even if this means capturing fewer hits. For 
example, a conservative response bias would be warranted when determining 
when to initiate the launch sequence for a manned spacecraft when initiating 
this sequence without certain conditions being met would lead to disaster. 
Importantly, response bias can vary independently of a person’s sensitivity to the 
presence or absence of the target property. Even if two individuals are equally 
sensitive to the presence or absence of the property, if they differ regarding their 
response bias— if one is more liberal and the other more conservative— this 
would lead to their having different proportions of hits, misses, false alarms, and 
correct reports that the property isn’t present.

Signal detection theory provides a way of separating out how sensitive people 
are to a signal from how liberal or conservative their response bias is. When 
Landau and Hoffman applied signal detection theory to Karmiloff- Smith et al.’s 
data for the non- matching upright configural condition, they found that WS par-
ticipants had the same level of sensitivity to whether the faces were the same or 
not as the neurotypical control participants. The reason the WS participants 
responded differently was because they were adopting a more liberal response 
bias. Effectively, WS participants were more concerned to make sure that they got 
it right when the faces were the same than they were to avoid false alarms (i.e., 
saying “same” for non- matching faces).8 When the data were adjusted in light of 
response bias, there was no significant difference between WS participants and 
neurotypical participants. On the whole, then, Karmiloff- Smith et al.’s (2004) 

8 In fact, their liberal response bias had the odd result of making them more accurate than the 
neurotypical controls when responding to matching faces. Since they were more inclined to report 
“same” in general, they captured more cases where the faces were the same (achieving 81% accuracy 
compared to 74% for the control participants).
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study also fails to provide good evidence for her central claim that people with 
WS represent faces in significantly different way than neurotypical individuals do.

What’s more, there is also evidence pointing to the opposite conclusion. 
Consider, for example, the following elegant study by Tager- Flusberg et al. (2003), 
which has found strong evidence that WS adolescents and adults do engage in 
holistic face processing, just like neurotypical individuals. This study used a part- 
whole face test procedure in which a sample face is followed by two other stimuli 
and participants have to determine which of the two matches the sample. In one 
condition (whole face), the sample face is followed by two other faces, while in 
another condition (isolated part) it is followed by images of individual facial fea-
tures (e.g., two different noses). The key finding was that WS participants, just 
like age- matched controls, performed better on the whole face condition but cru-
cially only for upright faces. With inverted stimuli, there was no advantage to 
using whole faces for the test stimuli. Evidentially the WS participants were not 
representing the upright faces just in terms of their features. They were represent-
ing them in terms of how they are integrated as a whole— a very good indication 
that people with WS represent faces in the same holistic way as neurotypical 
individuals.9

In short, concept nativism stands up well to the neuroconstructivist critique. 
The objections regarding genetic determinism, environmental sensitivity, and 
neural plasticity turn on mischaracterizations of the commitments of rationalists. 
Neuoconstructivism has no advantage over rationalism regarding any of these 
concerns. There is also no principled reason to suppose that the argument from 
neural wiring is undermined by the fact that small initial differences might lead 
to comprehensive differences in the brains and cognitive capacities of neurotypi-
cal individuals and individuals with particular types of genetic disorders. Work in 
neuroscience has shown that brain development is robust, building the same ana-
tomical structures and the same essential interconnections despite differences in 
initial conditions and environmental variation. Karmiloff- Smith is of course right 
that it is in principle possible that small changes in initial conditions could lead to 
widespread differences later in development in particular cases, which means that 
there is always the possibility of a neuroconstructivist challenge to some particu-
lar instance of a rationalist argument based on neural wiring. However, with 
this sort of challenge, the devil is in the details, and the burden is firmly on advo-
cates of neuroconstructivism to show this for any particular cognitive capacity. 

9 Neuroimaging studies also suggest a noteworthy correspondence in the brain activity for faces in 
WS participants and neurotypical controls. The neurotypical response in the ventral visual cortex is 
for the fusiform face area (the FFA) to respond selectively to faces and with tell- tale signs of face- 
specific processing— responding less to inverted faces and responding to holistic features of faces only 
in the upright position (Kanwisher 2010). The FFA has also been found to be selectively responsive to 
faces in people with WS (Sarpal et al. 2008; O’Hearn et al. 2011).



494 NeurocoNstructivism

While we  cannot rule out the possibility that a challenge of this type might 
 succeed at some point, we have argued that for the representative example of face 
recognition in WS— one of Karmiloff- Smith’s flagship case studies— her challenge 
is unsuccessful.10 Accordingly, the arguments for neuroconstructivism don’t 
provide any grounds for calling into question the use of data involving genetic 
anomalies in arguing for some form of rationalism or the general case for concept 
nativism.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0020

10 It is also perhaps worth reiterating that the rationalist case for any particular domain- specific 
rationalist mechanism is typically based on multiple complementary types of argument appealing to 
multiple sources of evidence, and that concept nativism does not purport to identify the rationalist 
basis for any given trait merely by locating spared abilities that accompany particular types of genetic 
disorders. Regarding face representation and recognition, we have also presented data that supports at 
least two further arguments— the argument from early development and the argument from animals 
(see Chapters 8 and 10). Together with the argument from neural wiring, this makes for a strong 
complementary package suggesting that face representation is indeed the result of a characteristically 
rationalist learning mechanism.
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Perceptual Meaning Analysis

Many empiricists are opposed to theories that postulate any innate concepts, but as 
we noted in Chapter 2, empiricism (like rationalism) comes in stronger and weaker 
forms. In this chapter, we want to consider the prospects for accounts of conceptual 
development that are empiricist but that at the same time draw upon a small num-
ber of innate concepts— in other words, we want to examine the types of challenges 
to concept nativism that are raised by a relatively moderate form of empiricism.

One of the most important accounts of this type is the theory of conceptual 
development that has been championed by Jean Mandler in her influential book 
The Foundations of Mind: Origins of Conceptual Development and in an im port-
ant series of related papers (Mandler 1988, 1992, 2004, 2008a, 2012). Since 
Mandler’s theory is a paradigmatic example of such an account, examining its 
prospects as an alternative to concept nativism will serve to illuminate the pros
pects for moderate empiricist approaches more generally.

There are two key tenets of Mandler’s approach to explaining the origins of 
children’s earliest learned concepts. One is the assumption that the only charac
teristically rationalist psychological structures that such learning makes use of are 
drawn from a small stock of innate spatial concepts (i.e., concepts that only have 
spatial content).1 The other is the hypothesis that the process that generates these 
earliest learned concepts is a domain general process that performs what she calls 
Perceptual Meaning Analysis.

Perceptual Meaning Analysis, as Mandler understands it, is a process that 
transforms perceptual information into a more abstract, schematic format con
sisting of image schemas, which are analogue or iconic representations that only 
represent spatial information:

This mechanism is an attentive process that extracts spatial information from 

perceptual displays and while retaining its analog character recodes it into a 

skeletal (somewhat topological like) form. For example, the infant attends to an 

apple being put into a bowl, but Perceptual Meaning Analysis outputs some

thing like thing into container. Redescriptions like this enable the concept for

mation that makes conscious thought possible. (Mandler 2008a, p. 212)

1 Or in other words, for any local rationalism empiricism debate about children’s earliest learned 
concepts, Mandler holds that each of these concepts traces back to a local acquisition base whose only 
characteristically rationalist psychological structures are ones drawn from this small stock of spatial 
concepts.
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According to Mandler, this process of redescription allows infants to treat per
ceptually distinct entities or events as being of a kind and to reason about them 
accordingly. For example, we saw in Chapter 19 that infants may represent super
ordinate categories before representing subordinate categories, as when 
9 month olds distinguish animals from vehicles but not dogs from fish in an 
object examination task (Mandler and McDonough 1993). Perceptual Meaning 
Analysis accounts for this phenomenon by maintaining that the image schema 
induced by seeing an animal doesn’t retain information about the animal’s body 
plan, whether it has fur or not, or most other perceptual details. All it represents 
is the spatial equivalent that the entity moves on its own and interacts with other 
things from a distance, a representation that is composed of the conceptual 
primi tives thing, start Path, –contact, and link (Mandler 2012, p. 429) (we 
discuss the interpretation of these conceptual primitives below).

What makes Mandler’s proposal an empiricist proposal is that Perceptual 
Meaning Analysis is a completely domain general process. According to Mandler, 
only a very small number of relatively concrete (i.e., non abstract) innate con
cepts are posited within this framework— all of which are spatial— and no 
domain specific rationalist learning mechanisms at all. “Instead, a single domain 
general mechanism and a few known attentional proclivities suffice” (2012, p. 445). 
Among these proclivities is an interest in movement. According to Mandler’s 
account, this leads the mechanism for Perceptual Meaning Analysis to preferentially 
attend to object motion, which in turn guides the process of concept construction 
in early development.2

Once infants have acquired these image schemas, which redescribe their per
ceptual experience in purely spatial terms, the image schemas may be enriched in 
a number of ways (Mandler 2012). One of these is when an image schema is asso
ciated with a feeling and is used to interpret that feeling. For example, Mandler 
suggests that the feeling of pressure or resistance that accompanies pushing an 
object may become integrated with, and interpreted in terms of, one or more spa
tial representations, such that the combination of the feeling and spatial represen
tations constitutes an initial representation of causation. This may then give rise 
to a conceptualization of causation in which certain entities are seen as possess
ing a force that accounts for their ability to initiate motion or to cause motion 
in  other entities. Analogy is another source of representational enrichment 

2 We should note that although Mandler self identifies as an empiricist in some of her writings 
(e.g., 2004, p. 61), in other writings she rejects the label and describes her position as “as a com prom
ise between nativist and empiricist views” (2012, p. 443). While Mandler’s view is less empiricist than 
some, we still consider it to be an empiricist view. Nothing really turns on the label, however, as our 
critique in this chapter can be seen as arguing that regardless of how her view is characterized, it is not 
rationalist enough. It is also worth noting that Mandler’s image schemas will be counted as concepts 
on some but not all of the ways of drawing the conceptual/nonconceptual distinction (see Chapter 6 
for different ways of drawing this distinction).
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suggested by Mandler. She uses analogy to explain how spatial representations 
come to represent time along the lines we discussed previously in Chapter 12.

Mandler takes the idea that children’s earliest learned concepts are spatial in 
nature to be a nearly inevitable consequence of the fact that what matters most about 
an object is its interactions with other objects. “What things do is the core of their 
meaning”, hence infants should concentrate “on the way things move and how they 

move vis à vis each other” (Mandler 2004, p. 87). For Mandler, this fact is nicely 
accommodated by image schemas that represent the spatial relations among objects 
as events unfold, for instance, one object touching another (+contact), the trajec
tory that an object takes when moving towards or away from another object (Path), 
or the movements of objects interacting with one another (link).

We agree with Mandler about the importance of “what things do”. But this is in 
no way incompatible with a rationalist perspective on conceptual development. 
In this chapter we argue that even a moderately empiricist framework like 
Mandler’s has a number of major shortcomings that show why it is necessary to 
postulate concept nativism’s richer acquisition base involving further characteris
tically rationalist psychological structures contributing to domain specific ration
alist learning mechanisms and (in all likelihood) a considerably larger stock of 
innate concepts. We will organize our discussion into three parts. We will start by 
looking at the conceptual primitives that are postulated in the Perceptual 
Meaning Analysis framework. Next we will look at the initial period of concep
tual development and the types of concepts that are taken to be obtained simply 
from Perceptual Meaning Analysis without enrichment. Lastly, we will look at 
Mandler’s proposal that these spatial representations are enriched in later devel
opment through their association with bodily feelings. As we proceed, it will help 
to have a way of referring to the period of development in which infants are sup
posed to only have concepts that are a product of Perceptual Meaning Analysis. 
We will refer to infants in this earlier stage of development as younger infants and 
infants who can take advantage of processes of enrichment as older infants. 
Mandler’s estimate for when enrichment processes begin to take place is after the 
first six or seven months of life (Mandler 2012; Mandler and Cánovas 2014).

Let’s begin by examining Mandler’s claim that her conceptual primitives are 
purely spatial representations. We will focus on one of her major statements of 
her view, which offers the following list of primitives (Mandler 2012, p. 427):

Path
start Path
end Path
Path to
link
container
(in)to
(out)of

thing ±Motion
blocked Motion
±contact
location
Move (behind)
Move out of sight (–seen)
Move into sight (seen)
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Although these are presented using familiar words and symbolic conventions, it 
is essential to remember that this is only meant to be for the convenience of the 
reader and that we shouldn’t take them to have more content than her theory says 
they have. It is important that these representations are supposed to have spatial 
content and only spatial content— nothing more. For some, their spatial content 
is relatively unproblematic. location, for example, simply refers to spatial loca
tion. But for others, there are serious questions about whether the restriction to 
purely spatial content can be maintained.

Take the representation thing. As we noted above, thing is one of the primi
tives that Mandler takes to form the basis for the early concept of an animal 
(thing, start Path, –contact, and link), which she describes as the concept of 
a “self starting interactor” (2012, p. 429). Likewise, thing is one of the primitives 
that forms the basis for the early concept of an inanimate entity (thing, –Move, 
and –link), which is intended to pick out entities that are not self starting and 
don’t interact with other things in the way that animates do. But what exactly is 
the content of thing in these and similar image schemas? Mandler says that 
“thing refers to any perceptually bounded cohesive object” (2012, p. 429). In 
other words, thing is supposed to function as an early object concept, picking 
out entities that maintain their boundaries and connectedness. On this account, a 
wooden block is a thing. When it moves, it holds together. If someone grabs it 
from one end, the whole block moves. In contrast, a pile of sand isn’t a thing. If 
someone tosses it into the air, its boundaries quickly dissipate, with sand scatter
ing in different directions.

The point we want to highlight about thing is that, while it is certainly true 
that objects are located in space, it is doubtful that even the earliest concept of an 
object is purely spatial. At the very least, the core representation of an object as an 
entity that retains its boundaries and cohesiveness isn’t just about how such 
en tities are behaving (or have behaved). Infants have associated expectations 
about how an object could behave or how it would behave in different circum
stances, which cannot be understood simply in terms of representations of the 
object being in a particular spatial location. Consider once more how a paradig
matic object like a wooden block is represented. In seeing it as an object, there is 
an expectation that its boundaries will move together and that it won’t crumble 
or break apart when it is pushed or pulled, an expectation that exists even if the 
block is not pushed or pulled and remains perfectly stationary. The expectation 
goes beyond what it is perceived as actually doing; it concerns how it would 
behave under these other sorts of conditions. It is also an expectation that appears 
in early infancy. When shown novel static three dimensional objects, 
3 month olds look longer if only a portion of an object moves when it is grabbed 
from the top (Spelke et al. 1993).

Younger infants also represent non spatial properties of objects and can use 
this information to individuate and identify objects. For example, 4 month olds 
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can use functional information to individuate and identify simple tools (Stavans 
and Baillargeon 2018). In a standard individuation and identity task, infants see 
an object appear from behind a screen only to return behind it, and then another 
object with different properties appears from behind the screen and returns 
behind it. Then the screen is lowered revealing either one or two objects. If 

infants look longer at the one object outcome, this shows that they expected two 
objects and that they were able to use the objects’ different properties to individu
ate them as distinct objects and to keep track of their locations. In the experiment 
using functional properties of objects, 4 month olds were presented with a vari
ant on the individuation and identity task in which the first object that appeared 
from behind the screen had one functional property (e.g., infants had previously 
seen it used to mash sponges) and the second had another (e.g., infants had pre
viously seen it used to pick up sponges). In a control condition, infants saw the 
same two objects undergo similar motions as in the experimental condition but 
with no indication of their functions. In both conditions, they were tested on an 
outcome in which just one object appeared when the screen was lowered. The 
result was that the infants looked longer at this outcome in the experimental con
dition than in the control condition, indicating that they inferred the presence of 
the two objects when representing them as having distinct functional properties.

Now consider for a moment the implications for Mandler’s proposal that the 
content of thing (i.e., object) is purely spatial. One problem is simply that the 
properties that are used to individuate these objects aren’t spatial— they are func
tional.3 What matters to infants’ representing the masher as one object and the 
tongs as another isn’t their shape or even how they move, since these features 
were the same in both the (functional) experimental condition and the (non 
functional) control condition. The critical property is what the objects are used 
to do. Another problem is that these functional properties aren’t about currently 
visible movements. They are about what the objects have done and what they can 
or should do— none of which are spatial properties. So it is hard to see how 
Mandler’s purely spatial understanding of thing can do justice to younger 
infants’ representation of an object.4

What about the other primitives that Mandler posits? Motion is through space, 
so Motion is spatial. But arguably to represent certain aspects of motion, one 
also needs to represent temporal properties and relations. Consider, for example, 
what Mandler says about into: “the primitive into is represented by an image 
schema of something moving into the opening of an otherwise closed shape” 
(2012, p. 427). But if the image schema doesn’t represent the temporal structure of 

3 Younger infants can individuate objects using other non spatial properties too. For example, they 
can infer that two objects are present when they hear two distinctive sounds produced from behind a 
barrier, relying on their representation of the non spatial property of being capable of making such 
and such sound (Wilcox et al. 2006).

4 See also the discussion of how infants represent and reason about objects in Chapters 15 and 17.
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this type of event, how can it represent the moving— a change in location over 
time— as opposed to the position of the object? In other words, how does the 
image schema framework distinguish between into and in?

Notice that it doesn’t help to take the representational vehicle for into to be 
something that has temporal structure, like a mental video clip as opposed to a 
static image.5 This is because its temporal aspects would still need to be inter
preted as such and interpreted correctly. Suppose that an image schema “video” 
of this sort begins with an object positioned outside of a container and ends with 
the object inside the container. It might seem natural to construe this as the object 
moving into the container. But that is only because we interpret the temporal 
properties of the image schema in temporal terms and rely on the convention in 
which the temporal structure of the represented event matches the temporal 
structure of the representational vehicle. A system that is entirely unable to repre
sent temporal properties or that isn’t sensitive to this convention would have no 
way of distinguishing the situation in which the object starts outside of the con
tainer and ends up inside the container from the situation in which the object 
starts inside of the container and ends up outside of the container.6

Of course, a purely spatial representation of the sort that Mandler has in mind 
could be interpreted to mean into by a suitably equipped cognitive system. The 
same is true of any representational vehicle if treated as an arbitrary discursive 
symbol, like a word in natural language. But Mandler’s conceptual primitives 
aren’t supposed to be discursive symbols that can have any type of content. They 
are supposed to be analogue representations whose interpretation is restricted to 
purely spatial properties and relations. So it looks like her primitives for various 
types of motion (e.g., start Path, end Path, Path to, (in)to, and (out)of) are 
problematic too. Either they have purely spatial content and can’t represent what 
they purport to, or else they incorporate temporal content and Mandler’s restric
tions on the content of her primitives isn’t being enforced.

The same pattern holds for most of Mandler’s other primitives. It should be 
obvious that Move out of sight (–seen) and Move into sight (+seen) are not 
purely spatial, since they build in the idea of being seen / not being seen.7 Or take 
link. This too covertly relies on temporal and modal forms of representation. 
Mandler says that “link refers to a variety of contingent interactions between 
objects as when a hand picks an object up, back and forth interactions of people, 

5 Representations can be understood in terms of what they represent and in terms of the item that 
does the representing. By representational vehicle, we mean the latter.

6 As Wittgenstein (1953) argued with respect to arrow symbols, a symbol such as “⇒” does not 
intrinsically point to the right, but only does so for agents who know the convention to interpret it this 
way. A society of intelligent aliens might instead adopt the convention of interpreting arrows as 
 pointing away from the direction of the arrow head rather than towards them, in which case the 
symbol “⇒” would be used to point to the left, rather than the right.

7 Mandler acknowledges this exception, but still seems to view ±seen as a Perceptual Meaning 
Analysis primitive. See Mandler (2012, pp. 427–428).
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or between paths as when one object chases another” (2012, p. 429). But to repre
sent one object as chasing another, where the movements of one is contingent 
on the movements of the other, it is not enough to represent them as traversing 
similar paths. The chaser’s path must be represented as responsive to the target’s, 
such that a change in the chaser’s direction typically follows (i.e., temporally 
follows) a change in the target’s direction. Moreover, the chaser’s path needs to 
be conceptualized as being dependent on the target’s path to understand the 

contingency of the interaction— for example, to understand that even though 
the chaser’s path happens to be straight at the moment, it would veer to the 
right if the target were to move in that direction. But again, such properties 
aren’t spatial properties, so link, as Mander uses it, turns out not to be purely 
spatial either.

link is also problematic in a different way. A cognitive system employing a 
conceptual primitive has to interpret it in a consistent manner. It can’t have a 
menu of possible meanings that we as theorists who are external to the system 
pick and choose from in order to make the interpretation fit the case at hand. But 
this is what seems to be happening with Mandler’s characterization of link’s con
tent. If link truly has the broad interpretation Mandler says it has— involving a 
variety of different types of contingent interactions— then when infants witness a 
hand picking up a toy, they would have to understand this as meaning that two 
objects are in some relation of contingent interaction that encompasses events as 
diverse as grasping, chasing, and engaging in a game of peekaboo (all of which 
she takes to be represented with link). In other words, infants should represent 
and reason about grasping, chasing, and peekaboo in essentially the same way, 
which clearly isn’t the case.

We needn’t work through the rest of Mandler’s proposed primitives. It should 
be evident by now that the sorts of problems we have noted are general enough to 
raise significant concerns about the extent to which Mandler is actually starting 
from primitives that are purely spatial. Let’s move on to Mandler’s claim that 
younger infants’ concepts are derived from Perceptual Meaning Analysis and 
hence constructed just from her proposed primitives. If it could be shown that 
the concepts that infants have in this stage of development go well beyond those 
constructible from a set of primitives of the type her account is based on, this 
would present another major challenge to the Perceptual Meaning Analysis 
framework. We will argue that this is what a proper analysis of the data show. 
Younger infants have many concepts they couldn’t possibly have acquired via 
Perceptual Meaning Analysis.

Our discussion will focus on one of Mandler’s flagship examples of a concept 
that is supposed to be learned via Perceptual Meaning Analysis: infants’ initial 
concept of a goal. According to Mandler, younger infants learn to represent goal 
directed behaviour without a mentalistic concept of a goal, using instead a con
cept with purely spatial content:
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the first concept of goal is not derived from ascribing intentionality to an ani

mate agent, but rather from two types of spatial patterns of action. These pat

terns consist of combinations of the primitives of start Path, Path to, end of 

Path, and link. A self starting object that moves on a direct Path to an object 

at its end and links with it gives rise to a concept of “move to.” Similarly, an 

object that goes on different but linked Paths to (linked in that they are contin

gent on going around a blockage in a direct path) to a particular end point or 

object also gives rise to a concept of “move to.” (2012, p. 435)

In one of the standard experimental paradigms for determining whether 
infants represent goals, infants view a scene where two toys are on different sides 
of a stage and an agent, with only the agent’s arm visible to the infant, directly 
reaches for and grasps the same one of these toys a number of times in a row. 
Following this, the toys’ locations are switched and the agent either continues to 
reach for and grasp the same toy as before (old object, new location) or reaches 
for and grasps the other toy (new object, old location). Infants look longer when 
the agent reaches for the new toy, even though this involves reaching for the same 
old location. This shows that they had interpreted the initial reaching events as 
having the goal of reaching for the old toy, and so they look longer when the agent 
changes goals and reaches for the new toy (Woodward 1998, 1999). Further stud
ies have obtained similar results with infants as young as 3 months old (Luo 2011; 
Choi et al. 2018; Woo et al. 2021).

How could proponents of Perceptual Meaning Analysis explain these sorts of 
findings? They would have to claim something like the following: Infants extract 
a representation in which the agent’s hand moves on a direct path that ends with 
the old toy and with the hand and toy being linked, and this creates the ex pect
ation that the hand will continue to move on similar paths, linking with this same 
object in different locations.8

Unfortunately, the situation is far more complicated than can be captured by 
this or any other purely spatial description. First of all, many of these studies 
employ a type of control condition where the agent involved in the goal directed 
movement undergoes exactly the same pattern of movement as in the experimen
tal condition, but due to contextual factors in the control condition, the infants 
observing these same movements form different expectations. In this type of con
trol condition, infants are familiarized to events in which there is just a single 
object present, in contrast with the two objects in the experimental condition. So 
the infants still see the agent’s hand (or in some experiments, the whole agent) 

8 Notice that this analysis helps itself to the representation of distinct paths and different locations. 
These would seem to require representations for quantifiers and non identity and consequently rep
resentations that aren’t spatial or fully analogue.
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move repeatedly to one object in the familiarization trials. Indeed, the only differ
ence between the experimental condition and the control condition is that, in the 
experimental condition, there is a second object nearby. The test trials are also 
the same in both conditions. The agent, the object that the agent’s movement is 
directed towards, and the accompanying object are all present, and the agent 
moves towards one or the other of these objects. But in the control condition, 
infants no longer expect that the agent will continue to move towards the object it 
had repeatedly moved towards in the familiarization trials, contrary to the pre
diction made by Mandler’s account.

Why do infants respond differently in these two conditions? The most plaus
ible explanation is that infants are representing these situations not in terms of a 
goal conceptualized merely as a distinctive pattern of movement, but rather in 
terms of the agent manifesting a preference, or a disposition to pursue a particu
lar goal (Luo and Choi 2012). In the one object familiarization control condition, 
there simply isn’t enough information to infer such a preference. The agent might 
be approaching the solitary object simply because it is the only one that is avail
able. In contrast, in the two object familiarization condition, the fact that the 
agent repeatedly moves towards one and not the other object is good evidence 
that this is a preference. Three month olds evidentially appreciate this difference. 
Thus they must be interpreting these events not by focusing exclusively on their 
spatial properties but by taking into account contextual factors that can be used 
to interpret the psychological meaning of the motion— whether the agent is 
exercising a preference. This suggests that children at this age have far richer 
conceptual resources than Mandler’s purely spatial concepts.

In fact, the sensitivity to context is even more subtle than we have so far 
described. Three month old infants can observe an agent repeatedly grasping 
one object while a second object is present during familiarization trials and still 
not form the expectation that the agent will continue to selectively interact with 
the first object. This happens if infants can see that the second object is obscured 
from the view of the agent during the familiarization trials (Kim and Song 2015; 
Choi et al. 2018). To explain this further level of context sensitivity, we need to 
attribute to infants the ability to infer a disposition to pursue a goal in a way that 
takes into account the agent’s visual perspective. Clearly this can’t be expressed in 
the austere terms of a purely spatial system of representation.

These studies demonstrate that the patterns of movement that Mandler takes 
to be constitutive of the early representation of a goal are not sufficient for infants 
to attribute a goal to an agent. It turns out that they are not necessary either. 
Consider again the studies of helping and hindering discussed in Chapter 18. In 
this work, it is evident that infants represent the goals of the agents who are 
helped or hindered. If they didn’t, they wouldn’t interpret the helpers as helpers 
and the hinderers as hinderers. But crucially the infants infer the agents’ goals 
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without Mandler’s direct motion towards an object or repeated movements towards 

an object via different paths. For example, the goal in the case of the Climber 
climbing the hill wasn’t to approach an object. It was to get to the top of the hill 
(Hamlin et al. 2007). The agents in this and related scenarios don’t have goals 
that are inferable from their directly moving towards an object that they make 
contact with, or from their repeatedly moving via different paths towards an 
object that they make contact with. They don’t move in these ways, and even if 
they did, this would not pick out the goal that the infants attribute to them.

Mandler’s incorporation of self- starting motion into the early concept of a goal 
isn’t necessary either. Studies where it is a human agent who has the goal typically 
display only a restricted portion of the human (e.g., an arm reaching into the 
scene from offstage), so infants aren’t in a position to use Mandler’s criteria to 
determine whether the agent’s movement is self propelled or due to contact with 
another object. And yet infants as young as 3 months old attribute goals to the 
agents in these circumstances (Choi et al. 2018). This strongly suggests that they 
have a concept for human agents and that they automatically treat humans as 
having goals, something that they don’t do for novel non human entities that 
move in a similar manner with the same ambiguity as to whether they are self 
propelled (e.g., Woodward 1998; Luo and Baillargeon 2005).

What all this shows is that the patterns of movement that Mandler associates 
with the early representation of a goal are not constitutive of young infants’ early 
concept of a goal; rather, they are merely taken to be evidence of the presence of a 
goal by infants. When infants respond to these patterns, they are relying on a far 
more abstract concept, one whose content captures that the agent is trying to 
bring about a state of affairs it wants to achieve. This problem with Perceptual 
Meaning Analysis isn’t about the particular types of motion that Mandler has 
proposed for the early representation of a goal. The same difficulties would arise 
for any similar proposed patterns of motion, or any analysis that is restricted to 
spatial content. Goal directedness simply isn’t a matter of moving in a way that 
can be couched in spatial terms, nor is it understood in such terms by younger 
infants. They have rich expectations that can only be explained by attributing to 
them such concepts as agent, goal, Preference, trying (i.e., trying to achieve 
a goal whether it is achieved or not), being assisted in achieving a goal, 
being hindered in achieving a goal, being in a Position to Perceive an 
object, and so on, and by attributing to them the capacity to view different types 
of behaviour as defeasible evidence regarding the applicability of these concepts.

We’ve gone through this example in some detail to show how Perceptual 
Meaning Analysis fails to do justice to even a flagship case that is supposed to 
illustrate this account’s ability to explain how infants acquire their earliest learned 
concepts. There is nothing particularly unusual about this one example, however. 
The other case studies that Mandler discusses have similar problems. And there 
are many concepts that younger infants have been shown to have that Mandler 
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either doesn’t discuss in detail or doesn’t consider.9 For example, younger infants 
differentiate objects (blocks, balls) from stuffs (sand, milk) and have different 

ex pect ations regarding their behaviour (Hespos et al. 2016). They see the world 
in numerical terms (see Chapter 8) and can perform numerical comparisons for 
items as diverse as objects and actions (Kobayashi et al. 2004; Wood & Spelke 
2005). And they are also able to track and enumerate groups of things (e.g., dots 
moving in groups) (Wynn et al. 2002). None of these concepts— stuffs, grouPs, 
actions, events, or concepts for numerical quantities— can be constructed from 
Mandler’s spatial primitives. The inferences that they support are also a testament 
to how abstract younger infant’s ways of conceptualizing the world can be. For 
example, the expectations that 5 month olds have for solid objects but not for 
stuffs hold even when the solids and stuffs exhibit the same perceptual bound ar
ies (Hespos et al. 2016).

Even more challenging for the Perceptual Meaning Analysis framework is to 
account for the myriad ways in which younger infants see the world in social 
terms. For example, as we saw in Chapter 9, they take language to be communica
tive (Vouloumanos et al. 2014). They also differentiate linguistic from non 
linguistic sounds and use language as a guide to categorization (Ferry et al. 2010), 
treat melodies as having social meaning (Mehr et al. 2016), represent social affili
ation using imitation as a cue for social categorization (Powell and Spelke 2018), 
and can infer which of two individuals is socially dominant by taking into account 
both the number of their allies and whether their allies are in a position to wit
ness the conflict (Pun et al. 2022). Needless to say, it is difficult to imagine how 
the sorts of representations involved in these cases could reduce to a combination 
of purely spatial representations.10

9 This may be because, at the time that she was writing, she didn’t think there was enough data to 
establish that younger infants have the concepts in question. In Mandler (2008b) she says, “insofar as 
we have data, I know of no concepts that preverbal infants form that are not within image schemas’ 
scope. However, this research area is wide open with new data coming in all the time” (p. 273). This is 
certainly true, and our own general sense of the trend in infancy research is that, as researchers 
continue to devise more sophisticated experimental methods— particularly ones that simplify the 
demands on infants’ memory and attention— infants reveal themselves to have far richer conceptual 
capacities than researchers were previously willing to entertain.

10 Another challenge that Mandler’s account faces concerns the explanation of how the primitives 
involved in image schema combine. The problem is not that analogue representations cannot com
bine, but rather that the type of combination required appears to involve predication and other 
semantic resources that fall outside the scope of purely analogue representations as opposed to the 
type of discursive symbols which Mandler’s system is designed to avoid (e.g., quantification and neg
ation). To represent that one of two objects moves into contact with a third object, for example, one 
needs several instances of the image schema thing— thing1, thing2, thing3—where the things 
referred to are understood as sharing the property of being things, but as being distinct from one 
another, and where featural properties associated with other image schemas are predicatively linked 
to some of these but not others (e.g., thing1 stands in the contact relation to thing2, but not to 
thing3). To represent this, a purely analogue representation would need to be interpreted by a con
ceptually richer system, or would need to be augmented with word like labels (see also footnote 
8 above).
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Let’s turn now to the final part of Mandler’s account, the part about conceptual 
enrichment. As we explained earlier, Mandler takes infants’ first concepts to have 
exclusively spatial content but thinks that older infants and children can acquire 
concepts that aren’t just spatial through processes of conceptual enrichment. The 
earliest form of conceptual enrichment that is supposed to take place is one in 
which bodily feelings become associated with an image schema. To illustrate 
some of the difficulties with this aspect of Mandler’s theory of development, we 
will focus on her central example of conceptual enrichment: the development of 
an enriched concept of causation (Mandler 2012, pp. 432–434). Mandler holds 
that there is no innate abstract concept of causation that incorporates the idea 
that a physical cause has a force or power that brings about its effect. Instead, she 
offers a two part theory of how infants come to learn that “force is needed to 
cause objects to move” (2012, p. 432).

The first part of her theory is an account of an important finding by Alan Leslie 
and Stephanie Keeble, who showed that 6 month olds distinguish launching 
events (which, as noted in Chapter 12, look causal to adults) from non launching 
events (which don’t) (Leslie 1982; Leslie and Keeble 1987).11 A paradigmatic 
launching event, you may recall, is one where an object A moves towards object 
B, stops at the point of contact, and B immediately (with no time lag) moves off 
in the same direction A had been heading in. A non launching event is similar 
except that there is a spatial or temporal gap (i.e., A doesn’t contact B before B 
moves, or if it does, there is a pause before B moves). Leslie and Keeble showed 
infants animations of a launching event or a non launching event repeatedly. 
After the infants habituated to these events, the animations were reversed (that is, 
played backwards), and the infants’ looking times were measured to determine 
whether their recovery of attention differed across these conditions. Notice that 
when the animations are reversed, there is an equal amount of change in the 
spatial temporal properties of the events. But there is a crucial asymmetry none
theless if the launching event is represented causally. If the launching event is 
represented causally, then when it is reversed, the cause and the effect also 
change— now B causes A to move, rather than A causing B to move; by contrast, 
when the non launching event is reversed, the only change is the direction of 
movement of the objects.

What Leslie and Keeble found was that infants recovered attention far more to 
the reversal of the launching event, suggesting that they represented this event in 
causal terms.12 Mandler’s explanation of what is going on with infants’ response 
to the launching event is that it creates a percept “of the motion of one object being 

11 See also Mascalzoni et al. (2013) for related findings with newborns.
12 Leslie (1994) goes on to argue that this causal interpretation triggers an innate domain specific 

mechanism that represents the forces involved in mechanical events. He calls this “ToBy”—short for 
“Theory of Body mechanism”.
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transferred into another” (2012, p. 432).13 With the launching event, it’s not just 
the direction of motion that changes, but also which object the motion is trans
ferred to. Mandler claims that this doesn’t involve the representation of a force 
being exerted, just the perception of a pattern of motion. As a result, Perceptual 
Meaning Analysis “can use the primitives of Motion into to begin a conceptual 
interpretation” of these sorts of experiences (2012, p. 432).

The second part of Mandler’s theory is that the understanding that force is 
involved in one object causing another to move emerges later as Motion into 
becomes associated with the right sorts of internal feelings. This happens “only 
when infants begin to move themselves around and engage in the behaviors that 
result in feelings of force being applied to objects. As infants begin to push against 
things, they also begin to experience for the first time strong feelings of pressure 
and resistance” (2012, p. 432). The result is that “the existing spatial concepts 
enable the infants to interpret the bodily feeling” such that “a representation of 
the relevant situation can activate a remnant of the feeling at the time, and vice 
versa” (2012, p. 433). In other words, children learn to associate Motion into 
with these internal feelings in their own interactions with objects and then gener
alize the association so that seeing something that is conceptualized with Move 
into equally activates these feelings.

Mandler’s account of the enriched concept of causation is similar to White’s 
(2009, 2012) account, which we discussed in Chapter 12. Since Mandler’s account 
faces the same sorts of problems that we previously raised for White, we can be 
brief here. Mandler’s account, like White’s, faces the problem of initial representa
tional access and hence what we called  the why problem and the how problem.

In this case, the why problem asks why an infant would even form a general 
association between the critical internal feelings and the range of events in which 
one object causes another to move. Suppose for the sake of argument that 
Perceptual Meaning Analysis does produce a purely spatial representation of the 
movements that correlate with causal interactions (Move into). Still, why would 
infants form the needed association with the representation of these movements? 
First of all, most instances of the motions covered by Move into— all of the ones 
they passively observe— are not associated with any of these feelings. When an 
infant watches as one object hits another and causes it to move, the infant doesn’t 
ex peri ence any feelings of pressure, resistance, or effort. So there are a massive 
number of counterexamples to the general association they are supposed to 
acquire. Second, even in the infant’s own case these feelings are very inconsist
ently correlated with causation. Many instances of causation involve little 

13 The idea that what is seen in a launching event is a transfer of motion goes back to Michotte 
(1946/1963), who referred to this transfer as ampliation of movement. There are interesting questions 
about what is meant by seeing a transfer of motion as opposed to seeing one object causing another to 
move, but our main objections to Mandler won’t turn on this issue.
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noticeable effort, and infants would regularly experience feelings of pressure and 
resistance when they are not trying to cause a transfer of motion, for example, 
just from feeling the surfaces they are resting on. Taken together these two points 
underscore the fact that it seems highly unlikely that a general purpose learning 
mechanism with no domainspecific biases to guide it would have the needed 
data to form the general association that Mandler’s theory builds on.

Now the how question. Even if infants were somehow to develop a strong gen
eral association between the internal feelings and the pattern of movement, how 
would this constitute an understanding of causation in terms of forces? Why 
would this association amount to the conceptualization of a force being imparted 
rather than two things— a movement and a feeling— just occurring together? As 
we pointed out in connection with White’s developmental theory, it is certainly 
possible to represent a cause effect sequence as merely a sequence, for example, 
to represent a sensation of pressure when a toy is contacted followed by seeing 
the toy topple over. But to be an account of where an understanding of force 
comes from, something more is needed.

As adults, we naturally interpret the feeling involved as an instance of trying to 
make something happen. The problem Mandler faces is in explaining how we 
come to interpret the feeling in this way. Note that there are only two possibilities 
here. Either it is an intrinsic feature of the feeling that it is taken to be causal (that 
is, simply having the feeling automatically brings with it the sense that it is causal), 
or else one can have the feeling independently of this interpretation but by adult
hood it is habitually interpreted to be causal. In the first case, infants would 
already have to have some way of representing causation simply in order to 
ex peri ence feelings of effort— the idea of causal force would be an essential con
stituent of the feeling— so feelings of effort could not explain how purely spatial 
representations come to be representations of causation. And in the second case, 
infants would have to have some way of representing causal force that is inde
pendent of the feeling and that is used to interpret such feelings in a causal way. 
(Without this, linking an uninterpreted feeling to Move to is not going to gener
ate the sense that one object causally acts on the other.) But then, of course, we 
would need an account of the origins of this independent way of representing 
causal force. So, either way, the enrichment account cannot explain the origins of 
the concept cause. As we pointed out with White, the way around this problem is 
to suppose that infants have access to an innate concept cause (or force) that is 
part of a force dynamics mental model. Such a model would enable an infant to 
interpret the toy as an agonist and the object that contacts it (and that dislodges 
the agonist) as an antagonist.

Mandler’s notion of conceptual enrichment is somewhat open ended, as it also 
includes conceptual change that is supported by language and analogical reason
ing. More would need to be said about these further types of conceptual enrich
ment if our focus were on Mandler’s full developmental account. However, if we 
are just sticking to conceptual development in infancy, the main source of 
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enrichment is enrichment via learned associations with bodily feelings. And it is 
clear that Perceptual Meaning Analysis plus this type of enrichment is in no bet
ter position to explain many other conceptual capacities in infancy than it is to 
explain acquisition of cause. For example, we saw earlier that infants can indi
viduate and track objects by representing their functional properties. But it is 
hard to see how associating some type of bodily feeling with a spatial substitute 
for an object’s function would allow infants to understand what a functional 
property is and that an object can possess this property whether or not it is cur
rently undergoing any motion. Likewise, infants understand the abstract relations 
of possessing, giving, and taking (Tatone et al. 2015; Tatone et al. 2019), but these 
aren’t constituted by any particular pattern of movement, and it is not at all clear 
how associated bodily feelings could provide the missing content.

There is also a whole range of examples that exceed the resources of Mandler’s 
Perceptual Meaning Analysis account (enrichment processes included) that have 
to do with infants’ understanding of social phenomena. For example, infants have 

a sophisticated understanding of social dominance. They expect smaller in di vid
uals to defer to larger individuals and, as we noted earlier, expect individuals with 
fewer allies to defer to individuals with more allies (Thomsen et al. 2011; Pun et al. 
2016). They appreciate that when one individual loses to another in a zero sum 
conflict (controlling territory), they will defer in a physically different type of con
flict (obtaining a desired object) (Mascaro and Csibra 2012). Incredibly, infants 
not only represent dominance relations but also, like adults, distinguish between 
dominance based on fear and dominance based on respect.14 When obedi ence is 
based on fear as opposed to respect, subordinates often disobey an order if the 
dominant individual who issues the order isn’t present. When a dominant indi
vidual tells a group to go to bed, 21 month old infants look longer if the group 
disobeys the order after she leaves the scene but only if her dominance has been 
shown to be based on respect (Margoni et al. 2018; see also Thomas et al. 2018). 
Here too it is not at all clear how the concepts in question— e.g., fearbased 
doMinance, resPectbased doMinance, and obedience— can be acquired by 
combining spatial content with simple, unconceptualised bodily feelings.

Or consider concepts of social groups and group affiliation. A variety of experi
ments have shown that infants in their second year of life draw inferences about 
an agent’s behaviour towards others based on their social group affiliations and, 
in particular, that infants expect an agent to behave differently towards in group 
and out group members. In one study, 16 month olds witnessed two groups in 
which there was within pair cooperation and some between pair conflict. Later, 
when shown individuals from these different groups who hadn’t previously inter
acted, they were surprised to see them cooperate with one another (Rhodes et al. 

14 In the literature on mechanisms of cultural transmission, these two forms of social power have 
been referred to as dominance (for fear based dominance) and prestige (for respect based dom in
ance). See Henrich and Gil White (2001) for more on this distinction.
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2015). In another study, infants as young as 13 months old saw three agents interact— 
 a bystander, a victim, and a wrongdoer (whose bad deed was to steal a toy from 
the victim). The infants subsequently expected the bystander to refrain from 
helping the wrongdoer— but only if the bystander and the victim belonged to the 
same group (Ting et al. 2019). These and other findings clearly go beyond the 
resources of Mandler’s Perceptual Meaning Analysis, even with enrichment. The 
concepts social grouP, ingrouP, outgrouP, and so on are a long way from 
purely spatial concepts or spatial concepts that are supplemented with associated 
bodily feelings.

To sum up, Mandler’s theory of conceptual development is of special interest 
because, although it is clearly an empiricist theory, it aims to make use of a crucial 
(albeit relatively small and relatively concrete/non abstract) stock of innate con
cepts, making it a moderate form of empiricism. We have argued that this account 
has a number of shortcomings that indicate the need for a richer acquisition base. 
One issue is that her conceptual primitives are presented as if they are far more 
austere than they really are, in that they aren’t actually restricted to purely spatial 
content, as required by the Perceptual Meaning Analysis framework. But even if 
we put this issue aside, a further issue remains, namely that combinations of these 
primi tives can’t account for the conceptual capacities of younger infants (e.g., their 
understanding of goals). And adding associated bodily feelings is not enough to 
account for infants’ acquisition of concepts that Mandler agrees aren’t exclusively 
spatial (e.g., concepts like force). So the Perceptual Meaning Analysis frame
work doesn’t amount to a viable alternative to concept nativism.

Of course, none of this means that spatial concepts aren’t important and that 
new spatial concepts can’t be learned in part through constructions from innate 
spatial primitives. But we have argued in this chapter that it would be wrong to 
suppose that exclusively spatial content is the cornerstone of early conceptual 
development. If we are going to account for the complex, context sensitive nature 
of infants’ inferences, we need to attribute to them far richer concepts with the 
recognition that infants may use spatial information as evidence about the ap plic
abil ity of these concepts but that these concepts aren’t themselves fundamentally 
spatial representations. While other moderate empiricist accounts with different 
highly limited sets of innate primitives and different domain general learning 
mechanisms remain possible, Mandler’s account and the difficulties it faces are 
indicative of the limitations of such accounts more generally. Empiricist accounts, 
even moderately empiricist accounts like Mandler’s, simply do not have the 
resources needed to explain conceptual development. What the arguments in this 
chapter indicate is that a richer acquisition base— entailing some form of concept 
nativism— is needed.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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22
Embodied Cognition

Our final chapter in Part III focuses on the empiricist challenge stemming from 
the theoretical framework of embodied cognition. It would be hard to overstate 
the influence and impact of embodied cognition on philosophy and cognitive sci
ence. Many leading philosophers and cognitive scientists consider themselves to 
be embodied cognition theorists, and a great many more have strong sympathies 
with embodied cognition. And one of the key advantages of embodied cognition 
for many of its proponents is that it is seen as vindicating an empiricist picture of 
the mind by offering a novel and highly successful alternative to rationalist 
accounts of cognitive and conceptual development. Accordingly, no discussion of 
empiricist challenges to concept nativism would be complete without an exam in
ation of embodied cognition.

The term “embodied cognition” refers to a loose affiliation of research pro
grammes in philosophy and cognitive science that are also widely seen as involv
ing a radical departure from conventional accounts of cognition. Although 
proponents of embodied cognition generally describe their approach as drawing 
attention to the importance of the body to understanding the mind, this emphasis 
on the body can take a number of different forms (Shapiro 2019). Our discussion 
will address three important forms that are especially relevant to the evaluation 
of concept nativism. These are (1) the view that concept acquisition varies with a 
learner’s body type, (2) the view that human action can often be explained with
out postulating rich internal representations and representational processes, and 
(3) the view that concepts are realized in sensorimotor and affective systems and 
shouldn’t be understood as amodal representations. Our discussion here will 
again give us the opportunity to address further conceptual domains beyond 
those we have discussed so far.

Let’s begin with the view that concept acquisition varies with body type. Body 
type in this context may refer to the sorts of major differences that appear across 
species (e.g., the body plan of a quadrupedal mammal versus the body plan of a 
limbless reptile) or to smaller differences among individuals of the same species 
(e.g., whether a person is left or right handed). Regardless, the claim by many 
proponents of embodied cognition is that these bodily differences lead to differ
ent types of experiences and that these differences in experience can have a 
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significant impact on the types of concepts that can be acquired. We will refer to 
this strand in embodied cognition as the different- body/different- concepts 
hypothesis.1

A standard example that has been used to illustrate the different body/
different concepts hypothesis is the representation of space:

The concepts front and back are body based. They make sense only for beings 

with fronts and backs. If all beings on this planet were uniform stationary 

spheres floating in some medium and perceiving equally in all directions, they 

would have no concepts of front or back. But we are not like this at all. Our bod

ies are symmetric in some ways and not in others. We have faces and move in 

the direction in which we see. Our bodies define a set of fundamental spatial 

orientations that we use not only in orienting ourselves, but in perceiving the 

relationship of one object to another. (Lakoff and Johnson 1999, p. 34)

In this passage, Lakoff and Johnson note the tight connection between the type of 
body that an animal possesses and the spatial concepts that it comes to acquire. 
These concepts should be relevant to the particularities of the animal’s sensory 
faculties and to its manner of locomotion. Since these, in turn, depend on fea
tures of the animal’s body, spatial concepts are “body based”.

Proponents of embodied cognition have drawn two conclusions from this sort 
of example. The first is that we should expect conceptual variation to accompany 
bodily variation. In particular, if spatial concepts are body based, organisms with 
different types of bodies should exhibit corresponding differences in how they 
represent space. Space itself doesn’t dictate the types of spatial representations 
that a mind comes to possess; spatial representation is all about the contingent fit 
between a body and its environment. Second, body based representations aren’t 
supposed to be innate or dependent on domain specific rationalist learning 
mechanisms. Since they are tuned to the way that an animal’s body interacts with 
its environment, they should form as an animal begins to move in its 
en vir on ment and in response to the characteristic types of motion that its body 
and en vir on ment permit.2

1 Shapiro (2019) refers to this view as the conceptualization hypothesis, according to which “the 
kind of body an organism possesses constrains or determines the concepts it can acquire” (p. 80). See 
also Casasanto (2014) for discussion of the related body- relativity hypothesis, according to which dif
ferent types of bodies lead to different ways of thinking.

2 The combination of cognitive variation and learning through body environment interaction is a 
major theme in the embodied cognition literature. For example, in the opening chapter of a widely 
cited overview of how embodied cognition constitutes a “new science of meaning”, Bergen (2012) 
mentions the different ways that readers are likely to conceptualize dogs and polar bears: “For you, 
the word dog might have a deep and rich meaning that involves the ways you physically interact with 
dogs— how they look and smell and feel. But the meaning of polar bear will be totally different, 
because you likely don’t have those same experiences of direct interaction. If meaning is based on our 
experiences in our particular bodies in the particular situation we’ve dragged them through, then 
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For present purposes, we can grant the assumption that the representations 
that an agent possesses, in some sense, reflect the fit between its body type and its 

environment. The crucial question is whether the different body/different 
concepts hypothesis conflicts with and undermines concept nativism. To this 
question, our response is similar to one that we have pressed a number of times in 
Part III (e.g., in our discussion of artificial neural networks). It’s that there is no 
inherent conflict between concept nativism and the theoretical insight that is 
central to this research. The key point to note is that, despite the scepticism about 
rationalist accounts of conceptual development that is common among pro pon
ents of embodied cognition, the view that different body types are associated with 
different concepts is entirely neutral as to whether these concepts are acquired via 
domain general learning mechanisms or are instead acquired with the help of 
rationalist learning mechanisms or are even innate.

Suppose for the sake of argument that Lakoff and Johnson’s uniform stationary 
spheres do differ cognitively from human beings in that the spheres invariably 
lack the concepts front and baCk, whereas humans can be counted on to pos
sess these concepts.3 Now this species difference could be because individual 
spheres and individual humans, with their different types of bodies and different 
environments, end up having different types of experiences that are preserved by 
the concepts they acquire through general purpose learning. As Lakoff and 
Johnson point out, humans generally move in the direction that their face is pro
jected towards, while the hypothetical spheres don’t have faces or any articulated 
external body parts. On the other hand, the conceptual difference could be 
because the bodily difference between humans and spheres is associated with dif
fering evolutionary histories that have left humans and spheres each with innate 
systems of spatial representation that are well adapted to their differing ways of 
interacting with their environments. On this rationalist approach to spatial repre
sentation, the principle different- body/different- concepts would still apply. There 
would still be a correlation between body type and the presence or absence of the 
concepts front and baCk. But this correlation would turn on the two species 
having differing acquisition bases— acquisition bases that are suited to their dif
ferent body types.

Notice, too, in this particular case just how minimal the bodily constraints on 
representation happen to be. The sorts of body based properties at issue have to 

meaning could be quite personal. This in turn would make it variable across people and across cul
tures” (pp. 12–13).

3 Despite the fact that the example was designed to illustrate a type of animal that would have 
absolutely no way of learning the concepts front and baCk, it’s actually not so clear that these 
spheres couldn’t do so. As Shapiro (2019) points out, although the spherical beings don’t themselves 
have bodies with a front and back, the concepts front and baCk might nonetheless be important to 
them if objects or agents in their environment have significant functional differences in terms of their 
fronts and backs. “If the objects that approach them always do so with the same side ‘forward’ . . . then 
this may suffice to endow the spherical beings with the concept front” (p. 120).
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do with whether an organism has a front and back defined relative to how it 
 perceives and moves. These and related body based properties and relations 
(e.g., bodily symmetry/asymmetry, localized perceptual organs, and constraints 
on self directed motion) are hardly new design features. They have been around 
for hundreds of millions of years. This means that at least some body based con
straints on the representation of space are among the conditions under which 
human— as well as mammalian, vertebrate, and much invertebrate— evolution 
has taken place, structuring the adaptive problems surrounding spatial represen
tation far back in ancestral times. For this reason, one could argue in exactly the 
opposite direction of anti rationalist advocates of embodied cognition. Instead of 
holding that children in each generation could in principle learn the fundamental 
way of representing space that suits the human body, one could hold that there is 
no need for children in each generation to have to do this. Evolution would have 
had ample time and resources to create innate systems of spatial representations 
that are well adapted to these core aspects of embodied living.4

To be clear, we aren’t actually arguing for this more rationalist approach here. 
Our point is simply that, for each case of conceptual variability, it’s a separate 
matter— to be investigated as a substantive issue— whether the variability should 
be explained in terms of experienceresponsive domaingeneral learning, 
experienceresponsive rationalist learning, or innate differences. The principle 
different- body/different- concepts is entirely neutral with respect to the rationalism 
empiricism debate.

Proponents of embodied cognition who oppose concept nativism might object 
that there is no reason to postulate innate spatial concepts or domain specific 
rationalist learning mechanisms for acquiring spatial concepts. Given that humans 
and spheres are bound to interact with their environments in different ways, these 
conceptual differences can emerge as a product of general purpose learning. And 
if they can emerge in this way, then considerations of parsimony tell us to reject 
the rationalist explanation for being superfluous. Notice, though, that this is just 
another instance of an argument based on methodological empiricism, or the 
assumption that an empiricist learning model should be taken to be the default 
view when explaining how concepts are acquired. By now it should be clear that 
this assumption is entirely unfounded and that general purpose learning should 
not be assumed when evaluating the prospects of competing empiricist and 
rationalist accounts (see Chapter 17). Where things stand, then, is that even on the 

4 Consistent with this idea, researchers have found that human newborns seem to have a basic 
understanding of the organization of their own bodies (Filippetti et al. 2013; Filippetti et al. 2015). In 
this work, infants who feel their face being touched look longer at a visual stimulus of a face being 
touched, but only when the seen and felt touching are spatially and temporally congruent and only 
when what is seen can be related to the infant’s own body (e.g., the seen face is upright as opposed to 
inverted). Infants as young as 6 months old have also been found to spontaneously encode novel 
agents as having a front back direction of orientation and to use this to predict their actions (Hernik 
et al. 2014).
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assumption that the principle different- body/different- concepts holds, nothing 
directly follows regarding the status of concept nativism.

Let’s turn now to a second strand in embodied cognition research that has 
been thought to undermine concept nativism. This is the idea that much of 
human action can be explained without postulating rich internal representations 
and the sorts of complex internal processes that are associated with rationalist 
models of various cognitive capacities. Clark (1999) expresses this view when sug
gesting that much action shouldn’t be modelled in terms of a linear cycle “per
ceive, compute, and act”. Instead, it can be coordinated as it unfolds through 
“real time adjustments” that

replace the notion of rich internal representations and computations, with the 

notion of less expensive strategies whose task is not first to represent the world 

and then reason on the basis of the representation, but instead to maintain a 

kind of adaptively potent equilibrium that couples the agent and the world 

together. (p. 346)

One often cited example of this sort of coupling concerns the type of navigation 
a baseball player uses to catch a fly ball. A cognitively rich account might help 
itself to calculations that predict the ball’s final location based on the angle of its 
upward trajectory, its speed, and so forth. In contrast, an embodied cognition 
account might hold that there are simple perceptual cues that can be directly 
 coupled with action, eliminating the need to postulate rich internal representa
tions and complex internal processes, for example the heuristic of moving in 
whatever direction makes the ball appear to travel in a straight line in your visual 
field (McBeath et al. 1995).

Another widely cited flagship example involves the explanation of the so called 
A- not- B error regarding object representation (which we discussed in Chapter 
17). Recall that in the A not B error, an experimenter visibly hides an interesting 
object in one location (location A), lets the infant reach for it, and repeats this 
sequence a number of times. The experimenter then visibly places the object in a 
new location (location B). The surprising finding is that infants less than 1 year 
old continue to reach for location A even though they can see right in front of 
them that the object has been placed in location B. Embodied cognition theorists 
have claimed that this phenomenon is best explained in terms of “perceiving, 
moving, and remembering as they evolve over time, and that the [A not B] error 
can be understood simply and completely in terms of these coupled processes” 
(Thelen et al. 2001, p. 4). They argue that infants’ performance on the A not B 
task varies in subtle ways depending on perceptual motor factors that affect 
motor planning. For example, whether the infant reaches towards the A or the B 
location is affected by the number of times that the infant previously reached for 
the object in the A location and whether the infant’s posture changes between the 
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A and the B trials (necessitating a different motor plan). This focus on perceptual 
motor processes is taken to eliminate the need for central processes and even the 
possession of an object concept. “[T]here is no such thing as an ‘object concept’ 
in the sense of some causal structure that generates a thought or a behavior . . . 
There is only ‘knowledge’ of objects as embedded in the immediate circumstances 
and the history of perceiving and acting in similar circumstances” (Thelen et al. 
2001, p. 34).

We will consider these two examples in turn. Regarding the first— the naviga
tion involved in catching a fly ball— the main point to keep in mind is that, once 
again, there is no reason why a rationalist needs to reject the proposed ex plan
ation. Rationalists are not in any way opposed to action sometimes being con
trolled by simple, cognitively efficient processes. The heuristic based strategy in 
this case is quite plausible, and similar heuristics may allow for computationally 
efficient processes in a wide range of cases. At the same time, however, there is no 
reason to suppose that this type of explanation can account for all human action.5 
Even in the domain of navigation, there is overwhelming evidence for a number 
of domain specific rationalist learning mechanisms whose computations over 
internal representations mediate between perception and action.

As discussed in Chapter 1 and several subsequent chapters, one of these is a 
navigational mechanism that relies on geometrical representations of the en vir
on ment to regain a correct heading after disorientation— to the exclusion of rep
resentations of other properties (e.g., landmark locations or featural properties 
like visual patterns or colours in the environment). A diverse range of findings 
argue for the existence of this innate domain specific rationalist learning mech
an ism. Many of these findings are centred around the reorientation task in which 
(in the original version of the experiment) participants see an item hidden in one 
of four corners in a rectangular room and then are led to become disoriented. We 
noted in Chapter 1 that 18 to 24 month old children subsequently look for the 
item equally in both the correct corner and its geometrically equivalent opposite 
corner, and that they continue to behave in this way even when one of the short 
walls is covered with a blue cloth (and hence landmark information is available to 
help isolate the correct, unique location of the hidden item) (Hermer and 
Spelke 1996).

In addition, studies with a very broad range of animal species show that many 
animals behave in the same way, relying on geometry to locate the hidden object.6 
As we saw in Chapter 10, this is so even when they are reared in environments 
that prevent them from learning about the critical geometrical properties prior to 

5 For a forceful elaboration of this point, see Goldinger et al. (2016).
6 Comparable results have been found in other primates (Gouteux et al. 2001), mammals (Cheng 

1986), birds (Vallortigara et al. 1990), fish (Sovrano et al. 2003), and even insects (Sovrano et al. 
2013). Some theorists have tried to explain these results without positing any geometrical representa
tions per se. For a trenchant critique of these views, see Duval (2019).
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being tested in the rectangular environment (Brown et al. 2007). We also saw in 
Chapter 1 that children and adults with Williams syndrome have specific difficul
ties with the reorientation task, despite being able to locate objects in a fixed loca
tion when they aren’t disoriented (Lakusta et al. 2010). Finally, we saw that 
neurotypical children’s behaviour showed quirky changes in response to variations 
of the reorientation task. In particular, children rely on geometry when the 

rectangular shape is instantiated by an arrangement of walls— even if the “walls” 
are a mere 2 centi metres high— but not when it is instantiated by a coloured patch 
on the floor or by four freestanding pillars.7 Following Spelke and Lee (2012), we 
pointed out that this otherwise puzzling fact makes sense from a rationalist per
spective when considered in an evolutionary context (Chapter 15). Arguably a 
well designed system for navigation ought to in corp or ate an innate mechanism 
for representing the geometry of the contours of an environment, since, among 
other things, other location cues in natural environments are less reliable.

The geometry based reorientation mechanism is only one of a number of 
innate specialized navigation mechanisms. As we discussed in Chapter 4, many 
species, including humans, also have a path integration mechanism for naviga
tion, which computes the cumulative distance and direction that an organism has 
travelled from a point of origin (Gallistel 1990; Loomis et al. 1999; Wittlinger 
et al. 2006; Smith et al. 2013). Another navigational mechanism allows organisms to 
plot a path by reference to a cognitive map, which represents the overall structure 
of an environment with its major landmarks. This mechanism can be used when 
path integration isn’t helpful, for example, when determining how to get from 
one’s present location to a location that was visited on a previous occasion with
out first returning to the starting point of the current journey (Langston et al. 
2010; Wills et al. 2010; Cheeseman et al. 2014). We have also seen that, in accord
ance with Evolved Navigation Theory, there is evidence that humans possess a 
psychological mechanism for representing (and misrepresenting) distances in 
navigation that takes into account the risk of falling (Jackson and Cormack 2007, 
2008, 2010; Jackson and Wiley 2013; see Chapter 15).

None of these navigation mechanisms can be reduced to the type of direct 
coup ling of perception and action that has been proposed for catching a fly ball. 
For example, path integration requires representing the critical variables of dis
tance and direction for each change of direction in an extended journey and 
computing the cumulative distance and direction of the starting position relative 
to the current position. Likewise, a cognitive map represents the layout of an 
environment regardless of whether it is currently perceived, supporting computa
tions for plotting novel paths. But even if some of the navigational feats that are 

7 This asymmetry holds even though the coloured patch and the four pillars are highly per cep
tual ly salient and form, or can be seen to form, the same geometrical shape as the diminutive walls 
(see Figure 1.2).
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associated with these mechanisms could be achieved by directly coupling percep
tion and action, a rationalist account of the origins of these mechanisms would 
still be called for given the wealth of evidence we have touched on.

It is perhaps also worth noting that these mechanisms provide further support 
for the idea that the principle different- body/different- concepts is perfectly com
patible with concept nativism and that it often imposes only the weakest con
straints on the types of representations an organism can possess. Suppose, for 
example, that the geometry based mechanism for reorientation were, in some 
interesting sense, body based. Notice that this body based mechanism would 
have to depend on extremely general features of our bodies. After all, it is a cap
acity that is also possessed by animals with very different body plans and that are 
evolutionarily distant from human beings. As we have seen, fish, for example, 
have been found to spontaneously use the geometry of an enclosure in attempt
ing to locate a target corner, in much the same way that 18 month old human 
infants rely on the geometry of the room to locate a hidden object. But of course 
fish don’t have arms or legs, and have substantially more control over their up 
and down motion than humans do. So to the extent that bodily features are driving 
the attention to geometrical properties, the bodily features in question would 
have to be ones that are common to most or all vertebrate species (and to many 
invertebrate species too). And the collective weight of the evidence for this mech
an ism (pulling together the argument from early development, the argument 
from animals, the argument from neural wiring, and the argument from cogni
tive and behavioural quirks) would just go to show that this body based capacity 
is rooted in an innate domain specific mechanism.

Let’s turn now to consider the A not B error. Here we can be quite brief. We 
can grant embodied cognition researchers that the A not B error is influenced by 
perceptual motor factors, as rationalists like Susan Carey (2009) have been happy 
to do.8 It is important to recognize, however, that even if this is right, such factors 
should not be thought to be the only factors that influence performance on these 
tasks. As we saw in Chapter 17, another important factor is whether the placement 
of the object occurs in a social context that elicits the expectation that this is an 
occasion in which generalizable information is being communicated. As Topál 
et al. (2008) showed, such expectations, linked to an innate system of natural peda
gogy, play a large role in explaining infants’ failure to reach for desirable objects 
in A not B tasks. More generally, the A not B error is only one small part of the 
development of children’s understanding of objects. And, contrary to Thelen 
et al. (2001), there is an abundance of evidence for a rationalist account of the 

8 Although there is still a question about why the perceptual motor factors have the impact they 
do. A key source of this impact may be that younger infants are more apt to choose location A over 
location B because their attention is directed to maintaining their balance and that this leaves them 
with fewer attentional resources to keep track of the fact that the object’s location was switched to 
location B (Berger et al. 2019).
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origins of object representation (see again the discussion of object representation 
in Chapters 10, 15, and 17). This just goes to show that, if the embodied cognition 

explanation of the A not B error is to be maintained, this will have to be in the 
context of a broader rationalist account.

We turn now to the third and final strand in the embodied cognition literature 
that is often taken to be in tension with concept nativism. According to this 
strand, conventional (non embodied) accounts of concepts mistakenly assume 
that sensorimotor experience is recoded into a fully abstract format and that con
ceptual activity takes place in this amodal code in its own distinctive areas of the 
brain. In contrast, proponents of embodied cognition have argued that concep
tual activity isn’t separate from sensorimotor processes. It takes place in sensori
motor and affective systems by simulating aspects of what would be perceived 
and felt and how one might act in a given situation (Barsalou 1999). For example, 
within an embodied cognition framework, the concept kiCk isn’t an amodal rep
resentation that abstracts away from the sensory motor activity that takes place 
when seeing someone else kick something or when experiencing kicking some
thing oneself. Rather, it is realized by the very same sensorimotor representations 
that are activated when perceiving or undertaking a kick.

Our discussion of this view will focus on a domain where the opposition to 
amodal representations enjoys a good deal of initial plausibility, namely, the 
domain of emotion concepts (concepts such as angEr, joy, pridE, and disgust). 
The embodiment claim in this case is that emotion attribution involves simulat
ing being in the attributed emotional state (Niedenthal 2008). Emotion concepts, 
instead of being understood as abstract amodal representations that happen to 
refer to emotional states, are taken to be realized by sensorimotor activity and 
bodily changes that also occur when one is in the corresponding emotional state. 
Recognizing joy or anger in others, for example, would turn on the activation of 
many of the same representations and bodily reactions that underlie experiences 
of joy and anger in oneself.

Proponents of this view have cited a variety of findings in its favour (Niedenthal 
et al. 2014). The most exciting data in this area turn on interventions where facili
tating or hampering bodily aspects of emotional activity seem to facilitate or 
hamper the use of a related emotion concept. For example, Havas et al. (2010) 
examined women who had Botox injections in the corrugator supercilii muscle to 
reduce frown lines. After receiving the injections, they were slower when reading 
sentences containing the words “sad” and “angry” but not when reading sentences 
containing the word “happy”. According to the embodied cognition account of 
emotion concepts, this selective reduction in reading speed makes sense because 
the concepts sad and angry (but not happy) incorporate motor processes that 
produce facial expressions with a furrowed brow. The Botox injections affected 
conceptual processing by impairing these women’s ability to engage the needed 
motor activity. In related work, Niedenthal et al. (2009) asked participants to 
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determine if a given word was associated with an emotion, where some of the 
participants held a pen between their lips thereby interfering with both the 
muscles that pull the mouth into a smile and the muscles that curl the upper lip 
when exhibiting disgust. Holding a pen in this way was found to correlate with a 
reduced ability to categorize joy related and disgust related words as such, but 
had no effect on anger categorization.9

Let’s assume for the sake of argument that emotion concepts are embodied 
in the way that embodied cognition researchers have claimed— that emotion 
concepts used in the attribution of emotions to others are realized by much of 
the same sensorimotor activity and affective changes that make up one’s own 
experiences of the corresponding emotion. Still, just like the principle 
different- body/different- concepts, this fact in itself has no implications for the 
rationalism empiricism debate. It is perfectly compatible even with a strong 
rationalist view that holds that certain emotion concepts are innate. A rationalist 

embodied view would just maintain that the sensorimotor and affective states 
that constitute these emotions are part of an innate categorization mechanism 
for recognizing these emotions and for engaging in other conceptual processes. 
For this reason, the question isn’t whether to choose an embodied account of 
emotion concepts or a rationalist account. It is whether the origin of any given 
embodied emotion concept is best explained in empiricist or rationalist terms.

To illustrate this point and to show how an embodied rationalist account of the 
origins of certain emotion concepts is a serious possibility, consider the concept 
disgust. First of all, the emotion of disgust is arguably an innate feature of human 
psychology. There are numerous elicitors of disgust that are plausibly universal, 
including corpses, bodily products (e.g., faeces, vomit, and urine), breaches of 
the body (e.g., open wounds and sores), and outward signs of disease (Curtis 
et al. 2011; Kelly 2011). There is strong evidence of a universal facial expression for 
disgust (Elfenbein and Ambady 2002), and there are common features of the 
non verbal vocalizations accompanying disgust that are even produced by con
genitally deaf individuals, who have never heard how people react to disgusting 
situations (Sauter et al. 2019).10 Pathogens have been one of the main selective 
pressures in human evolution (Fumagalli et al. 2011), and evolutionary theorizing 
about disgust suggests that disgust evolved in part as an adaptation for pathogen 
avoidance. It has been noted that the cost of infection places substantial selection 
pressure on all animals (not just humans), that this has led to adaptations for 

9 Work relating to these findings also illustrates the complexities of interpreting replication 
failures, with some findings in this area being supported by further research (e.g., Bulnes et al. 
2019), and other highly influential findings failing to replicate (e.g., Wagenmakers et al. 2016; 
Morey et al. 2022).

10 Though early work on the universality of emotions focused on recognition based on static facial 
cues, it is important to remember that emotions have complex multi modal expressions (Keltner 
et al. 2019).
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pathogen avoidance in other species, and that the pancultural core elicitors of 
disgust in humans pose a high risk of exposure to pathogens (Curtis et al. 2011; 
Kelly 2011).11

Why suppose that there is a rationalist account of the origins of the concept 
disgust as opposed to just the emotion of disgust itself ? One reason is connected to 
the argument from prepared learning. Like pride, disgust is likely to have evolved as 
part of a communicative system.12 And the communicative social functions of dis
gust would have required a reliable mechanism for interpreting disgust signals in 
other people. This argues for a concept of disgust that traces back to characteristically 
rationalist psychological structures in the acquisition base being part of an adaptive 
communicative system. Disgust isn’t simply about responding to a fixed set of 
potentially harmful objects and substances when they are directly encountered. 
When manifested it helps onlookers to keep a safe distance from a potential hazard. 
Onlookers can also learn about new types of pathogenic hazards without having to 
engage in risky trial and error learning themselves. But of course both of these forms 
of socially mediated learning require being able to represent disgust in others.

Another reason in favour of adopting a rationalist account of disgust is con
nected to the argument from universality. A variety of evidence argues for the 
recognition of disgust signals being a human universal (Elfenbein and Ambady 
2002; Sauter et al. 2010).13 A particularly challenging test case for this claim of 
universality comes from societies where there is no word for disgust. In studying 
such a society, researchers compared the recognition of emotions in speakers of 
German (which has a word for disgust) to speakers of Yucatec Maya (which 
doesn’t) (Sauter et al. 2011). When asked to label photographs of people exhibit
ing different emotional expressions (disgust, anger, and sadness), the Yucatec 
Maya speakers labelled the samples of disgust and anger in much the same way, 

unlike the Germans. However, when asked to match images in a non linguistic 
task, the Yucatec Maya participants distinguished disgust from both anger and 
sadness just like the Germans. In fact, both groups showed categorical perception 
in that they did not treat blended images of emotional expressions as blends of 
two emotions but instead treated them as categorically falling under whichever 

11 Disgust’s contribution to avoiding pathogens is most likely just one part of a suite of adaptations 
that have been described as the behavioural immune system (Schaller and Park 2011). Other compo
nents of the behavioural immune system include a particular sensitivity to social norms regarding 
behaviours that are associated with vectors for disease (e.g., sexual interaction and personal hygiene 
(Oaten et al. 2009)) and adaptations for avoiding and removing parasites that attach to the surface of 
the body (Kupfer and Fessler 2018). Innate preparedness for these connections may well involve 
articulation in the acquisition base among these elements, which would suggest a rationalist account 
of at least some further, related concepts.

12 Our earlier discussion of the evidence for a rationalist account of the origins of pridE and other 
communicative emotions (see Chapter 14) further supports the case for a rationalist account of the 
origins of a range of embodied emotion concepts.

13 The argument from universality here, as elsewhere, turns on how probable it is that the universal 
psychological trait isn’t acquired solely via domain general learning mechanisms (see Chapter 11).
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emotion category contributed more to the blend (even if it was just over 50% 
of the blend).

In short, there is good reason for supposing that there is a rationalist account 
of the origins of the concept disgust, not just the emotion of disgust. On the 
assumption that disgust and other emotion concepts are embodied, then this 
would also be reason for supposing that there is a rationalist account of the origins 
of at least some embodied concepts. Being embodied is perfectly compatible with 
concept nativism.

We now want to consider a concept where it is not only true that a rationalist 
account and an embodied account are compatible, or where there is independent 
evidence for a rationalist account in a conceptual domain that is thought to be 
embodied, but where the very same evidence that supports embodiment also sup
ports rationalism. The concept we will consider to illustrate this is the concept of 
physical formidability.

Physical formidability refers to the ability to resolve conflicts through physical 
force or the threat of such force. It’s a graded and relative property. The same person 
may seem highly formidable to a smaller, weaker individual, but not particularly 
formidable to a larger, stronger individual. It turns out that people are quite good at 
assessing physical formidability. One study found that people are accurate when 
visually assessing men’s fighting ability and that these assessments can be made just 
by looking at photographs of men’s bodies (Sell et al. 2009). Other studies have 
found that people are even accurate when looking at just a photograph of a man’s 
face (Sell et al. 2009) or listening to a recording of a man’s voice (Sell et al. 2010).14

Although there has been little discussion of the concept physiCal formida
bility in the rationalism empiricism debate about the origins of concepts, phys
ic al formidability has undoubtedly been a major factor in determining who 
acquired and retained access to contested resources over the course of human 
evolution (Sell et al. 2009; Sell et al. 2012). Archaeological evidence indicates that 
human prehistory saw intraspecies violence on a scale far greater than is found in 
contemporary large scale societies. In terms of sheer percentages of deaths, pre
historic violence exceeded even the most violent periods in recorded history 
(Keeley 1996). Physiological evidence also indicates that human hands and faces, 
especially in men, are adapted for combat (Morgan and Carrier 2013; Carrier and 
Morgan 2015). This and other work suggests that there was intense selection pres
sure in human evolution for the ability to make rapid and accurate assessments of 
physical formidability— to know when to use force and when to capitulate, and 
when to be cautious about entering into a dangerous conflict and when to recruit 
allies or adopt other means to augment one’s defences.

14 Women’s physical strength can also be assessed from photographs of their bodies, though less 
accurately, and accuracy decreases even further when their formidability is assessed just from their 
faces or voices (Sell et al. 2009; Sell et al. 2010).
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Of course, in dynamic real world situations, physical formidability isn’t just a 
matter of raw strength or fighting ability. It is also influenced by whether an indi
vidual has a weapon, the number of allies and kin an individual has, their age and 
health, the degree of group cohesiveness among allies and kin, and other factors. 
Keeping track of all of these variables and the potentially complex interaction 
effects among them could become computationally expensive— just like keeping 
track of the many variables that could affect the trajectory of a fly ball and using 
these to predict where it will land. However, assessments of physical formidabil
ity could be simplified with an embodied summary representation that is respon
sive to these differing variables. Daniel Fessler, Colin Holbrook, and colleagues 
have suggested that using a bodily representation of size and strength as a proxy 
for all these variables would be a particularly efficient way to summarize this 
information, where more formidable opponents are represented as being larger 
and stronger relative to one’s own body regardless of the source of their formida
bility. This proposal is supported by some rather surprising findings.

In one study, participants were asked to estimate men’s size and strength when 
shown just their hands holding either a weapon or a tool. If a man’s hand was 
holding a gun or knife as opposed to a drill or handsaw, then the man was judged 
to be larger and more muscular (Fessler et al. 2012). In another study, participants 
were tested while they were alone or while there were potential male allies pre
sent. When judging the formidability of a “convicted terrorist” on the basis of his 
photograph, participants with potential allies present represented the terrorist as 
being smaller and less muscular (Fessler and Holbrook 2013a). In another study, 
participants were asked to estimate the size and strength of a “criminal” from his 
mug shot in one of two conditions— either making the estimate while walking in 
sync with another person or merely walking beside the other person. 
Synchronized movement is associated with enhanced cooperation and hence 
operates as a body based signal of coalitional cohesion. In this case, the criminal 
was represented as smaller and less muscular when participants were engaged in 
synchronized walking than asynchronous walking (Fessler and Holbrook 2014). 
And in another study, participants were asked to make assessments of size and 
strength either in a condition that simulated quadriplegia or in one that simu
lated minor nerve damage— in the first case, by strapping the participant to a 
wooden chair; in the second, by attaching small metal caps to the participant’s 
fingertips. In both cases, they were shown just the face of an angry looking man 
and asked to indicate his size and muscularity. Participants in the first condition, 
who were effectively incapacitated, deemed the men to be larger and more mus
cular than participants in the second condition, who were still free to move their 
bodies (Fessler and Hobrook 2013b).

Taken together, this work makes a compelling case for an embodied cognition 
perspective on the concept physiCal formidability. Assessments of physical 
formidability appear to be grounded in a representation of the relative size and 
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strength of an individual compared to a self assessment of one’s own size and 
strength, where both of these size and strength representations are sensitive to a 
wide range of factors that are relevant to fighting ability. Things like who is 
armed, supported by allies, or physically incapacitated are all folded into one 
concrete body based summary representation.15

But notice that this very same work also makes a compelling case for a ration
alist account of the concept physiCal formidability. Since people with knives 
or guns are not actually bigger or stronger than people without them, a domain 
general learning mechanism wouldn’t be expected to arrive at this way of repre
senting the situation. The same goes for the other effects we have mentioned. 
Walking in sync with others or having potential allies present doesn’t actually 
make adversaries smaller or physically weaker, so a domain general learning 
mechanism should not learn that they look smaller or weaker under such condi
tions. On the contrary, the more exposure it is given to potential adversaries and 
the more feedback it receives about their actual size and strength, the less likely it 
should systematically misrepresent their size and strength. And even if it did mis
represent size and strength, there would be no reason for it to do so in these par
ticular ways, as opposed to systematically underestimating or overestimating 
people’s size and strength as a function of one’s general level of risk aversion.16 
Thus, the very same evidence that argues for an embodied representation of 
physical formidability also argues for a rationalist account of its origins.

One of the themes of this chapter has been that embodied cognition, in its dif
ferent forms, isn’t incompatible with concept nativism and that there is consider
able room to explore rationalist proposals within an embodied cognition 
framework. Because the two are compatible, then given the overwhelming case 
for concept nativism (see especially Part II), future research on embodiment vis 
à vis the human conceptual system would be best served by exploring accounts 
that trace back to some of the many characteristically rationalist psychological 
structures in the acquisition base. That is, embodied cognition researchers should 
consider the possibility of distinctively rationalist forms of embodied cognition 
that take into account the sorts of considerations that factored into the seven 

15 For some additional factors affecting the summary representation, see Holbrook and Fessler 
(2013); Fessler et al. (2016); and Scrivner et al. (2020).

16 This is not to say that there is no role for domain general learning to play in all of this. You have 
to learn what a gun is and what it can do in order for it to have the impact that it does on the summary 
representation of size and strength, and this undoubtedly involves a certain amount of domain 
general learning. Nonetheless, the input regarding modern weapons enters into the summary repre
sentation presumably because the formability assessment mechanism evolved to be specifically 
responsive to information about the possession of weapons. After all, ancestral humans would have 
had to learn about potential weapons too. Similarly, violent conflicts in ancestral times would have 
been greatly influenced by the presence of allies, their group’s cohesion, physical liabilities, and so on. 
So it makes sense that a domain specific rationalist learning mechanism would be responsive to all of 
these factors, supported by domain general learning regarding the categories that meet its input 
criteria.
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arguments for concept nativism from Part II. This isn’t the place to revisit each 
of those arguments, but we want to illustrate how rationalist and embodied 
cognition research may fruitfully interact by briefly looking at an example 
linked to the argument from neural wiring. The example concerns constraints 
on the neural underpinnings of the conceptual representation of hands, feet, 
and tools.

Within an embodied cognition framework, there are no amodal representa
tions, so concepts for hands and tools should be grounded in sensorimotor repre
sentations. Now neurological research has found that there are distinct specialized 
regions of the visual occipitotemporal cortex for representing different kinds of 
things and that the regions for representing hands and for representing tools nor
mally overlap. Proponents of embodied cognition would claim that concepts for 

hands and tools are partly grounded in this circuitry— in the way that embodied 
concepts are always grounded in particular sensorimotor systems. We expect that 
many would also go on to explain this overlap as resulting from domaingeneral 
learning mechanisms operating on sensorimotor experience, particularly visual 
experience of seeing things like a carpenter pounding a nail with a hammer. 
However, this speculative developmental account can’t be right, since congeni
tally blind individuals (who have never seen any hand tool manipulations) have 
the very same hand tool overlap in the visual occipitotemporal cortex (Peelen et al. 
2013). What’s more, it’s unlikely that the overlap in such cases results from 
personal experiences of using tools with one’s hands, since it also occurs in 
individuals who were born without any hands and consequently have no 
motor experience of their hands manipulating tools (Striem Amit et al. 
2017). Given all this, the overlap between hand and tool regions of the visual 
occipitotemporal cortex is likely to be a further case of constrained neural 
plasticity of the sort that we highlighted in the argument from neural wiring 
in Chapter 13. And this suggests that if an embodied cognition account of 
hand and tool concepts is adopted, this ought to be a rationalist embodied 
cognition account.17

17 Related work has looked at representations for human actions in what is known as the action 
observation network, comparing the development of this network in individuals born without hands 
or upper limbs and individuals with intact arms and hands. Participants were shown actions that 
could  naturally be performed in different ways, with either a hand or foot movement (such as fully 
opening vs. fully closing a partly open door either by pushing or pulling it with a hand or foot). No 
significant differences in the action observation network for representations of actions or the body 
parts involved in them were found between the groups. And both the largescale organization of the 
action observation network and the abstract representation of actions independent of the body part 
involved in their performance were essentially the same across the groups. This work indicates that 
there are equally strong constraints on the development of this network and the associated represen
tations for human actions, suggesting that if an embodied cognition account of the visual representa
tion of observed actions is adopted, this should be a rationalist embodied account as well 
(Vannuscorps et al. 2019).



526 EmbodiEd Cognition

To sum up, research in the embodied cognition tradition has uncovered many 
important findings that should be factored into how we think about the workings 
of the mind. However, embodiment does not in itself vindicate an empiricist view 
of cognitive and conceptual development. On the contrary, we have argued that 
the role of the body in shaping cognition is perfectly compatible with concept 
nativism. Indeed, as with a number of other insights that have been associated 
with empiricist theorizing and that were discussed earlier in Part III, the core 
idea behind embodied cognition not only is compatible with rationalism but is 
substantially improved when developed in the context of an overall rationalist 
framework.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0022
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Conclusion to Part III

Part III has examined a representative selection of some of the most important 
and influential empiricist accounts of concept acquisition, along with some key 
conceptual and methodological challenges grounded in empiricist theorizing. 
These alternative approaches and objections have been thought to show that con-
cept acquisition can and should be explained wholly in terms of empiricist learning 
mechanisms without having to postulate many (or even any) characteristically 
rationalist psychological structures in the acquisition base. We have argued that 
none of these empiricist proposals or objections undermine concept nativism 
and that a critical evaluation of concept nativism’s empiricist opposition only 
reinforces the explanatory appeal of concept nativism.

Some of the empiricist challenges to concept nativism that we have touched on 
are based on misunderstandings of what concept nativism claims. For example, 
in Chapter 20 we saw that neuroconstructivists accuse rationalists of holding that 

parts of the brain are “hardwired” in such a way that they are unaffected by the 
environment or by prior states of development. As we have repeatedly empha-
sized, however, this charge is based on a serious mischaracterization of concept 
nativism. Concept nativism wholeheartedly embraces both environmental influ-
ences on concept learning and developmental processes that are sensitive to prior 
neural and cognitive changes. And it does not entail that cognitive traits are 
determined, fixed, or unchangeable. Rather, it holds that these neural, cultural, 
and environmental influences should be understood as being mediated not solely 
by empiricist learning mechanisms but by a combination of different types of 
learning mechanisms which notably includes rationalist learning mechanisms that 
trace back to characteristically rationalist psychological structures in the acquisition 
base. This means that the acquisition base contains many characteristically rationalist 
psychological structures, but it doesn’t in any way preclude development, change, or 
variation. It only entails that these structures aren’t themselves acquired via more 
fundamental psychological structures.

Other major empiricist objections to concept nativism that we have discussed 
aim to show that rationalist interpretations of some influential test cases in recent 
rationalist research are unsubstantiated. For example, proponents of methodo-
logical empiricism have argued that there are simple empiricist explanations of 
data associated with rationalist views of object representation, and neo- 
associationists have argued that there are low- level perceptual explanations of 
data that rationalists have taken to demonstrate early forms of sociomoral 
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representation in infants. Of course, in all such cases the devil is in the details. 

But we have argued that prominent empiricist criticisms of this kind fail either 

because they wrongly focus on the mere possibility of an alternative explanation 

or because they focus too narrowly on a small set of experimental results, disre-

garding crucial further considerations that decisively undermine these alternative 

empiricist explanations. When these considerations are given their due, im port-

ant test cases— like the representation of physical objects or the representation of 

agents’ helping or hindering others— not only fail to undermine rationalism but 

actually provide further support for it. In this way, our discussion of empiricist 

alternatives in Part III has also served to substantially supplement the positive 

case for concept nativism that we gave in Part II.

While several of the influential empiricist objections that we have discussed 

turn on misunderstandings or problems of these sorts, empiricist theorizing 

about the origins of concepts should not simply be dismissed. One of the main 

morals in Part III is that many of the most important resources and insights to be 

found in empiricist theorizing can and should be integrated with rationalist elem-

ents. In Part III we have argued with respect to a number of case studies that these 

kinds of resources and insights are not only perfectly compatible with concept 

nativism but also capable of making a far greater contribution to our understand-

ing of conceptual development when incorporated into a rationalist framework. 

For example, we saw in Chapter 22 that an embodied cognition approach to con-

ceptual development is consistent with concept nativism and that there is good 

reason to suppose that flagship cases involving the A- not- B error in object cogni-

tion, bodily concepts like front and baCk, navigation- related concepts, and 

emotion concepts, among others, are all better understood in these terms. 

Likewise, in Chapter 19 we saw that artificial neural network models of semantic 

memory needn’t assume that semantic memory starts out as a largely undifferen-

tiated system of representation. Instead, such models can build in innate high- 

level category- specific dimensions and settings— for example, ones that innately 

prepare the network to single out animals and plants and to have distinctive 

expectations involving these categories. Such a rationalist artificial neural network 

model would be far better equipped to explain the actual course of conceptual 

development in these domains. Similar points could be made about the role of 

positive and negative reinforcement learning in the domain of moral cognition 

(Chapter 18) or the role of spatial thinking in conceptual development (Chapter 21).

All this is to say that concept nativism doesn’t entail a categorical rejection of 

all the insights and resources of empiricist theorizing. Empiricists have been 

wrong in maintaining that conceptual development is mediated entirely (or 

nearly entirely) by domain- general learning mechanisms. But empiricists have 

been right to emphasize that domain- general learning makes an important con-

tribution to understanding development. Since domain-general learning is fully 

compatible with rationalist approaches, concept nativists can and should maintain 
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that cognitive and conceptual development traces back to a rationalist acquisition 

base containing not just characteristically rationalist psychological structures but 

also domain- general learning mechanisms, and that development is mediated by 

a rich set of rationalist learning mechanisms working alongside and together with 

domain- general learning mechanisms.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0023
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24
The Evolution of Fodor’s Case 

against Concept Learning

Rationalism encompasses a broad spectrum of views. But when it comes to 
rationalism about concepts, people often lose sight of this fact and unwittingly 
identify rationalism with radical concept nativism, Jerry Fodor’s notorious view 
that virtually all lexical concepts are innate. Since Fodor’s radical concept nativ-
ism is closely connected to his allegation that theories of concept learning are 
deeply problematic, it is also common to assume that what divides rationalist 
from empiricist views of the conceptual system is the role they assign to learning. 
Empiricist models are supposed to favour learning, while rationalist models are 
supposed to be categorically opposed to learning.

It should be absolutely clear by now that we reject this construal of the 
rationalism- empiricism debate. As we argued at length in Part I, and repeatedly 
illustrated throughout Parts II and III, rationalists and empiricists don’t disagree 
about whether learning should be taken to figure prominently in conceptual 
development but about whether, and to what extent, such learning depends upon 
characteristically rationalist psychological structures in the acquisition base.1 
Although it is a common mistake to take the rationalist viewpoint in general regarding 
the origins of concepts to just be Fodor’s view, his view really is an extreme outlier. 
For this reason, we refer to Fodor’s view as radical concept nativism to highlight 
how extreme it is— a point that is not disputed, even by Fodor— and to contrast it 
with our own view and with the broader class of rationalist views that we refer to 
as concept nativism.2 This broader class covers a range of views. Some of these 
take a rationalist approach to only a handful of conceptual domains, while others, 
like our own approach, take a rationalist approach across many conceptual domains. 

1 For readers not reading the chapters in order, there are a number of technical terms that were 
introduced and explained earlier that we will continue to rely on in Part IV, including “acquisition 
base”, “rationalist learning mechanism”, “characteristically rationalist psychological structures”, 
“articulation”, and “alignment”. Brief summaries of how we are using these and other terms may be 
found in Boxes 1–7 in Chapter 2 and in Box 8 in Chapter 6.

2 Radical concept nativism is still a type of rationalist account. But it is useful to partition rational-
ist views in a way that excludes it from the mainstream rationalist views that we collectively refer to 
using the term “concept nativism”. In addition to highlighting the radicalness of Fodor’s view, this also 
provides a relatively easy way to refer to the collection of rationalist views that are not extreme in the 
way that Fodor’s is without having to repeatedly use a cumbersome expression like “non- extreme 
versions of concept nativism” to collectively refer to these rationalist views, which are the rationalist 
views that are primarily at issue in the rationalism- empiricism debate.
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Different rationalist views will also strike different balances between postulating 
concepts as innate or as acquired via rationalist learning mechanisms. And, of 
course, different rationalist views will posit different types of rationalist learning 
mechanisms— differing along the various dimensions that we highlighted in 
Chapter 2, such as complexity, articulation, and alignment. But one thing they all 
have in common is that they take learning to be critical to the development of the 
human conceptual system.3

While Fodor’s views about learning are undoubtedly extreme— and rightly 
rejected by virtually all philosophers and cognitive scientists— it is also true that 
many leading theorists in cognitive science have found it to be enormously 
 valuable to engage with Fodor’s views and arguments. We wholeheartedly agree 
with them about this. Fodor’s discussions of these issues are among the richest 
and most interesting in contemporary philosophy and cognitive science— a fact 
that can be easy to overlook given the extreme implausibility of Fodor’s conclusions. 
And some of the most important and creative approaches to human conceptual 
development— such as Susan Carey’s proposal about bootstrapping (which we 
touched on briefly in Chapter 2)—have without a doubt been directly motivated 
by the challenge that Fodor presents.

Much of our discussion in Part IV will be focused on an immensely important 
and influential view about learning that many take to be at the heart of Fodor’s 
arguments—a view that imposes a fundamental constraint on any theory of 
 concept learning. While rejecting Fodor’s radical concept nativism, these theorists 
agree with Fodor’s claim that primitive concepts and representations (ones that 
are not composed of simpler representations) cannot be learned and so must be 
innate. In fact, this view about conceptual structure and the limits on what can be 
learned lies behind a nearly universally accepted model of concept acquisition— 
endorsed in different ways by rationalists and empiricists alike— the Acquisition 

by Composition model (ABC model) of concept acquisition, which was introduced 
in Chapter 5. According to this model, concept learning requires that the learned 
concept be a complex concept which is formed from a compositional process that 
builds the new concept out of its semantic constituents.

One of the key morals of Part IV of the book is that this model is mistaken. By 
carefully analysing Fodor’s arguments, we show precisely how they go wrong, 
which in turn shows why the ABC model of concept acquisition should also be 
rejected. The rejection of this model opens up a range of new possibilities for 

3 We use the terms our version of concept nativism and our concept nativism in the way they were 
introduced in Part I to refer to our own view, a form of concept nativism according to which many 
concepts across many conceptual domains are either innate or acquired via rationalist learning mech-
anisms. As we emphasized earlier, the arguments we have given in support of our concept nativism 
are not intended to argue for a single fully specified theory of conceptual development, but rather are 
compatible with a variety of rationalist theories with detailed commitments regarding the characteris-
tically rationalist psychological structures in the acquisition base which current research is, 
unsurprisingly, unable to decide among.
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explaining how concepts can be learned which we explore in relation to a variety 
of different types of concepts and different theories of the nature of mental 
content (in Chapter 25).

In his final treatment of these issues, Fodor rejected radical concept nativism, 
while standing by the core of his earlier arguments that concept learning is not 
possible (Fodor 2008). Exploring Fodor’s alternative to radical concept nativism 
also turns out to be fruitful, particularly in highlighting the importance of culture 

to the origins of concepts— which we argue Fodor’s alternative is unable to 
account for. Our discussion of these issues (in Chapter 26) also explores the 
depth of the connection between our own rationalist account of the origins of 
concepts and cultural learning.

In short, there is a great deal to be gained by carefully examining Fodor’s argu-
ments, despite the highly counterintuitive nature of their conclusions. The first 
step is to get a sense of the evolution of Fodor’s thinking. Fodor has been a persistent 
and outspoken critic of theories of concept learning ever since he first broached 
the issue in the 1970s. Though Fodor’s case against learning, and the extreme 
rationalist views that have been closely connected with it, are among Fodor’s 
most distinctive philosophical commitments, many of his readers have been 
baffled by this ongoing theme in his work. How could anyone deny that concepts 
like xylophone and Kangaroo are learned? In this chapter, we explain Fodor’s 
case against concept learning and how it has evolved over the years, culminating 
in his most recent and trenchant treatment of these issues in LOT 2: The Language 

of Thought Revisited.

24.1 The Language of Thought (1975)

Fodor first presented his case against concept learning in his landmark book The 

Language of Thought. He argued that any account of the acquisition of concepts— if 
it has any hope of making good on its claim that concepts are learned— must take 
the process to involve framing and testing hypotheses about the concept to be 
learned. From here he went on to claim that this apparently simple observation 
leads to a big problem.

The problem is that their reliance on hypothesis testing makes theories of 
concept learning viciously circular because representing the hypotheses and the 
evidence needed in order to learn a concept requires being able to use that very 
concept:

What has been argued is, in effect, this: If the mechanism of concept learning is 

the projection and confirmation of hypotheses (and what else could it be), then 

there is a sense in which there can be no such thing as learning a new concept. 

For, if the hypothesis- testing account is true, then the hypothesis whose 
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acceptance is necessary and sufficient for learning C is that C is that concept 

which satisfies the individuating conditions on Ø for some other concept 

Ø. But, trivially, a concept that satisfies the conditions which individuate Ø is 

the concept Ø. It follows that no process which consists of confirming such a 

hypothesis could be the learning of a new concept (viz., a concept distinct from 

Ø). (Fodor 1975, pp. 95–96)

In other words, if C is the target concept, then to learn it, the learner must first be 
in a position to frame a hypothesis to the effect that C is this concept. And if the 
learner can do that, then she must already have C— in which case there is nothing 
to learn. (We should note that Fodor had a broad and inclusive notion of a concept 
in which most mental representations would count as concepts, and his circularity 
argument doesn’t turn in any way on how the conceptual/nonconceptual distinction 
is drawn. He could equally have said that if C is the target representation to be 
learned, then the learner must already have this representation C—and hence 
wouldn’t really be learning it.)

But why think that concept learning takes this form? One reason is very 
general. As Fodor noted, it’s not enough that a concept be acquired via causal 
interactions with the en vir on ment for it to be learned. Maturation involves a cer-
tain amount of interaction with the environment. For that matter, so do causal 
flukes (e.g., if one were to miraculously acquire a concept upon being hit on the 
head, or through some type of futuristic neurosurgery). The point is that, to be 
worthy of the name, concept learning must involve something akin to a rational 
process in which the experience that occasions a concept justifies its adoption, as 
hypothesis testing does.4

A second reason for taking concept learning to have this form is that, as Fodor 
argued, experimental work on concept learning in psychology has employed a 
model in which concept learning amounts to inductive extrapolation, which 
essentially involves taking concepts to be learned via hypothesis testing. In a typical 
experiment, subjects are given stimuli and the task of sorting them in accordance 
with an unknown rule while receiving feedback about whether their responses 
are correct or not. Suppose the criterion of success is to pick out the red items 
from among many different shape and colour com bin ations. To succeed in the 

4 When we introduced the term learning mechanism in Chapter 2, we deliberately characterized 
learning mechanisms in a way that encompassed all cases in which a psychological trait is acquired 
via psychological processes, including processes that aren’t necessarily rational. We did this because, 
in the end, the rationalism- empiricism debate is about the character of the psychological structures in 
the acquisition base, and so we needed a single term to cover any case in which a psychological trait is 
acquired via psychological processes as opposed to being in the acquisition base. This loose use of the 
terms learning and learning mechanism were appropriate for our purposes in Parts I–III of the book. 
However, in Part IV we will employ a more restrictive notion of learning, which differentiates cases of 
learning from other cases of psychological- level acquisition and which, as in Fodor’s usage, is intended 
to be broadly in keeping with the ordinary usage of the term “learning”.
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task requires keeping track of the relevant feedback (e.g., that the response yes to 
a red circle is rewarded) and using this to ultimately settle upon the correct criterion. 
In other words, in each trial as the experiment proceeds, the learner must entertain 
a hypothesis about the sorting rule (Is it the red things? Maybe the red circles?) 
and represent the evidence that pertains to its evaluation. But then the trouble 
kicks in. To be able to represent the hypothesis that the correct sorting rule picks 
out the red items requires that one already have the concept red. So we are left 
with the troubling view that you need the concept red in order to learn it.

This circularity argument makes a powerful prima facie case for the radical 
conclusion that no concepts can be learned. But, if concepts can’t be learned, pre-
sumably they must be innate, which as Fodor noted, constitutes “a very extreme 
nativism” (Fodor 1975, p. 96). The radicalness of the conclusion led Fodor to 
remark in a discussion from the same period that “what is puzzling about the 

[circularity] argument . . . is exactly that it requires only these fairly banal assump-
tions to arrive at the wildly paradoxical conclusion that all concepts are innate” 
(Fodor 1980, p. 328). And in The Language of Thought, he expressed sympathy 
with the protest that something must be wrong if concepts like oboe and siliCon 
turn out to be innate. Is there any way to avoid this conclusion? One possibility he 
noted was that lexical concepts—concepts corresponding to words in natural 
language—might decompose into more basic concepts. Then perhaps learning 
could be “reconstructed as a process in which novel complex concepts are 
composed out of their previously given elements” (Fodor 1975, p. 96). 
This  possible loophole became the focus of his next major discussion of 
these issues.

24.2 “The Present Status of the Innateness Controversy” (1981)

Fodor’s (1981) “The Present Status of the Innateness Controversy” is perhaps the 
richest and most detailed philosophical discussion of the rationalism-empiricism 
debate concerning the origins of concepts in the twentieth century. It undertook 
an extensive exploration of Fodor’s earlier circularity argument, the potential 
loophole to this argument cursorily noted in The Language of Thought, and the 
general theoretical landscape concerning concept acquisition shaped by these 
considerations. In the course of this discussion, Fodor formulated a way of think-
ing about the rationalism-empiricism debate about the origins of concepts that 
was embraced in much of cognitive science. In effect, Fodor argued that rational-
ists and empiricists are equally committed to some form of the ABC model of 
conceptual development and that the focal point of their disagreement comes 
down to competing views about the set of semantically primitive representations 
that constitute the basis from which all complex concepts are formed. On this 
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picture of the debate (which we should note is very different from the one we 
presented in Part I), while empiricists suppose that the stock of primitive repre-
sentations is relatively modest, rationalists suppose that it is quite rich.5

What’s more, Fodor also argued in this paper that the ABC model, though 
theoretically cogent and critical for understanding concept learning on all 
accounts (rationalist and empiricist), isn’t a real possibility for most lexical con-
cepts. He did this by arguing that most lexical concepts are semantically primitive 
and hence lack the needed semantic structure to be composed from simpler 
representational components. The result was that by closing the loophole from 
The Language of Thought, “The Present Status of the Innateness Controversy” 
presented Fodor’s fullest and most powerful case for his radical concept nativist 
thesis that virtually all lexical concepts are innate.

The central argument in Fodor’s paper is somewhat complicated, so let’s take a 
careful look at each of its two stages. The first is the claim that only complex con-
cepts can resuscitate the idea that concepts are learned via hypothesis testing. To 
see why, suppose that a learner finds herself in the sort of concept learning 
experiment mentioned in the previous section and that the correct rule has to do 
with whether a stimulus is red (i.e., the concept to be learned is red). In that 
case, to succeed in the task, the learner has to make and keep track of observa-
tions that would help her confirm this hypothesis. What sorts of observations? 
Observations of red stimuli, presumably. Notice, however, that if red stimuli need 
to be categorized as such in order to even collect evidence for the hypothesis at 
issue, then the learner would have to already have and be using the concept red. By 
contrast, if the correct rule involved a more complex concept—for example, if it had 
to do with whether a stimulus is a red circle—then in principle the target concept 
(red CirCle) might be confirmed by observations that are framed solely in terms of 
its constituents (red and CirCle); red CirCle itself wouldn’t have to be used.

The second step in Fodor’s argument is the more controversial one. Many 
theorists are comfortable with the suggestion that only complex concepts can be 
learned because of the widespread assumption that ordinary lexical concepts 
generally have the needed semantic structure. In contrast, Fodor claimed that most 
lexical concepts are primitive and so can’t be learned. Moreover, as in The Language 

of Thought, he thought that the natural inference was to conclude that these concepts 

5 Fodor is explicit that both rationalists and empiricists are committed to the ABC model: “Both 
sides [in the rationalism- empiricism debate] assume that the space of concepts potentially available to 
any given organism is completely determined by the innate endowment of that organism. This follows 
from the assumptions that (a) the set of potentially available concepts is the closure of the primitive 
concepts under the combinatorial mechanisms; (b) the set of potentially available primitive concepts 
is innately fixed; and (c) the combinatorial mechanisms available are themselves innately specified” 
(1981, p. 277). As we noted earlier, Fodor is using a very broad and inclusive notion of a concept in 
which most mental representations would count as concepts. So the assumptions highlighted here 
should be understood as stating that the set of all possible concepts for an organism is fixed by the set 
of its primitive representations, and that these and the mechanisms for combining them are innate.



must be innate. The result was Fodor’s notorious radical concept nativism, the view 
that there are at least as many innate concepts as words in language.

Fodor’s argument against lexical concepts having hidden semantic structure 
turned on a mix of empirical and theoretical considerations. One of these cited 
the persistent difficulties that philosophers have had in providing satisfactory def-
in itions for the terms they have attempted to analyse. As Fodor noted, philo-
sophers have sought definitions of terms like “knowledge”, “truth”, and “goodness” 
since antiquity and have reached no consensus on how they should be defined. 
Purported definitions are nearly always subject to counterexamples. Fodor 
argued that this fact begins to make sense on the assumption that the underlying 
concepts lack definitional structure. In a related argument, Fodor noted that psy-
chological experiments corroborate the lack of definitional structure for lexical 
concepts. The concepts that are the best candidates for definitional analysis (e.g., 
causatives such as breaK or Kill) show no effects of their purported complexity 
relative to concepts that are presumably less complex (Fodor et al. 1980).6 This 
too makes sense once it is accepted that the former don’t have definitional structure 
after all. Finally, Fodor criticized what he took to be the main alternative proposal 
about the kind of structure that concepts might have apart from defi n ition al 
structure, namely prototype structure. A concept has prototype structure when it 
decomposes into simpler concepts that collectively specify an abstractly repre-
sented central tendency or best example. For example, the prototype for bird 
incorporates representational elements for such things as feathers, beaks, and fly-
ing even though it’s understood that not all birds fly. Fodor cited a number of 
problems with prototype structure, but the main one was the objection that 
prototypes aren’t compositional and that this is evident given the fact that most 
complex concepts don’t have prototypes. “[T]here may be prototypical grand

mothers (Mary Worth) and there may be prototypical properties of grandmothers 
(good, old Mary Worth). But there are surely no prototypical properties of grand

mothers most of whose grandchildren are married to dentists” (Fodor 1981, p. 297).
What makes the position in “The Present Status of the Innateness Controversy” 

so radical is this second part of the argument, which addresses the potential loop-
hole in the circularity argument that Fodor had identified in The Language of 

Thought. Since this loophole applies only in the case of complex concepts, Fodor’s 
argument that virtually all lexical concepts are primitive has an enormous signifi-
cance. By Fodor’s circularity argument, the argument that lexical concepts are 
primitive means they can’t be learned, and this in turn leads to the outrageous 
conclusion that virtually all lexical concepts are innate—including a multitude of 
concepts that are associated with specific cultural, technological, and scientific 
developments (dollar, hubCap, jazz, baCTeria, eleCTron, etc.).

6 The standard analysis of a causative defines the causative word or concept in terms of the cause of 
a given type of event. For example, Kill is analysed as Cause To die.
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Without Fodor’s argument that virtually all lexical concepts are primitive, the 
circularity argument only gets us as far as the ABC model. This is a model that is 
widely accepted by both rationalist and empiricists.7 But with Fodor’s argument 
that lexical concepts are primitive, the circularity argument goes much further, 
leading to an extraordinarily radical view about the scope of innate concepts. 
This explains both why “The Present Status of the Innateness Controversy” has 
been taken to contain the definitive statement of Fodor’s radical concept nativ-
ism, and why this paper was so important in framing much of the contemporary 
debate about the origins of concepts. It made clear that the circularity argument 
on its own might have quite modest consequences regarding the stock of innate 
concepts and representations, while highlighting the importance of getting clear 
about which representations are primitive and especially whether lexical con-
cepts are primitive.

As Fodor (1981) left things, the question of how many concepts and representa-
tions are innate amounts to a question about the size and character of the set of 
the primitive (i.e., unstructured) representations that constitute the basic elements 
that can combine to form complex concepts. This way of looking at the matter is 
now widely accepted in much of cognitive science and has set the agenda for 
many theorists who hope to preserve the common- sense idea that ordinary lexical 
concepts are learned.8 The focus for such theorists has been to identify the internal 
semantic structure of different types of concepts. Thus many of Fodor’s critics 
have come to think that he had the overarching dialectic right. If few scientists 
have gone on to embrace Fodor’s radical concept nativism, this is because they 
have held that Fodor was wrong about the structure of lexical concepts, main-
taining that they do have the necessary structure to be learned.

24.3 Concepts: Where Cognitive Science Went Wrong (1998)

On the surface, Fodor’s 1998 book Concepts appears to present a major shift in his 
thinking on these issues. This can make it easy to overlook the fact that the core 
elements of Fodor’s position in his 1981 paper are all still in place. In particular, 
Fodor continued to endorse the circularly argument that it’s not possible to learn 
semantically primitive concepts, and he continued to endorse his arguments 
that virtually all lexical concepts cannot be learned because they are primitive. 
So, Concepts is just as strongly anti-concept-learning as the 1981 paper.

7 Which is not to say that this thesis is correct; below we argue that it isn’t.
8 For example, in the introduction to an influential volume on lexical semantics, Levin and Pinker 

write: “Psychology . . . cannot afford to do without a theory of lexical semantics . . .Whether or not one 
agrees with Fodor’s assessment of the evidence, the importance of understanding the extent to which 
word meanings decompose cannot be denied, for such investigation provides crucial evidence about 
the innate stuff out of which concepts are made” (1991, p. 4).
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But in Concepts, Fodor began to explore the possibility that there is a way to 
take primitive lexical concepts to be neither learned nor innate. Is there an over-
looked alternative to both learning and innateness? Fodor’s proposal in Concepts 
was that the way to escape the confines of the learned versus innate dichotomy is 
to provide a general alternative for the acquisition of lexical concepts that shifts the 

story about their acquisition from the psychological level— the level of representa-
tional states and processes— to the neuro logic al level:

[T]hough there has to be a story to tell about the structural requirements for 

acquiring doorKnob, intentional vocabulary isn’t required to tell it. In which 

case, it isn’t part of cognitive psychology. Not even of “cognitive neuro psych-

ology” . . . (as opposed, as it were, to neuropsychology tout court). (Fodor 1998, 

p. 143)9

In other words, the reason why lexical concepts aren’t learned isn’t that they are 
innate but rather that their acquisition isn’t owing to anything akin to an inferen-
tial process. On this view, the general story regarding the origins of primitive 
concepts doesn’t involve psychological-level processing; their acquisition is 
explained directly and entirely in neurological terms. This is not simply the view 
that ultimately it is the activity of the brain that explains the acquisition of such 
concepts (just as it is the activity of the brain that explains cognition generally). 
Rather, it is the view that these concepts are not acquired via any type of psycho-
logical process, so the only kind of process involved is a biological one.

On the face of it, this may seem like a major change in Fodor’s thinking. But, it 
is important to remember that Concepts still holds lexical concepts aren’t learned. 
Moreover, from the point of view of the account of innateness we argued for in 
Part I—in which a psychological trait is innate if isn’t acquired via a psychologi-
cal-level process—Fodor’s view in Concepts that concept acquisition can only be 
explained in biological terms just amounts to another way of saying that these 
concepts are innate. If concepts are not acquired via any psychological process, 
they thereby are part of the acquisition base (and so on our understanding of 
innateness, they are innate). So even though Concepts purports to offer an 
 alternative to taking primitive concepts to be innate, from our point of view the 
account that it offers isn’t a meaningful alternative to taking them to be innate. 
Moreover, because Concepts takes this biological account to be a general account 
of the origins of lexical concepts, Fodor’s (1998) view is tantamount to holding 
that virtually all lexical concepts are innate. In other words, despite initial 

9 Terminological note: The term “intentional” in this context is used as a technical term along the 
lines that we discussed in Part I. It doesn’t refer to ordinary intentions (as when someone intends to 
go on a diet) but to items (e.g., mental states) that have the property of representing or being about 
other things (see Chapter 6). In proposing that intentional vocabulary isn’t needed, Fodor is suggest-
ing that the states and processes involved in the acquisition of doorKnob aren’t representational.
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appearances, the view in Concepts really is no different than the radical concept 
nativism articulated in Fodor (1981).

24.4 LOT 2: The Language of Thought Revisited (2008)

In his most recent treatment of these issues, in LOT2, Fodor concludes, of all 
things, that his previous discussions showed “a failure of nerve” for not going far 
enough (2008, p. 138). While previously he held that lexical concepts can’t be 
learned because they are primitive, he at least allowed for the possibility that 
manifestly complex concepts can be learned (e.g., ones that are expressed by 
phrases in language, as opposed to individual words—concepts like large 
brown Cow). Though far stronger than the argument in The Language of 

Thought, Fodor’s argument in LOT2 shares its simplicity. The main difference is 
that LOT2 claims that there are no exceptions to the earlier circularity argument, 
not even for manifestly complex concepts. Consequently, whether lexical con-
cepts are primitive or not is irrelevant to the question of whether they can be 
learned. “I must confess that I have come to agree with my critics that there is 
something wrong with the argument as [The Language of Thought] presented it; 
namely, that the conclusion is too weak and the offending empirical assumption— 
that quotidian concepts are mostly primi tive— is superfluous” (2008, p. 130).

Fodor’s new argument is thus a far more powerful version of the earlier argu-
ment. It draws much the same anti- learning conclusion but without the need to 
take a stand on whether any given concept has semantic structure or not. Just as 
you need red to entertain and test the hypothesis that red applies to all and only 
red things, so you need the concept red or square to entertain and test the 
hypothesis that red or square applies to all and only red or square things. The 
result is that lexical concepts can’t be learned, not because they are primitive, 
but because the circularity argument shows that no concept can be learned via 
hypothesis testing. The whole idea of concept learning is simply confused.

Here is our reconstruction of the LOT2 argument:

1. Concepts (whether primitive or complex) cannot be learned via hypothesis 
testing.

2. There is no other way that a concept could be learned.
3. Therefore, concepts can’t be learned.

In support of the first premise, Fodor argues in a way that is highly reminiscent 
of The Language of Thought, claiming that hypothesis testing (HF) models of 
concept learning are inherently circular (2008, p. 139)10:

10 “HF” is Fodor’s shorthand for the view that “concept learning is a process of inductive inference; 
in particular, that it’s a process of projecting and confirming hypotheses about what the things that the 
concept applies to have in common” (Fodor 2008, p. 132; italics removed).
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Now, according to HF, the process by which one learns C must include the 

inductive evaluation of some such hypothesis as ‘The C things are the ones that 

are green or triangular’. But the inductive evaluation of that hypothesis itself 

requires (inter alia) bringing the property green or triangular before the mind as 

such . . . Quite generally, you can’t represent anything as such and such unless you 

already have the concept such and such. All that being so, it follows, on pain of 

circularity, that ‘concept learning’ as HF understands it can’t be a way of acquir-

ing concept C . . . Conclusion: If concept learning is as HF understands it, there 

can be no such thing. This conclusion is entirely general; it doesn’t matter 

whether the target concept is primitive (like green) or complex (like green or 

Triangular).

In other words, to test and confirm the hypothesis that the concept to be 
learned is the concept C, you must use the concept C. But if you are already 
using the concept prior to learning it, then you aren’t really learning it; you 
already have it. So no concept, not even a complex concept, can be learned in 
this way.

Of course, the problem with hypothesis testing models wouldn’t be so bad if 
other approaches to concept learning were viable. The burden of Fodor’s second 
premise is to exclude all other approaches in one fell swoop. Fodor argues for the 
need for hypothesis testing, as he did in The Language of Thought, by noting the 
intuitive contrast between learning and instances where a concept is acquired 
through wholly non- rational processes (Fodor 2008, p. 135):

[T]he experience from which a concept is learned must provide (inductive) evi-

dence about what the concept applies to. Perhaps Cow is learned from experi-

ences with cows? If so, then experiences with cows must somehow witness that 

it’s cows that Cow applies to. This internal connection between concept learning 

and epistemic notions like evidence is the source of the strong intuition that 

concept learning is some sort of rational process. It contrasts sharply with kinds 

of concept acquisition where, for example, a concept is acquired by surgical 

implantation; or by swallowing a pill; or by hitting one’s head against a hard 

surface, etc.

Fodor argues that hypothesis testing is the only proposal in which concept 
acquisition is rationally constrained. “[I]f we are given the assumption that concept 
learning is some sort of cognitive process, HF is de facto the only candidate 
account of what process it might be” (Fodor 2008, p. 139). Granted, there may be 
non- rational processes that eventuate in a concept’s being acquired, but learning 
must involve the formulation and testing of hypotheses.

In sum, though we need hypothesis testing for a concept’s acquisition to count 
as learning, hypothesis testing is itself a non- starter as an ex plan ation for concept 
learning since it presupposes that the concept to be learned is already possessed. 
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The upshot, as Fodor puts it, is that “there can’t be any such thing as learning a 
concept” (Fodor 2008, p. 139).

What about the question of whether lexical concepts (or any concepts for that 
matter) are innate? Here LOT2 largely retains the view adopted in Concepts. 
Fodor claims that it needn’t follow from the fact that a concept isn’t learned that it 
is innate. Concept acquisition might instead be the product of predominantly 
non- representational neurological processes. While LOT2’s account of concept 
acquisition does involve a representational component, it turns out to play only a 
minor role in a largely a non- representational theory much like the one in Fodor 
(1998), as we’ll see in Chapter 26.11

24.5 Conclusion

While Fodor’s views on concept learning and innateness have evolved over 
the  years, many of his central commitments have remained constant. From The 

11 Georges Rey offers a very different account of Fodor’s argument in LOT2. As Rey sees it, in LOT2 
Fodor takes himself to show that all concepts are innate. Rey interprets Fodor as holding that there 
are only two options, concepts must be either learned or innate. And since Fodor argues that concept 
learning is impossible, Rey sees Fodor as concluding that all concepts must be innate (Rey 2014, 
p. 109). However, Rey rephrases this point using a new technical term, “innately possessed”, saying that 
“one might usefully think of the set of concepts that are innately possessed as being just that set that 
can come to be manifested by learning and bootstrapping” (Rey 2014, p. 125). What “all concepts are 
innately possessed” amounts to is the claim that all concepts are in principle capable of being acquired 
through some form of learning given the conceptual system’s semantic structure. So the view that Rey 
attributes to Fodor is that (1) all concepts are innate, and (2) all concepts being innate (i.e., “innately 
possessed”) effectively means that all concepts are in principle capable of being acquired though some 
form of learning. Rey’s interpretation of Fodor faces two main problems. The first problem is that it 
does not fit with the actual text of LOT2. Rey does not provide any textual evidence that Fodor holds 
these views, and there is clear textual evidence against Rey’s interpretation. For example, in LOT2 
Fodor writes that “Minds like ours start out with an innate inventory of concepts, of which there are 
more than none but not more than finitely many” (p. 131). By contrast, the set of concepts that, in 
Rey’s terms, are innately possessed is infinite, since the conceptual system is recursive (e.g., this set 
includes AMY’S OLDEST CHILD; AMY’S OLDEST CHILD’S OLDEST CHILD; AMY’S OLDEST 
CHILD’S OLDEST CHILD’S OLDEST CHILD; and so on . . .). Likewise, in LOT2 Fodor states that 
from the fact that concepts can’t be learned “it doesn’t quite follow that any concepts are innate . . . ‘learned’ 
and ‘innate’ don’t exhaust the options” (p. 130). If the impossibility of concept learning for Fodor 
doesn’t even entail that there are any innate concepts, then it doesn’t make sense to hold that Fodor 
claims that all concepts are innate. The second problem for Rey’s interpretation is that, whether or 
not the interpretation is textually accurate, it is difficult to see the value of labelling all learnable 
concepts as “innately possessed”. On such an interpretation, extreme empiricist views and extreme 
rationalist views turn out to be equally rationalist. For example, the extreme empiricist view that all 
concepts are acquired by a single domain- general process of operant conditioning and the absurdly 
strong rationalist view that every lexical concept is innate in the sense that it appears in the acquisition 
base would have exactly the same concepts be innately possessed provided that the theorists who 
adopt these clearly opposing positions agree about which concepts can be acquired. In effect, Rey’s 
interpretation of LOT2’s claim that “learning is impossible” amounts to nothing more than the claim 
that any concept that is ostensibly learned depends upon the learner’s innate psychology— a very odd 
claim to take the phrase “learning is impossible” to express. Moreover, though, the idea that concept 
learning depends on one’s innate psychology is something that essentially all parties to the rational-
ism-empiricism debate agree on. So the view that Rey attributes to  LOT2  turns out to be an uncon-
troversial truism that is of no real interest as far as the rationalism- empiricism debate is concerned.
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Language of Thought to LOT2, Fodor has consistently held (1) that concept learn-
ing requires hypothesis testing, (2) that hypothesis testing models are circular in 
that they presuppose the concepts whose learning they are supposed to explain, 
and (3) that primitive concepts cannot be learned. Prior to LOT2, Fodor thought 

that complex concepts may offer some consolation— in effect, that the ABC 
model can underwrite a certain amount of learning— while going on to argue that 
the vast majority of lexical concepts lack the needed structure. But in LOT2—
which arguably presents Fodor’s most radical position on the origins of concepts, 
as well as his most trenchant critique of the possibility of concept learning—the 
view is that no concepts can be learned and that the detour into the question of 
whether lexical concepts have semantic structure was a misstep on his part. In 
short, Fodor has never wavered in his opposition to concept learning. With this 
overview of Fodor’s influential and important arguments and positions on the 
origins of concepts, we are now ready to critically examine the arguments behind 
Fodor’s views. Seeing exactly where they go wrong will allow us to better under-
stand the limits and possibilities for how concepts can be learned.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0024



25
Not All Concepts Are Innate

It should be clear by now that our version of concept nativism should not be 
confused with Fodor’s radical concept nativism or with his view that concepts 
cannot be learned. But it is one thing to distinguish our view from Fodor’s and 
quite another to pinpoint where his case against concept learning goes wrong. In 
this chapter, we respond to Fodor’s most recent and most comprehensive critique 
of the idea of concept learning— the argument in LOT2.1 Seeing exactly how this 
critique goes wrong also helps to clarify how the different strands of Fodor’s 
evolving views about concept acquisition interact and helps to disentangle the 
ones that turn out to be red herrings from the ones that raise important issues 
that need to be addressed. Carefully examining the elements of Fodor’s critique 
will also give us an opportunity to further highlight the limitations of the 
Acquisition by Composition (ABC) model of concept acquisition, which has 
been widely endorsed by both rationalists and empiricists in debates about the 
origins of concepts, and to draw attention to further ways in which learning is 
central to our rationalist approach.

25.1 Learning Complex Concepts

Although LOT2 doesn’t differentiate between complex and primitive concepts, it 
will be helpful to consider them separately as they turn out to raise interestingly 
different sets of issues. We will begin in this section with complex concepts and 
will discuss primitive concepts in section 25.2.

In his earlier work, Fodor had little to say about complex concepts. But in 
LOT2, he explicitly and emphatically argues for the claim that it is impossible to 
learn any complex concept at all because such learning would presuppose that 
the learner already has the concept that is supposed to be learned. This circularity 
argument, which we outlined in the previous chapter, draws on two critical 
premises about learning (updated here to reflect the current focus on complex 
concepts):

1 For a detailed critique of Fodor’s earlier arguments against concept learning and his radical con-
cept nativism, see Laurence and Margolis (2002).
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1. Complex concepts cannot be learned via hypothesis testing.
2. There is no other way that a complex concept could be learned.
3. Therefore, complex concepts can’t be learned.

The conclusion to this argument is, of course, utterly implausible. On the LOT2 
view, not only are all primitive concepts unlearnable, but so are all complex con-
cepts. This means that it is no more possible to learn the concept nineteenth-
Century red and yeLLow striped teapot than it is to learn the concept red. 
The fact that Fodor no longer infers that a concept is innate from its being 
unlearnable does little to mitigate the outrageousness of this conclusion. But 
again, it’s not enough to point out that Fodor’s argument is implausible. What is 
needed is an understanding of why the argument doesn’t succeed and what this 
can tell us about the acquisition of concepts— in this case, the acquisition of com-
plex concepts. We will argue that, in fact, both of the premises of the argument are 
false. Hypothesis testing models for learning complex concepts are perfectly 
vi able, so complex concepts can be learned according to Fodor’s preferred under-
standing of what learning requires. But complex concepts can be learned in other 
ways as well, so proponents of learning shouldn’t feel restricted to the hypothesis 
testing framework. Our presentation of this part of the argument, which focuses 
on complex concepts, will have three parts: (1) Hypothesis testing defended, 1; (2) 
Hypothesis testing defended, 2; and (3) Beyond hypothesis testing.

Hypothesis testing defended, 1: A case of hypothesis testing where there isn’t even the 

appearance of circularity. Let’s start with the first of these premises. Fodor’s case 
that complex concepts cannot be learned via hypothesis testing turns on his claim 
that hypothesis testing models are circular in that they presuppose the very 
concepts whose learning they are supposed to explain. Fodor’s discussion of 
this claim in LOT2 is organized around the example of someone trying to learn the 
concept green or trianguLar. He argues that in order for someone to learn this 
concept via hypothesis testing, they would have to entertain the hypothesis that 
the concept to be learned is green or trianguLar before the process of hypoth-
esis testing and confirmation can even begin. And in order to be able to entertain 
this hypothesis, they would have to already have and be using the concept green or 
trianguLar, since this concept occurs as part of the thought that expresses this 
hypothesis. But if a prospective learner must already have and be using the concept 
she is aiming to learn before she can even begin to learn it— before she can test and 
confirm the critical hypothesis— then she can’t really be learning the concept 
through hypothesis testing. In sum, Fodor argues that hypothesis testing models of 
concept acquisition are circular since they require a prospective learner to already 
have and be using the concept whose acquisition they are supposed to explain.

We think the artificial nature of Fodor’s example— learning the concept green 
or trianguLar in an unspecified learning context— ends up obscuring 
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im port ant features of the type of learning process it is supposed to exemplify. 
Fodor doesn’t give any details about the learner’s aims, the context in which she 
finds herself, or how she proceeds. We are just told that in order for her to learn 
green or trianguLar via hypothesis testing, she would first have to formulate 
the hypothesis that green or trianguLar is the concept to be learned and then 
go on to confirm that this hypothesis is correct. Moreover, it is hard to see how 
any learning process is even needed to acquire such a simple disjunctive concept. 
If you already have green, trianguLar, and or, it seems as though they can 
simply be put together to form green or trianguLar as soon as the need arises.

Accordingly, we will switch examples to a concept and a learning context that is 
representative of the sorts of real- world situations in which someone aims to learn a 
new complex concept. We will use the example of the concept of a new dance which 
a dance student tries to learn— and on the face of it, does learn— by representing to 
herself the component movements in the dance. We will start with a case where the 
concept is learned in such a way that there isn’t even the appearance of circularity. In 
this type of case, Fodor’s circularity argument can’t even get a foothold. Later (in the 
section “Hypothesis testing defended, 2”), we will present a case where there is the 
appearance of circularity, but we will show that, in such cases, this appearance is 
misleading; when properly analysed, this type of case doesn’t require learners to 
paradoxically already have and be using a concept prior to acquiring it via a learning 
process any more than cases without even the appearance of circularity do.

Consider, then, the situation in which a dance student is trying to learn a new 
dance. One way to do this (though by no means the only way) is for the student to 
try to master a complex concept that describes the sequence of moves that make 
up the dance. To make the situation as concrete as possible, suppose that our 
dance student is enrolled in a course by the Royal Scottish Country Dance 
Society but happens to miss the class that covers Maxwell’s Rant, a dance that 
involves the following sequence: reflection reels of three on opposite side, followed 

by reflection reels of three on own side, followed by crossing with right hands, fol-

lowed by casting off, followed by a half figure of eight, followed by leading down the 

set, followed by casting up, followed by turning with right hands. In discussing the 
student’s attempt to learn the complex concept describing this sequence of dance 
moves, we will highlight the fact that concept learning via hypothesis testing is a 

process that unfolds over time, a fact that we take to be crucial to the proper ana-
lysis of Fodor’s circularity argument.

Now the first case of concept learning we want to consider is one in which the 
question about whether the learner has the concept before learning it doesn’t 
come up— there isn’t even a hint of circularity in the learning process. For this 
case, imagine that the student watches from the sidelines while her classmates 
practice the dance the next time they meet. The dance is complicated. Not sur-
prisingly, the student’s first attempt at representing the sequence to herself isn’t 
quite right and she is well aware of having made some mistakes. This leads her to 
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watch the dance again, to make some corrections, and then repeat the process, 
making further corrections and filling in the gaps in her representation of the 
sequence. Gradually she builds a more thorough and accurate representation and 
eventually is down to a single omission. Then she watches one last time and says 
to herself “Of course! Before the final turning with right hands, I need to cast up”. 
Crucially, at this point she still hasn’t explicitly entertained the final representa-
tion of the dance. But the realization that she has only missed this one step causes 
her to confidently formulate and adopt the complex concept that captures the full 
sequence of moves: refLeCtion reeLs of three on opposite side, foLLowed 
by refLeCtion reeLs of three on own side, foLLowed by Crossing with 
right hands, foLLowed by Casting off, foLLowed by a haLf figure of 
eight, foLLowed by Leading down the set, foLLowed by Casting up, foL-
Lowed by turning with right hands.

The thing to notice about this example is that it is completely immune to 
Fodor’s charge of circularity. This is because all of the confirmation of the rele-
vant hypothesis takes place before the full and final concept is even explicitly for-
mulated. The student in this example is justifiably confident about the concept 
she is to learn having gradually improved her representation of the dance 
sequence in response to successive viewings, all of which happens before she 
finally explicitly entertains the full concept. After the hard work of formulating 
and rejecting her earlier hypotheses, she knows exactly how to formulate the con-
cept being learned, and it only remains for her to explicitly construct the concept 
and be done with it. But if all of the justification involved in learning the concept 
occurs prior to constructing the concept, then the concept doesn’t have to be in 
place before it is learned. On the contrary, it is because of the justification that 
came before its appearance that the concept even enters the student’s mind.2

What this example shows is that it is perfectly possible to learn a new complex 
concept through a hypothesis testing procedure. There is absolutely no threat of 
circularity in the account because the learned concept appears on the scene only 
after the justification occurs.

Of course, there are other possible ways in which the dancer might have come 
to possess the concept and where it might make sense to say that although the 
concept is acquired, it isn’t really learned. For example, though it is highly 
implausible, the concept could have been innately specified— not in the trivial 
sense of merely being composed out of more basic representations which are 
innate, but in the highly substantive sense of the prefabricated complex concept 

2 Notice that the hypothesis confirmation in this example also doesn’t proceed via enumerative 
induction (as Fodor suggests it must— see section 24.4 and the section “Beyond hypothesis testing” 
below). Fodor’s focus on enumerative induction is another way in which his case is illicitly biased to 
make the circularity claim seem more plausible. Since many of the most interesting hypotheses in science 
and everyday life aren’t confirmed by simple enumerative induction, this focus is clearly inappropriate.
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being in the acquisition base.3 Or the learner could have formulated the correct 
concept simply as a lucky wild guess, completely independent of the evidence, 
before she even saw the dance being performed. Neither of these situations is ter-
ribly likely for the complex concept in our example, but that isn’t the point. What 
matters is just that, had they occurred, there would be little reason to say that the 
concept was learned. By contrast, in the example we are considering, the concept 
has a very different kind of origin with all the hallmarks of learning. It is assem-
bled as the need arises, and the process that is responsible for its occurrence, as 
well as its persistence in the agent’s mind, is one that is sensitive to the agent’s 
observations and her previous attempts to accommodate them. It is hard to see 
what more learning would require.

Finally, it is worth adding that there is nothing particularly special about the 
concept that is learned in the example. The same considerations apply, at the very 
least, to any complex concept that describes a sequence of events in terms of a 
more basic stock of event types (e.g., complex concepts representing a new chess 
strategy, a new cooking recipe, a new type of knot, or a new chord change). In 
LOT2, Fodor characterizes his argument against learning as an a priori argument 
and claims to have located a confusion that is inherent to the hypothesis testing 
framework. But the example we have given in this section, and the range of cases it 
illustrates, shows that the claim that it is impossible to learn new complex concepts 
via hypothesis testing is false. And, of course, if complex concepts can be learned 
via hypothesis testing, then it can’t be true a priori that they can’t be learned via 
hypothesis testing. And it can’t be that the very idea of concept learning is confused.

Hypothesis testing defended, 2: Defusing the appearance of circularity. The critical 
feature of the example we have just given is that the complex concept being 
learned isn’t explicitly represented until after the justification that prompts its 
formulation and adoption has already taken place. However, many instances of 
concept learning don’t work that way. Take, for instance, a simple modification to 
this example in which the student is unsure about the final correction to her rep-
resentation of the dance sequence. She might formulate the correct hypothesis 
that captures the full and complete dance sequence but feel compelled to seek 
further evidence regarding its accuracy. In a case like this, which we take to be 
fairly commonplace, it would appear that when the student entertains this final 
hypothesis, she is thereby using the very concept she is supposed to be learning. 
But if she is already using the concept, isn’t Fodor right to say that she doesn’t 
really learn it?

3 On the trivial understanding of “being innately specified”, the concept purpLe Cat is innately 
specified if the concepts purpLe and Cat are innate. On the substantive understanding, purpLe Cat 
itself would have to be innate.
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We will use this second case to show how Fodor’s charge of circularity can be 
defused even in instances where, on the face of it, there is the appearance of cir-
cularity since further confirmation is sought after a learner explicitly formulates 
the correct hypothesis about the concept she is trying to learn. The first step to 
seeing why the worry about circularity is misplaced even in this type of case is to 
take a closer look at the learning process in such cases.

The concept learning process in this case begins with a series of attempts by 
the student to learn the dance by learning a complex concept that represents its 
sequence of moves (just as in the example in the section “Hypothesis testing 
defended, 1”). During the course of these initial attempts, the student is guided by 
her observations of her classmates performing the dance as she considers and 
evaluates various hypotheses about this sequence. The formulation, testing, and 
rejection of a number of plausible but ultimately mistaken hypotheses is an inte-
gral part of the concept learning process as it plays a crucial role in the student’s 
arriving at the correct hypothesis. We will call this initial phase of the concept 
learning process the exploratory search phase. The exploratory search phase nat-
ural ly leads to the next phase of the concept learning process, in which the learner 
explicitly formulates a representation of the correct complex concept and 
hy pothe sizes that it is the concept she is aiming to learn. We will call this second 
phase of the concept learning process the concept formulation phase. In the case 
we are now considering, the concept- formulation phase happens before the stu-
dent has determined that the concept she suspects is the correct concept is indeed 
correct. She still needs to verify that it is the concept she is trying to learn. This 
verification, we are supposing, occurs subsequently in what we will refer to as the 
final verification phase of the concept learning process.

With this analysis of the structure of the concept learning process, we can 
return to the apparent circularity and the fact that it seems like learners must 
already possess a concept in order to learn it. The key to seeing where Fodor’s 
argument goes wrong is to properly understand the relationship between the for-
mulation of the correct complex concept (the concept the agent is trying to learn) 
in the concept- formulation phase and the entire learning process.

Recall that in Fodor’s discussion of learning the complex concept green or 
trianguLar, he focuses on the part of the learning process that occurs after the 
learner formulates the correct concept (green or trianguLar) as a part of a 
hypothesis to be tested, and he effectively identifies the learning process with the 

subsequent verification of this hypothesis. This makes it seem as if the learner 
must already have the concept before the learning process could even begin— 
making it impossible to truly learn the concept. But this is very misleading pre-
cisely because a lot more happens in an ordinary instance of learning via 
hypothesis testing. When we take into account all aspects of the learning process, 
we can see that the formulation of the correct concept doesn’t occur prior to the 
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learning process. Rather, it is something that occurs during the learning process 
and that is an essential part of that process.

This is all easier to see in a case where the concept learning context is better 
specified and some of the details of the concept learning process are fleshed 
out, like the situation we are imagining with the dance student in which all 
three phases of the learning process clearly contribute to the student’s arriving 
at and adopting the right concept. The initial exploratory phase (in which the 
student entertains and rejects a number of concepts, getting closer and closer 
to the right one) is what allows the student to eventually construct the correct 
complex concept in the concept- formulation phase. The formulation and 
rejection of incorrect hypotheses and further observations during the initial 
exploratory phase provide justification for the correct hypothesis, and this in 
turn is a key factor leading to the formulation of this hypothesis. The final 
 verification phase (in which she ultimately confirms that the correct concept is 
in fact correct) is a further important part of the overall learning process 
(see Figure 25.1).

Once it is recognized that the concept learning process encompasses all three 
of these phases— that the learning process is not restricted to the final verification 
phase— the appearance of circularity completely disappears. It may be true that 
the student must acquire the concept prior to confirming that it is correct. But 
this doesn’t mean that the concept is paradoxically “acquired before it is learned”. 

Exploratory Search Phase Concept-
Formulation 

Phase

Final 
Verification 

Phase

Concept Learning Process

Figure 25.1 The typical structure of the concept learning process for learning a 
complex concept via hypothesis testing. The concept learning process has three 
phases. (1) In the exploratory search phase, the learner considers and rejects a 
number of hypotheses about the complex concept she is trying to learn. (2) In the 
concept- formulation phase, she explicitly represents the correct hypothesis but has 
yet to confirm it is correct. (3) In the final confirmation phase, she verifies that it is 
correct and accordingly retains the complex concept. 
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Instead, the correct way to see things is that the student acquires the concept dur

ing the course of the concept learning process— that acquiring the concept is a part 
of what happens when it is learned. And while the concept is still acquired prior 
to the completion of the learning process— how could it be otherwise?—this is in 
no way problematic, much less paradoxical.4 When all aspects of the learning 
process are taken into account, Fodor’s charge of circularity can be completely 
defused, even in cases where it may initially appear as though there is a problem 
of circularity.

What makes the acquisition of the target concept seem problematic in Fodor’s 
presentation is that Fodor effectively identifies the entire concept learning pro-
cess solely with the final verification phase, the point in which it is confirmed that 
the concept being considered is the correct one. But while this may seem plaus-
ible when the learning context is entirely unspecified, as it is in Fodor’s minimal 
description of how green or trianguLar might be acquired, it is not at all 
plaus ible when the learning context is fully spelled out, as in our example of the 
dance student learning the concept of a new dance.

Here is another way to see the force of our response to Fodor’s charge of circu-
larity. Consider how a hypothesis testing model of learning would apply to learn-
ing not just complex concepts but also complete thoughts, for example, the 
thought that desert ants navigate using dead reckoning. In learning how desert 
ants navigate, scientists relied on hypothesis testing.5 Of course, in order to test 
the hypothesis that desert ants navigate using dead reckoning, they would have 
first needed to entertain this hypothesis in thought. Does this mean that these 
scientists didn’t really learn that ants navigate using dead reckoning? Following 
Fodor, one could claim that they couldn’t have learned it on the grounds that they 
had to already possess the thought prior to being able to carry out the hypothesis 
testing process that was needed to learn it. But no one would argue in this way 
because, in this case, it is obvious that the learning process is not confined to the 
final verification phase. Entertaining the hypothesis that desert ants navigate 
using dead reckoning is part of the learning process (something that happens 
during the learning process, not prior to it). The fact that the final con firm ation of 
the hypothesis doesn’t happen before the hypothesis is formulated in no way 
shows that it cannot be learned.

Fodor’s circularity argument as it applies to complex concepts turns out to be 
grounded in a relatively simple confusion in which Fodor mistakenly identifies 

4 In an earlier paper, we presented several other complementary objections to Fodor’s circularity 
argument (Margolis and Laurence 2011). We still endorse these further objections to Fodor’s argu-
ment, but to simplify our discussion, we will not go into them here.

5 We mentioned some of the evidence that confirmed the hypothesis about dead reckoning in 
Chapters 4 and 10.
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the learning of a concept with just one part of a larger process. This is highly sur-
prising given the enormous influence that Fodor’s case against concept learning 
has had and the fact that the circularity argument has been so central to Fodor’s 
scepticism about the possibility of concept learning since he first broached these 
issues in The Language of Thought. Why, then, has it been so hard to see this 
confusion?

In our view, a large part of the explanation is that the confusion is easier to see 
for the claim that complex concepts are unlearnable than it is for the claim that 
primitive concepts are unlearnable, and it is only in his discussion in LOT2 that 
Fodor extended the circularity argument to cover complex concepts. The argu-
ment doesn’t actually work against primitive concepts either.6 But Fodor’s discus-
sion of the argument prior to LOT2 was linked to further considerations— which 
are independent of the circularity argument itself— and which provide real 
insight into the problem of concept learning. In light of these further con sid er-
ations, it is genuinely harder to see how a primitive concept— a concept that has 
no internal semantic structure— could be learned via hypothesis testing. In the 
case of a complex concept, one can imagine finding evidential support for elem-
ents of the concept without first having to represent the concept to be learned. 
This might allow the learner to represent a number of related hypotheses about 
the concept prior to representing it fully and correctly. But when the concept to 
be learned is a primitive concept, where would the correct hypothesis come 
from? It can’t be pieced together in this way. Even the ability to make and remem-
ber observations that would point to the right hypothesis or provide evidential 
support for it would seem to depend on using the very concept that is supposed 
to be learned.7

These considerations have seemed to many to support the ABC model and the 
claim that primitive concepts can’t be learned. Later, we will show that primitive 
concepts can be learned after all and that the ABC model isn’t necessary for con-
cept learning (see section 25.2). But we nonetheless think that there is an im port-
ant kernel of truth in Fodor’s circularity argument when applied to primitive 
concepts. This is that there is a real difficulty in explaining how and why learners 
would come to correctly hypothesize that a given primitive concept is the concept 

6 Although the flaw that we have identified in Fodor’s circularity argument is easier to see when 
it is directed towards complex concepts, our criticism of the argument doesn’t turn on whether the 
concept being acquired is complex or primitive. Rather, it turns on the fact that the learning process is 
not limited to the final verification phase, which is equally true in the case of primitive concepts. 
This means that Fodor’s circularity argument leaves completely open the possibility that, in 
 principle, even primitive concepts could be learned via hypothesis testing. But as we note in the 
text below, there is a different sort of problem about how primitive concepts might be learned via 
hypothesis testing, a problem that turns out to be closely connected to the argument from initial 
representational access.

7 Recall from section 24.2 that this was part of Fodor’s motivation in “The Present Status of the 
Innateness Controversy” to hold that the question of whether a concept can be learned turns on 
whether it has internal semantic structure (Fodor 1981).
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to be learned. This problem is most pressing when a new primitive concept isn’t 
part of a conceptual domain to which the learner already has some representa-
tional access. Essentially, then, the kernel of truth to Fodor’s argument against the 
learnability of primitive concepts is the problem of initial representational access, 
which we discussed at length in Chapter 12.8

Returning to Fodor’s circularity argument as applied to complex concepts, it 
seems that the lingering prominence of primitive concepts in Fodor’s case against 
concept learning has led Fodor to greatly simplify what is going on when hypoth-
esis testing is used to learn a complex concept. Since it is much harder to see 
what, if anything, the exploratory search phase of hypothesis testing might con-
sist in when hypothesis testing is applied to primitive concepts, it is easy to over-
look the significance of this phase of the process of concept learning when 
considering a complex concept in a purely schematic manner (as Fodor does in 
LOT2). But neglecting the exploratory search phase leads to a highly misleading 
picture of the concept learning process, lending an unwarranted degree of plausi-
bility to Fodor’s circularity argument against the possibility of learning complex 
concepts.

Beyond hypothesis testing. At this point, it should be clear why we should reject 
the first premise of Fodor’s argument against the possibility of learning complex 
concepts. Not only is it possible to learn such concepts via hypothesis testing, but 
this type of concept learning is likely to be ubiquitous. Let’s now turn to the sec-
ond premise in Fodor’s argument against the possibility of learning a complex 

concept— his claim that concept learning requires hypothesis testing. We will 
continue by arguing that Fodor is wrong about this point too. As with his first 
premise, seeing why we should reject it is illuminating about how concept learn-
ing actually works.

Fodor has always been emphatic that concept learning requires hypothesis 
testing. In The Language of Thought, Fodor goes so far as to claim that “there is 
only one kind of theory [hypothesis testing] that has ever been proposed for con-
cept learning— indeed, there would seem to be only one kind of theory that is 
conceivable” (Fodor 1975, p. 36). In LOT2, he says that hypothesis testing is “the 
only candidate account” of concept learning (Fodor 2008, p. 139) and that there is 
a consensus in cognitive science that concept learning is based on hypothesis 
testing. However, he also notes that “though this consensus is pretty general, it’s 
much more often than not inexplicit. There are very, very many theorists who 

8 Crucially, however, unlike Fodor’s circularity argument, the argument from initial representa-
tional access (as we develop it) is not intended as an a priori deductive argument, and it isn’t 
intended as a general argument applicable to all primitive concepts. While it does argue that 
some primitive concepts are not learned but innate, it in no way aims to show that it is impossible 
to learn primitive concepts—which is a good thing since, as we will argue, it’s not impos sible to learn 
new primitive concepts.
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accept HF without fully realizing that it’s HF that they accept. I imagine, indeed, 
that that’s the usual case” (p. 132).9

Whether Fodor is right about the cognitive science community’s unvoiced 
commitments, we ought to ask why Fodor thinks that hypothesis testing models 
are all but inevitable. After explaining a hypothesis testing model in LOT2, Fodor 
considers the question, “What’s the evidence that children (for example) actually 
do learn concepts by some sort of induction?” (p. 136). He responds to this ques-
tion as follows (p. 136):

Fair question . . . as far as anybody knows, there is simply no alternative. The only 

reliable way to infer from a batch of singular beliefs (this instance of emeraLd is 

green; that instance of emeraLd is green; that other instance of emeraLd is green; 

etc.) to general conclusions (emeraLd applies to green things) is to take the truth 

of the former as evidence for the truth of the latter. So either concept learning is 

what HF says it is or there isn’t any such thing.

Unfortunately, this response isn’t very helpful. The claim that there is no alterna-
tive “as far as anyone knows” is controversial at best— as evidenced by the fact 
that, by Fodor’s own admission, few in the cognitive science community see 
themselves as advocating hypothesis testing models of concept learning. And the 
remainder of Fodor’s response simply presupposes that concept learning has the 
structure of an enumerative inductive inference. It may be that the only way to 
infer a general conclusion from a batch of singular beliefs is to regard the singular 
beliefs as evidence for the general conclusion. But why should we suppose that 
concept learning takes this form to begin with?

Still, there is another, more general, consideration that Fodor cites in LOT2 
(which we noted in Chapter 24), and this seems to be his driving motivation. He 
points to the need to distinguish genuine cases of learning from cases where a con-
cept is acquired yet not learned, for instance, where a concept is acquired through 
“surgical implantation”, “swallowing a pill”, or “hitting one’s head” (p  135). The 
problem that Fodor sees here is that whether a concept is learned or merely 
acquired isn’t just a matter of whether the agent enters into a causal interaction with 
the en vir on ment. Causal interactions occur in both sorts of cases. So what distin-
guishes the instances where concepts are learned? For Fodor, it’s that learning is a 
rational process in which the interactions with the environment provide the agent 
with evidence concerning the concept that she acquires. In contrast, surgical 
im plant ation and the like are, as Fodor likes to put it, brute causal processes.

To this consideration, our initial reply is to note, with several of Fodor’s other 
philosophical critics, that while Fodor is certainly right that learning must be 
distinguished from brute causation, there is a considerable amount of logical 

9 Recall from the previous chapter Fodor uses “HF” for the view that concept learning involves 
hypothesis testing and confirmation and that it amounts to an inductive process.
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space between brute- causal processes and explicit hypothesis testing (Samet and 
Flanagan 1989; Sterelny 1989). As these earlier discussions point out, neither the 
ordinary common- sense notion of learning nor its application in psychological 
research is restricted to cases of hypothesis testing. A cursory look at any intro-
ductory psych ology textbook provides a wealth of examples where this is evident. 
Take, for instance, rote learning or the learning of facts. In these cases, informa-
tion is recorded and cognitive processes such as rehearsal ensure that the infor-
mation is retained for future use. But there is absolutely no reason to suppose that 
hypothesis projection and confirmation is required. In learning someone’s phone 
number, it’s not as if one first has to hypothesize what the number is and then 
seek evidence to confirm that this hypothesis is correct.

We can see, then, that Fodor doesn’t have much to back up the strong claim 
that hypothesis testing is mandatory for learning. But what isn’t clear yet is 
how any of this translates into an alternative model of concept learning, as 
opposed to learning in other domains (e.g., fact learning or skill learning). In 
the remainder of this section, we will sketch a few ways in which complex 
 concepts, in particular, can be learned that do not involve hypothesis testing. 
But first it is important to note another crucial though implicit feature of 
Fodor’s argument.

In characterizing what is required for learning, Fodor moves swiftly from the 
need for a learner’s activities to be rational in some minimal sense that contrasts 
with acquisition via brute- causal processes to the claim that her observations 
must count as evidence for what she acquires, and from here to the thought that 
the learner has to register the evidence by computing its bearing on an explicitly 
entertained hypothesis. While each step in this chain of inferences might be ques-
tioned, the point we want to call attention to is that Fodor is presupposing an 
internalist as opposed to an externalist approach to justification. The difference 
between these is that while an internalist approach requires an agent to represent 
and grasp the reasons that justify a judgement, an externalist approach doesn’t— it 
only requires that the agent’s judgement is arrived at by means of a reliable  process.10 
An externalist approach to the justification involved in concept acquisition would 
be one in which what matters isn’t so much that the agent recognizes and 
 explicitly represents the evidential value of what she observes, but rather that she 
employs cognitive mechanisms that deliver new concepts through processes that 
reliably reflect appropriate environmental contingencies. Whatever one thinks 
about epistemic justification more generally, such justification is sufficient to dis-
tinguish cases of rational concept acquisition (ordinary cases of concept learning) 
from the cases in which a concept is acquired through Fodor’s brute- causal pro-
cesses (a bump on the head, surgical implantation, and so on). In any case, it 
is  useful to consider alternatives to Fodor’s hypothesis testing that adopt an 

10 See Goldman (1986) and Kornblith (2002) for examples of externalist accounts of epistemic 
justification.
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externalist criterion. With this preliminary point in mind, let’s consider a couple 
of examples of different ways in which complex concepts can be learned without 
hypothesis testing.

Perceptual learning. Consider what happens when someone forms a new com-
plex concept as a result of perceiving an object or event that manifestly exhibits 
the combination of properties that the concept picks out. For instance, someone 
who encounters a black swan for the first time is likely to form the concept bLaCk 
swan. She needn’t have had the concept prior to her encounter, and it might 
never have occurred to her that black swans are a real possibility. But if she has 
the concepts bLaCk and swan and sees a black swan with her own eyes, she will 
come to possess bLaCk swan and will be prepared to record and organize new 
information about these unexpected creatures. Learning a new concept in this 
way is largely a matter of perceiving one’s surroundings and being open to the 
new arrangements they present. Moreover, the designation learning is perfectly 
apt. Acquiring bLaCk swan upon seeing some black swans isn’t anything like 
receiving a surgical implant or miraculously acquiring the concept by being hit 
on the head in just the right way. If we adopt the externalist approach to these 
matters, we can even say that the process is rational in the relevant, attenuated 
sense. After all, the various perceptual and cognitive processes that support the 
concept’s acquisition reliably yield accurate descriptions of the objects and events 
with which they causally interact. In fact, this is exactly what such systems are 
supposed to do. Perceptual- based learning of complex concepts is a paradigm of 
acquiring new concepts through the operation of psychological operations that 
have the function of extracting categorical information from the environment.

Communication based learning. Concept learning can also be supported by 
explicit verbal instruction and communication. Think about what happens in a 
university classroom. In a logic course, the instructor might convey the definition 
of validity by saying that a valid argument is one in which, if the premises are 
true, the conclusion must be true as well. A good attentive student might thereby 
learn the concept vaLid argument (or the concept argument in whiCh, if the 
premises are true, the ConCLusion must be true as weLL). Of course, this 
learning will later be reinforced through examples and embedded into a broader 
knowledge of logical concepts, but the verbal communication alone can be suffi-
cient for the student to have learned the concept from the teacher. What’s more, 
learning via communication isn’t by any means confined to the classroom or to 
concepts that are especially difficult to master. Think about the ordinary situation 
in which a friend describes how to make a new pasta sauce that you happen to be 
interested in. Hearing the verbal description all by itself allows you to construct a 
complex concept that represents all the steps in the recipe. And as with instances 
of learning by perceiving, these sorts of cases aren’t anything like acquiring a con-
cept through brain surgery. The language processing mechanisms that direct the 
concept’s acquisition have the function of extracting information from the 
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linguistic environment and of delivering new concepts corresponding to the lin-
guistic input they are given.

What can Fodor say about these sorts of cases? Because he maintains that there 
are no alternatives to hypothesis testing for explaining how concepts are learned, 
he only has two options. (1) He can accept that these are examples of concept 
acquisition that don’t involve hypothesis testing yet go on to deny that they count 
as genuine examples of learning. Alternatively, (2) he can insist that, despite 
appearances, our examples covertly involve hypothesis testing after all. Neither of 
these responses is especially plausible, however.

We have already touched on the first. The problem for Fodor is that the 

ex amples we have given are nothing like the brute- causal processes that he con-
trasts with genuine cases of learning. In most of the brute- causal scenarios that he 
mentions, it’s little more than a lucky coincidence that the outcome is a new con-
cept, much less one that is relevant to the agent’s situation. (In cases such as 
miraculously learning a concept by being hit on the head in just the right way, the 
coincidence isn’t just lucky; it’s so far- fetched that it’s hard to take seriously. But 
we won’t press that point here.) By contrast, consider once again what goes into 
learning a new concept by means of explicit instruction and verbal communica-
tion. The agent may be fortunate to have access to the right teacher or the right 
conversational partner, yet once this other person says what she has to say, luck 
drops out of it altogether. It’s because the learner has the right cognitive 
equipment— including language processing systems— that she is able to arrive at 
the needed concept. This type of acquisition involves cognitive and perceptual 
processes that have the function of producing new complex representations on 
the basis of relevant information that is reliably extracted from the environment.

The more interesting response, and the one that Fodor shows some sympathy 
for, is to claim that our examples of learning hide a critical dimension in which 
hypothesis testing is going on.11 Recall Fodor’s remark that “there are very, very 
many theorists who accept HF without fully realizing that it’s HF that they 
accept” (Fodor 2008, p. 132). The problem with this response, however, is that 
there is no need for any hidden hypothesis testing, and no reason to believe that it 
occurs in the sorts of cases we have discussed.

Consider again perception- based concept learning of the kind that is illus-
trated by the black swan example. In cases like this one, learning a new complex 
concept is a matter of assembling the concept that corresponds to a perceived 
object or event. Now in principle it could be that what happens is that the 
agent  initially formulates a hypothesis concerning the identity of the concept 
in  question— that the concept that is instanced before me is the concept 

bLaCk  swan— and then proceeds to test this hypothesis against further 

11 If Fodor took this route, he’d surely add that our examples don’t count as genuine cases of learn-
ing in the end, even with the covert hypothesis testing, since he maintains that hypothesis testing 
models are circular. But we have already dealt with the circularity charge.
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observations. But there is no need at all for this extra layer of reflection. What is 
far more plausible is that the visual system simply registers the presence of a 
black swan, automatic ally resulting in construction of the mental representa-
tion bLaCk swan. This representation would then serve as a nexus for organiz-
ing further incoming information about the encountered animal or others like 
it. Or consider the sort of case where someone learns a new concept through 
verbal communication. The learner hears her friend produce a verbal descrip-
tion and as a result manages to learn a concept of interest right there on the spot. 
Now our learner could, in principle, explicitly represent and entertain various 
different possibilities regarding the concept to be learned and then seek to test 
these possibilities through further observation. But it’s unlikely that anything 
like this goes on in the normal case since the new concept would become avail-
able to the learner anyway as soon as she understands the speaker’s words. 
Nothing further needs to be done.12

This concludes our critique of Fodor’s argument as it applies to complex con-
cepts. We have shown that, contrary to what Fodor has claimed, hypothesis test-
ing models needn’t be— and typically aren’t— circular. There are plausible cases of 
concept learning via hypothesis testing where there isn’t even the appearance of 
circularity because the full content of the hypothesis is confirmed prior to the 
explicit formulation of the complete hypothesis. In other cases, although there 
may be the superficial appearance of circularity, this is readily defused once it is 
recognized that the concept being learned isn’t (and doesn’t have to be) acquired 
prior to the start of the concept learning process (as Fodor implicitly supposes), 
but instead is acquired during the learning process as a key part of that process. 
We have also shown that hypothesis testing is not necessary for learning complex 
concepts. In particular, we have outlined a number of processes that don’t involve 
hypothesis testing but that are well suited to explaining how certain complex con-
cepts are learned.

25.2 Learning Primitive Concepts

We have seen that Fodor’s argument against concept learning doesn’t work for 
complex concepts, but what about primitive concepts— concepts that do not have 

12 What if Fodor were to concede that the agent doesn’t explicitly engage in hypothesis testing, but 
were to insist that she does so implicitly? This won’t help. Note that “implicit” here can’t simply mean 
that it is done unconsciously. Our discussion has been completely neutral on whether the acquisition 
processes happen at the level of consciousness or not. Rather, “implicit” would have to mean that the 
learning process, however it works, produces the same result as if hypothesis testing were to take 
place. But if the process merely has to produce the same results as hypothesis testing and doesn’t have 
to take the explicit form of hypothesis testing, then there is no reason to suppose that the concept 
must be entertained in the course of the concept learning process. And if the concept needn’t be 
explicitly represented in the course of concept learning, there is no reason to suppose that there is any 
circularity in the learning process at all, so Fodor’s argument would collapse immediately.
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any internal compositional semantic structure? Though few theorists have 

endorsed Fodor’s general anti- learning argument, a great many have agreed with 
his claim that primitive concepts at least can’t be learned. This is because of the 
widespread commitment to the ABC model. As discussed earlier, according to 
this general approach, when a new concept is learned, it must be assembled from 
its semantic constituents, and while these may in turn be assembled from yet 
more basic representations (and so on), eventually all learned representations are 
dependent upon an innate stock of primitive representations from which they are 
composed. In this section, we will show that Fodor’s scepticism about learning 
primitive concepts, and the ABC model that goes with it, are both mistaken. 
Primitive concepts can be learned even though (being primitive) they can’t be 
assembled from simpler concepts.

To see how learning a primitive concept is possible, the place to begin is with a 
theory of what makes primitive concepts have the semantic content they do.13 
This is because we need to be clear about the conditions that must be met for 
possessing these concepts. Given an explicit specification of these conditions, we 
can then ask how an agent’s mind comes to satisfy them and whether there is any 
way that it could be done through learning. In earlier work, particularly in 
Margolis (1998), we developed a model of just this sort, based on Fodor’s own 
theory of content— his asymmetric dependence theory (Fodor 1990a, 1990b). The 
model was designed to explain how an agent could learn natural kind concepts 
(e.g., concepts for different types of animals), treating these as primitive concepts. 
We chose Fodor’s theory of content because it is specifically intended to apply to 
primitive concepts, as Fodor devised the theory after coming to believe that most 
lexical concepts are primitive. Putting aside many of the details, the core idea of 
Fodor’s theory of content is that a concept expresses the property that it is caus-
ally dependent upon, in that instances of the property reliably cause the concept 
to be activated. For example, the concept zebra expresses the property zebra 
because zebras reliably cause the activation of zebra. That’s not enough, of 
course, because things that aren’t in the extension of a concept may reliably cause it 
to be activated too (e.g., horses in particular perceptual conditions). A second 
component of the theory deals with these cases by saying that the regularities that 
subsume them are dependent upon the causal link between zebras and zebras, 
and not the other way around. As Fodor would put it, the horse/zebra regularity 
is asymmetrically dependent upon the zebra/zebra regularity.

One important feature of Fodor’s theory of content is that it analyses content 
in terms of mind- world causal relations, abstracting away from the internal pro-
cesses that occur within an agent’s mind. So it allows for the possibility that two 

13 As explained in Chapter 6, such theories are known in the philosophical literature as theories of 
content. They aim to explain such things as what makes the concept zebra be about zebras and the 
concept shoe be about shoes.
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people can both possess zebra and yet have very different beliefs and cor res-
pond ing ly different inferential dispositions regarding zebras. At the same time, it 
is important to remember that, even on such an account, the internal processes 
aren’t irrelevant. This is because the mind- world relations that are constitutive of 
content have to be brought about somehow, and this will typically happen 
because of the various inferential connections that are associated with a concept 
even if these inferences are only contingently associated with the concept. We will 
continue to use the terminology we introduced in Chapter 5 and refer to these 
systems of inferential connections as sustaining mechanisms. Sustaining mech an-
isms establish and preserve the mind- world relations that constitute a concept’s 
content.

Given the need for sustaining mechanisms, the question of how a primitive 
concept is acquired can be recast as the question of how one (or more) sustaining 
mechanism for the concept is acquired. While there are many different types of 
sustaining mechanisms, a useful point of orientation is to focus on one particu-
larly interesting type, which we call a syndrome based sustaining mechanism. This 
type of sustaining mechanism supports the possession of a natural kind concept 
by combining two fairly general sorts of cognitive dispositions. One tracks cer-
tain readily observable properties of a kind, while the other embodies the ten-
dency to view the kind as having an essence or underlying reality that is shared 
by all of its members and that causally explains its observable properties. Together 
these dispositions allow for the construction of a sustaining mechanism for a con-
cept like zebra. In the standard case, encounters with zebras would cause an 
agent to record salient features of their appearance (their shape, motion, colour 
markings, etc.) and associate these with a new representation (zebra) that would 
become activated by things with much the same appearance. Appearances can be 
deceiving, however. Under some conditions, an ordinary horse might suffice to 
activate zebra. But this is where the essentialist disposition does its work. The 
agent would be disposed to withdraw the judgement that something falls under 
the concept zebra upon learning information that would indicate the absence of 
the right essence, making the horse/zebra connection less basic than (and thus 
asymmetrically dependent on) the zebra/zebra connection.14

There are two key points to notice regarding this proposed model. First, it 
doesn’t make use of any Fodorian hypothesis testing. To acquire zebra, the 
agent needn’t explicitly formulate and confirm a hypothesis that the concept to 

be learned is the concept zebra. Indeed, she may never come to explicitly rep-
resent a hypothesis of this type at any point in the process of learning the 
concept.

14 For example, even if they have no explicit views about what the essence of a zebra is, they may 
suppose that this essence is transmitted from parents to offspring at birth, in which case they might 
suppose that this animal doesn’t have zebra essence after all when they discover that its parents are 
horses. For research on this sort of inference in children, see Keil (1989) and Gelman (2003).



Learning primitive ConCepts 563

Second, despite the lack of hypothesis testing, there is every reason to believe 
that the model is still a learning model. For one thing, it doesn’t imply that zebra 

and the like are simply part of the acquisition base— psychological processing is 
still critical to their acquisition. It’s also not as if the model says that a sustaining 
mechanism for zebra is all wired up in advance and simply waiting for an 
innately specified triggering condition to cause it to become activated. Far from 
it. What is innate, according to the model, is a general cognitive organization for 
creating a range of syndrome- based sustaining mechanisms in response to new 
natural kinds. The reason this organization leads to the creation of a sustaining 
mechanism for zebra, and thereby explains the acquisition of zebra as opposed 
to some other concept, is because of the particular sorts of cognitive processing 
that this organization initiates given causal contact with zebras. If the same 
organization were brought to bear in encounters with other animals (e.g., lions or 
giraffes), then the result would be concepts for these other kinds of animal 
instead. As with the learning models for complex concepts discussed in the previ-
ous section, the mechanisms involved in the acquisition of the concept have the 
function of producing new representations on the basis of relevant information 
that is systematically and reliably extracted from the experienced environment. 
And again, like the learning models for complex concepts discussed earlier, the 
construction of a syndrome- based sustaining mechanism, as we are envisioning 
it, stands in clear contrast with Fodor’s brute- causal processes (futuristic neuro-
surgery, a miraculous blow to the head of just the right sort, etc.).

In a past discussion, we were content to argue that a model along these lines 
suffices to show that even primitive concepts can be learned (Laurence and 
Margolis 2002). But in LOT2, Fodor responded with a number of objections, 
arguing that our model has some crucial hidden flaws and consequently that 
there is still no hope for the idea of learning a primitive concept. We are also 
aware that some readers who don’t share Fodor’s particular worries but who are 
partial to the ABC model of concept acquisition might wonder how much our 
response to Fodor really shows. Is it limited to just natural kind concepts? And 
does it require a commitment to Fodor’s asymmetric- dependence theory of con-
tent? We will address the questions about whether our account is limited to nat-
ural kind concepts and to Fodor’s asymmetric- dependence theory of content in 
the next section. But first, we need to address Fodor’s objections, which we will 
do in the remainder of this section. Working through his objections will involve 
taking a more detailed look at the question of how sustaining mechanisms relate 
to concept acquisition.

Fodor’s first objection challenges our use of his asymmetric- dependence the-
ory and its commitment to an externalist treatment of conceptual content (which 
he calls semantic referentialism).15 Fodor charges that we “overstate the case for 

15 “Externalism” has (at least) two distinct meanings in philosophy. In our critique of hypothesis 
testing models above, we made reference to externalist theories of justification. (These are 
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semantic referentialism” (p. 141), as his argument against concept learning is neu-
tral about the type of semantic content that concepts have. The general form of 
argument that Fodor claims to be using comes out just a bit earlier in the text. In 
a discussion couched in the form of a dialogue, he asks what could make it the 
case that an agent learns one of a pair of coextensive concepts rather than the 
other. Fodor answers as follows (2008, pp. 134–135):

I mean, mustn’t it be something like this: in consequence of their respective 

experiences, one learner comes to think to himself ‘All those things are Cs’ but 

the other comes to think to himself ‘all those things are C*s’? . . . And is not 

inductive inference the process par excellence by which one proceeds from rep-

resenting some things as Cs to representing all such things as Cs? . . . And is not 

the formation and confirmation of hypotheses the very essence of inductive 

inference? . . . So, does not the fact that it is possible to learn one but not the 

other of two distinct but coextensive concepts show that concept learning is 

indeed some kind of hypothesis testing?

Fodor’s argument in this passage is that the only thing that could make it the 
case that an agent learns one of a pair of coextensive concepts rather than the 
other— C as opposed to C*—is that an inductive inference supports a process 
of learning C rather than C* via hypothesis testing. We agree with Fodor that 
for an agent to learn C rather than C*, the learning process involved needs to 
lead to the acquisition of C rather than C*. But there is nothing in what Fodor 
says here that amounts to an argument that concept learning requires hypothesis 

testing. Fodor is simply presupposing that this is all it can be— despite the 
fact that the whole point of the model that we introduced was that it presents 
an alternative to learning via hypothesis testing. It’s no good replying to a 
 proposed alternative by insisting that learning must take the form of hypothesis 
testing.

Still, the attention Fodor gives to coextensive concepts suggests a more pointed 
criticism of our model. This is that our sustaining mechanism account of concept 
acquisition is problematic since it can’t distinguish C from C*. In response to this 
worry, we should first mention that in earlier work we were at pains to emphasize 
that our use of Fodor’s asymmetric- dependence theory is only for illustrative 
purposes and that we are not committed to this particular theory of content 

epistemological theories that hold that a person can be justified without explicitly representing and 
grasping reasons in support of a held view.) In contrast, the type of externalism that is relevant to the 
present issue— semantic or content externalism— has to do with the nature of mental content. An 
externalist theory of mental content holds that the content of a mental state is (or is largely) consti-
tuted by the relation between the state and aspects of the world (e.g., a mind- world causal relation). 
By contrast, internalist theories of mental content focus exclusively on mind- internal relations that 
characterize a mental representation’s role in cognition.
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(Laurence and Margolis 2002).16 But regardless, the challenge pertaining to the 

learning of coextensive concepts is one that advocates of the asymmetric- 
dependence theory (or other forms of content externalism) can readily handle 
without having to capitulate to Fodor on the question of whether learning 
requires hypothesis testing. All that an externalist needs to do to address the 
problem of coextensive concepts is to maintain that concept identity isn’t solely a 
matter of extension. When Fodor isn’t arguing about whether concepts can be 
learned, he himself has been clear that externalists can avail themselves of the 
notion of a mode of presentation. For Fodor, modes of presentations are realized 
by the formal (i.e., non- semantic) properties of the mental representations in 
which thinking takes place (Fodor 2008, ch. 3). Alternatively, externalists can say 
that a concept’s identity is partly constituted by its conceptual role whether or not 
conceptual role is taken to be part of a concept’s content (Margolis and Laurence 
2007a). Thus it’s open to an externalist to say that what makes it the case that one 
acquires C as opposed to the coextensive C* is that the process of acquisition in 
the first case results in a representation that is partly constituted by the C- formal 
or C- conceptual- role properties (as opposed to the C*-formal or C*- conceptual- 
role properties) together with C’s extension. Assuming that the acquisition 
involves a process akin to the construction of a syndrome- based sustaining mech-
an ism, Fodorian hypothesis testing needn’t come into it.17

16 For example, preceding our demonstration that Fodor’s asymmetric- dependence theory can be 
used in a learning theory, we said the following: “To see how this general strategy plays out in concrete 
terms, we will discuss how primitive concepts might be acquired under a specific theory of content. We 
want to emphasize, however, that the specific theory of content and the particular account of acquisition 
that we discuss are simply illustrations of our strategy for addressing Fodor. The sample theory of con-
tent which we will use is Fodor’s own theory” (Laurence and Margolis 2002, p. 36). For a sketch of how 
similar learning models can be developed for other theories of content, see section 25.3 below.

17 Rey (2014) raises a related argument against our account, charging that it overlooks significant 
ways in which concept acquisition is underdetermined by the information that is available to a learner. 
He claims that our account is unable to explain why a learner acquires zebra when encountering 
zebras as opposed to a more general concept such as mammaL or animaL (this charge is a version of 
what has come to be known as the “qua problem”). Likewise, Rey claims that our account can’t 
explain why the learner acquires zebra as opposed to zebreLephant, which refers to all and only 
zebras encountered before one’s 16th birthday and elephants thereafter (an example inspired by 
Nelson Goodman’s extremely influential new riddle of induction; Goodman 1954). In making these 
charges, Rey isn’t giving full due to the ample psychological resources that our account can draw 
upon. For example, it’s easy enough to see that the syndrome- based sustaining mechanism for zebra 
would differ from likely sustaining mechanisms for mammaL, since the features that the two mechanisms 
would encode would be systematically different, and consequently the inferential dispositions that 
control the activation of these concepts (and the properties they respond to) would be correspondingly 
different. To the extent that underdetermination poses any residual difficulty, we see this as a general 
problem that affects all the or ies of conceptual content and hence all theories of how concepts are 
acquired—both  rationalist and em piri cist. Moreover, any such residual difficulties would seem to 
apply equally to innate and learned concepts, since the content of concepts stands in need of explanation 
equally whether the concepts are innate or learned. Accordingly, despite Rey’s suggestion to the 
 contrary, there is no reason to suppose that underdetermination of this sort is a particular problem for 
our theory. Rey provides no account of how innate concepts (or concepts composed of innate 
 concepts) would be immune to such problems, nor does he show why if there were such an account, it 
couldn’t be extended to learned primitive concepts.
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Fodor’s second objection goes right to the heart of our earlier model by chal-
lenging whether our sample account of how these primitive concepts are learned 
really counts as a learning theory. As Fodor puts it,

If the sort of referentialist/atomist story about conceptual content that Margolis 

and I like is true . . . then learning a theory can be (causally) sufficient for acquir-

ing a concept. But it doesn’t follow that you can learn a concept. So here we are, 

back where we started; we still don’t have a clue what it might be to learn a 

 concept. (Fodor 2008, p. 144)

This objection requires a bit of unpacking. In LOT2, Fodor cites a pair of 
related considerations that are supposed to show that acquiring a sustaining 
mechanism and learning a concept are entirely different things. The first is that 
even if a sustaining mechanism is learned, there is no guarantee that the concept 
it gives rise to is learned as a result (Fodor 2008, p. 144):

“You can learn (not just acquire) A” and “Learning A is sufficient for acquiring 

B” just doesn’t imply “You can learn B”. For, the following would seem to be a 

live option: If you acquire a concept by learning a theory, then something is 

learned (namely, the theory) and something is (merely) acquired (namely, the 

concept); but what is learned isn’t (merely) acquired and what is (merely) 

acquired isn’t learned. To acquire the concept C is to lock to the property that 

Cs have in common; and such lockings may be mediated by theories. The 

theory that mediates the locking between the concept and the property that 

the concept is locked to may be, but needn’t be, rational, or coherent, or well 

evidenced, to say nothing of true. That’s why Ancient Greeks, who thought 

stars were holes in the fabric of the heavens, could nevertheless think 

about stars.

Fodor uses the term “theory” as shorthand for what we are calling a sustaining 
mechanism. In the sort of case that he is imagining, although the sustaining 
mechanism is learned, it is just a lucky break that the sustaining mechanism pro-
vides semantic access to the property that the concept expresses. Much of the 
information in the sustaining mechanism is false and the sustaining mechanism 
is irrational or lacking in coherence and evidential support. The problem Fodor 
sees this consideration raising is that if it is, as it were, an accident that the sus-
taining mechanism mediates access to the property, how can the agent be said to 
have learned the concept?

The second, related consideration Fodor raises is meant to increase the gap 
between acquiring a sustaining mechanism and learning a concept. It does this 
by reintroducing a familiar worry (Fodor 2008, p. 144):
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[Y]ou can [also] acquire a concept by acquiring a theory (i.e., by acquiring it but 

not learning it). I’m dropped on my head and thereby acquire the geocentric 

theory of planetary motion, and thereby become linked to, say, the property of 

being a planet. In such cases, neither the theory I’ve acquired nor the concept 

I’ve acquired has been learned.

This time the problem isn’t that it’s odd and unexpected that the sustaining 
mechanism provides semantic access to the property its concept expresses. It’s that 
the way that the sustaining mechanism itself is introduced is the result of a causal 
fluke. But if the sustaining mechanism isn’t learned, if it just pops into someone’s 
head, how can the concept that it supports be learned as a consequence?

Taken together these two worries are intended to show that primitive concepts 
can’t be learned by acquiring a sustaining mechanism and consequently that the 
attention we have given to sustaining mechanisms is wrongheaded.

Neither of these considerations succeeds at undermining our account as a 
learning model. Indeed, whatever plausibility they have as counterexamples to 
our model of concept learning rests on a misunderstanding of our model and the 
dialectic it is meant to address. Recall that Fodor’s argument against concept 
learning is intended to establish that it is impossible to learn any new concept. So 
in response to our model of concept learning, it is no good for Fodor to argue 
that some cases of acquiring a sustaining mechanism fail to constitute learning a 
concept. He needs to show that every case of acquiring a sustaining mechanism 
fails to constitute learning a concept— that is, that there aren’t any cases at all 
where acquiring a sustaining mechanism would count as learning a concept. One 
cannot possibly show that it’s impossible to learn a concept through acquiring a 
sustaining mechanism by showing that a few highly idiosyncratic instances of this 
sort fail to count as learning. One might as well argue that since penguins can’t 
fly, it’s impossible for birds to fly.

Our argument against Fodor’s case for the impossibility of concept learning 
centred on a specific instantiation of our general sustaining mechanism account. 
(We never claimed that acquiring a sustaining mechanism for a concept qualifies 
as an instance of concept learning no matter what the sustaining mechanism 
is like or how it is acquired). Accordingly, for Fodor to rebut our argument, it is 
incumbent upon him to show that a concept could not be learned in the sort of 

case we outlined— a case much like the one we described above in introducing the 
idea of a sustaining mechanism. Here the learner acquires the sustaining mech-
an ism for a new concept (e.g., zebra) directly through ordinary perceptual causal 
contact with instances of the concept, accurately recording relevant observable 
properties of the kind, and all of this takes place under the direction of a general 
intention to learn about this new kind. It is not an improbable and fortuitous 
circumstance that the information in the sustaining mechanism manages to 
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establish a nomic dependence between the concept and its instances, nor is it a 
causal fluke that the sustaining mechanism is acquired at all. The information 
recorded is relevant information that is acquired through perceptual and cogni-
tive processes that have the function of recording such information and of organ-
izing it into new representations of natural kinds. To address our challenge, Fodor 
must demonstrate that it is impossible to learn a new concept when a syndrome- 
based sustaining mechanism is acquired in this sort of paradigmatic case; Fodor’s 
fluky cases are simply irrelevant given a proper understanding of the dialectic.

Fodor’s third and final objection directly challenges our claim that the pro-
cesses involved in our syndrome- based sustaining mechanism account could 
truly count as learning. Throughout his discussion in LOT2, Fodor maintains that 
hypothesis testing is the only conceivable model of concept learning. Accordingly, 
Fodor should be expected to resist our claim that concepts can be genuinely 
learned, as opposed to merely acquired, via a process of this kind. In fact, in a 
conference that was dedicated to Fodor’s views on concept acquisition, Fodor not 
only sounded as if he took it to be an a priori truth that learning requires hypoth-
esis testing but also as if he thought that our model should be rejected barring an 
alternative definition of learning (i.e., a definition that addresses the motivations 
that originally prompted the hypothesis testing analysis and that can serve as a 
principled guide for identifying when learning occurs).18

We confess that we don’t have a definition to offer. But it would be deeply 
ironic if Fodor, of all people, held that against us. A central theme throughout 
Fodor’s work has been that the search for definitions is almost always futile. 
Fodor has been especially critical of the idea that lexical concepts, in particular, 
can be defined.19 But if most ordinary lexical concepts can’t be defined, it’s hardly 
fair to ask us to provide a definition of Learning. Instead, the assumption ought 
to be that Learning cannot be defined.

What’s more, a brief inventory of different types of learning suggests that 
Learning picks out a rather heterogeneous set of phenomena. Consider the 
diversity that is manifestly associated with rote learning, learning a language, 
learning a complex manual skill (e.g., how to play the violin), learning the con-
tents of a room, learning a novel route to an old location, learning algebra at 
school, learning what an avocado tastes like, learning which kinds of animals are 
dangerous, and learning an implicit cultural norm. These diverse phenomena are 
all natural to describe as cases of learning, but there is no reason to suppose that 
the underlying processes share a common defining set of features. (They certainly 

18 Symposium on Solutions to Fodor’s Puzzle of Concept Acquisition, Annual Cognitive Science 
Society (2005). The transcript is available online: https://www.academia.edu/12356657/
Solutions_to_Fodors_Problem_of_Concept_Acquisition_- _Transcript

19 In “The Present Status of the Innateness Controversy”, Fodor says, “I once heard Professor 
Gilbert Harman remark that it would be surprising if ‘know’ were definable, since nothing else is. 
Precisely” (Fodor 1981, p. 285). See also Fodor et al. (1980), which is aptly titled “Against Definitions”.



Learning primitive ConCepts 569

don’t all involve hypothesis testing, which they should if Fodor’s views about 
learning were correct.)

As we emphasized in earlier chapters, to the extent that the scientific commu-
nity is beginning to understand what goes on with these and other cases of learn-
ing, it is becoming increasingly plausible that specialized learning mechanisms 
are often responsible in good part for our abilities in different task domains. For 

example, much of language acquisition depends on domain- specific learning 
mechanisms, so there is no reason to suppose that learning English is accom-
plished in quite the same way as, say, learning a new route home. Even within a 
given task domain, the same outcome can depend upon rather different mech an-
isms. One could learn the contents of a room by opening the door and looking 
inside, but also by seeking a knowledgeable person’s testimony. Though the result 
may be much the same, the mechanisms involved are strikingly different. Or to 
take another example, one could learn a route home by exploiting memorized 
landmarks but also by relying on dead reckoning— again, very different under-
lying mechanisms. The more we discover about the mind, the more we have to 
face the fact that there may be very little that all cases of learning in vari ably have 
in common.

Still, perhaps something can be said about some of the characteristics of typ-
ical instances of learning. This isn’t to give a definition of learning, just to note a 
few of the features that implicitly guide the recognition of certain clear- cut cases. 
In an earlier paper, we suggested three (Margolis and Laurence 2011).20 The first 
and most basic is that learning generally involves a cognitive change as a response 
to causal interactions with the environment. Of course, not all changes that trace 
back to an organism’s environment will count as learning. That is the point of 
Fodor’s examples where concepts are acquired through futuristic neurosurgery 
or through a miraculously fortuitous hit on the head. And not all cases of learning 
will involve environmental sensitivity, as some learning may be wholly a priori. 
Nevertheless, one important feature of learning is that it often, perhaps typically, 
involves a sensitivity to the environment.

The other two features we wish to suggest are ones that highlight aspects of the 
causal interactions that occur in paradigmatic cases of learning. One is that 
 learning often involves a cognitive mechanism that isn’t just altered by the en vir-
on ment but that, in some sense, has the function to respond as it does. For 
 example, learning facts about the locations of various objects when entering a 
room isn’t just a matter of having your mind altered upon perceiving the  situation. 
The changes are of the sort that our perceptual systems and related  belief- fixation 
mechanisms are designed to subserve. In contrast, when you get hit on the head, 
as in Fodor’s example, your mind might be miraculously altered in a useful way, 

20 See Weiskopf (2008) for a similar proposal.
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but the intervening mechanisms don’t have the function of subserving these sorts 
of changes; it’s just a matter of blind luck.

Finally, learning processes are ones that connect the content of an experience 
with the content of what is learned. The two aren’t merely causally related. They 
are semantically related. Hypothesis testing exemplifies one type of semantic 
relatedness, but it hardly exhausts the possibilities. For example, the rote learning 
of a list of numbers may involve reciting the numbers several times out loud and 
chunking the numbers in thought. By any reasonable standard, the processes that 
are integral to these activities are ones in which the outcome is semantically 
related to the preceding experience. It’s not as if the list enters into memory 
through sheer coincidence. The cognitive processes that bring about the change 
in thought are ones that undoubtedly turn on the contents of the mental states 
involved in the transition.

With this brief characterization of learning in hand, we can return to the claim 
that paradigmatic instances of acquisition involving the syndrome- based sustaining 
mechanism model are worthy of being described as learning. The model clearly 
has all three of the features that we have identified. In these sorts of paradig-
matic cases, the learner gathers information about the kind based on her percep-
tion of the members of the kind that she encounters, so there is no question that 
the change is grounded in relevant causal interactions with the environment. 
Also, the information that is presented in experience isn’t capable of directly cre-
ating a syndrome- based sustaining mechanism all by itself. The gathering of this 
information is guided by expectations about natural kinds in general and by 
expectations that derive from previous experiences with members of the kind in 
question and with members of similar kinds. It is filtered and processed by cogni-
tive operations that take perceptual information and use it to control the applica-
tion of a new concept, including its application in the context of similar future 
experiences. Here we have about as clear a case of semantically relevant processes 
as one could want. Finally, it’s perfectly reasonable to suppose that the cognitive 
mechanisms and dispositions that support the formation of syndrome- based sus-
taining mechanisms have the function of building them as they do. It’s even 
plaus ible that the essentialist disposition is owing to a biological adaptation for 
interacting with natural kinds, or a suite of adaptations for different types of nat-
ural kinds (animals, plants, natural substances, etc.). In short, our model of con-
cept learning manifestly exemplifies the pretheoretic understanding of learning, 
satisfying the characteristics of typical instances of learning extremely well.

We conclude that the case that primitive concepts can be learned is very strong 
and that Fodor’s responses to our model don’t raise any substantive difficulties. 
None of Fodor’s responses to our model are successful. First, though our model 
isn’t wedded to an externalist theory of content, it wouldn’t matter if it was, since 
coextensive concepts can be teased apart via their differing modes of presenta-
tion. Second, the existence of exotic cases involving causal flukes where acquiring 
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a sustaining mechanism doesn’t suffice for learning a concept could not possibly 
show that there are no cases where acquiring a sustaining mechanism does suffice 
for learning a concept. More to the point, such exotic cases are simply irrelevant 
to showing that concepts cannot be learned in the sorts of cases of acquiring a 
sustaining mechanism that we based our argument on, which did not involve 
any type of causal fluke. Third, there is no need for us to provide a definition of 
learning in order to claim that our model is a learning model. It is enough if the 
model satisfies the features of paradigmatic cases of learning, which it clearly does.

Earlier we established that complex concepts can be learned (section 25.1). We 
can now add that primitive concepts can be learned too. Taken together these con-
clusions thoroughly undermine Fodor’s scepticism about learning new concepts.

25.3 More Alternatives to the ABC Model

In the course of arguing against Fodor’s anti- learning views, we have shown that 
primitive concepts can be learned. This is an important result not only because it 
helps to show why Fodor’s argument against the possibility of concept learning 
fails, but because it speaks directly to the ABC model—which unlike his radical 
concept nativism, a great many theorists have followed Fodor in endorsing. 
Contrary to this tempting picture of the mind, it is possible to learn primitive con-
cepts. Still, the previous section only mentioned one way of learning a new con-
ceptual primitive— our syndrome- based sustaining model as it applies to natural 
kind concepts in the context of Fodor’s asymmetric- dependence theory of con-
tent. In this section, we will briefly sketch some ways in which this account can be 
adapted to cover other types of concepts and other theories of content, and will 
mention a few other types of acquisition models that we consider to be comple-
mentary proposals.

Domain specific conceptual templates. Our model for acquiring natural kind con-
cepts worked on the assumption that while there may be a great deal of variation 
in the sustaining mechanisms for natural kinds, there is nonetheless a standard 
type of sustaining mechanism that has the function of supporting the acquisition 
of natural kind concepts in response to ordinary perceptual encounters. This 
standard type of sustaining mechanism can be thought of as involving a concep-
tual template that is filled in for each new kind when it is recognized as such. The 
template asks for information about the syndrome of the new kind and combines 
this with the essentialist disposition to create a sustaining mechanism that always 
has the same overall form. Earlier, we saw one of the big advantages of a theory 
positing this sort of conceptual template. It entailed that no particular natural 
kind concept has to be innate, while providing the basis for a learning model that 
is tuned to the contours of experienced natural kinds. Were the template to be 
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activated in Kenya, it would be well suited to acquire concepts for lions and 
gazelles. Were it to be activated in Australia, it would be just as capable of acquir-
ing concepts for koalas and kangaroos.

We have seen that there is a good deal of evidence for specialized capacities 
directed to natural kinds (see Chapters 10, 13, 14, and 19; see also, e.g., Keil 1989; 
Gelman 2003; Atran and Medin 2008). But it is also reasonable to suppose that 
there may be comparable capacities for other types of conceptual domains and 
that these are associated with their own templates that underwrite a similar learn-
ing process— one based on the formation of a standard form of sustaining 
mechanism.

Another promising domain is the class of artefact concepts. Human life is 
deeply tied up with the manufacture and use of artefacts. Though there is some 
debate about how far back in the evolution of the species this goes, analyses of 
the archaeological record suggest that artefact use long predates the beginnings 
of Homo sapiens and that early humans possessed a rich and impressive range of 
artefact types (McBrearty and Brooks 2000). Undoubtedly, some of the facts 
that explain the success of human material culture have to do with the general 
cap acity to faithfully receive and transmit cultural knowledge, allowing for 
incremental improvements from generation to generation (Basalla 1988; 
Richerson and Boyd 2005).21 But it’s likely as well that there have been adapta-
tions that have given rise to domain- specific capacities for thinking about arte-
facts. This suggestion is not tantamount to Fodor’s earlier, highly implausible 
view that humans are specifically endowed with innate concepts for each of the 
many types of artefacts that we surround ourselves with (e.g., the concepts shoe, 
penCiL, radio, CyCLotron, to name just a few). Rather, it is the far more mod-
est and tenable suggestion that humans possess a few innate cognitive templates 
that contribute to rationalist learning mechanisms that explain the acquisition of 
artefact concepts.22

Though work on artefacts points in a number of directions (Margolis and 
Laurence 2007b), one general approach has received a good deal of empirical 
support and is likely to be at least part of the explanation of the cognitive basis of 
artefact concepts. This view claims that artefact concepts have an affinity with 
natural kind concepts. The connection isn’t that artefact concepts activate the 
same essentialist disposition as natural kinds but rather that the categorization of 
artefacts, like natural kinds, involves an explanatory process and doesn’t merely 

21 It should be emphasized that rationalists can and should accept the enormous importance of 
culture (and of gene- culture co- evolution) in accounts of human cognition and in explaining the ori-
gins of a multitude of concepts (Boyd and Richerson 1985; Richerson and Boyd 2005; Henrich 2016). 
We return to the way that rationalist theories account for the importance of culture in Chapter 26.

22 As with natural kind concepts, it is plausible that there are a number of such systems, since there 
is great diversity in the types of artefacts that human beings create and use, including weapons, con-
tainers, clothing, ornaments, toys, shelters, tools for producing other tools, etc.
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amount to ticking off a prescribed set of properties (Bloom 1996; Matan and 
Carey 2001; Barrett et al. 2008). According to this approach, something is deemed 
an artefact of a particular type because the best explanation of its salient observ-
able properties is in terms of some deeper fact that accounts for these properties.

A prominent suggestion along these lines is that the deeper fact has to do with 
the intentions of the artefact’s designer, particularly her intention that it serve a 
particular function. If this account (or one in the same general vicinity) is right, 
then a standard type of sustaining mechanism for artefacts may incorporate 
something analogous to the syndrome for natural kinds and combine this with 
the disposition to explain an item’s perceived features in term of a designer’s 
intent. Exposure to an artefact that exhibits the recorded features would activate 
the concept, while the activation would be modulated and perhaps retracted 
upon learning more about the intent of the designer who made the item (or upon 
learning that the item did not have a designer at all but was instead naturally 
occurring). Given this type of sustaining mechanism, artefact concepts could be 
learned in a way that is analogous to the way that natural kind concepts are 
acquired on our earlier account. When a learner encounters a new artefact, this 

would initiate a process that fills in the information specified by a domain- specific 
template and that associates it with the disposition linking artefact identity with 
the creator’s intent. Which artefact concepts are acquired would then be a matter 
of the artefacts that the learner experiences, just as which animal concepts one 
acquires is a matter of which kinds of animal one encounters.

We are assuming, for purposes of argument, that artefact concepts are primi-
tive concepts (i.e., that they aren’t complex concepts).23 Given this assumption, it 
seems that they could be learned by learning their sustaining mechanisms. The 
activation of domain- specific rationalist learning mechanisms for artefacts would 
guide the construction of new sustaining mechanisms (hence new concepts) in 
accordance with a stock of conceptual templates. The more templates, the more 
efficient the acquisition. What this goes to show is that there need be nothing 
special about natural kind concepts. Artefact concepts, and others that have their 
own conceptual templates, can be learned, thereby increasing the stock of primi-
tive concepts.

Alternative theories of content. So far we have helped ourselves to the simplifying 
assumption that the content or meaning of a primitive concept is determined in 
accordance with Fodor’s asymmetric- dependence theory. This has been a con-
venient assumption given that the theory handles primitive concepts so well. But 
it’s important to see that the prospects for learning primitive concepts aren’t tied 
to Fodor’s asymmetric- dependence theory, since that would make our account 

23 Whether artefact concepts are primitive or not remains controversial. For arguments that they 
are, see Kornblith (2007); for an opposing view, see Thomasson (2007).
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very precarious. The nature of mental content continues to be hotly disputed, and 
it would be an understatement to say that there is no consensus in support of the 
asymmetric- dependence theory (or in support of any other theory of content, for 
that matter). It would be useful then, if other approaches to content could be used 
as the backdrop for explaining how new primitive concepts can be learned. In 
fact, we think that all of the major theories of content, insofar as they cover primi-
tive concepts, are encouraging in this regard.

Consider the family of theories that fall under the heading of the teleoseman-
tics approach to content, which we briefly mentioned in Chapter 5 (e.g., Millikan 
1984; Papineau 1984; Dretske 1988; see also Neander 2017, Shea 2018). Though 
there are important differences among the theories that are grouped under this 
heading, one of the foundational ideas of the teleosemantics approach is that a 
concept expresses the property that it has the function of detecting. For learned 
concepts, such functions might be acquired as mental representations are 
recruited by cognitive systems that depend upon the information they provide. 
Notice that there would still have to be sustaining mechanisms that accounted for 
how such representations are able to carry information about the properties they 
represent. So just as before, acquiring the concept is a matter of acquiring a sus-
taining mechanism, and we can begin to explain how concepts are learned by 
positing cognitive systems that underlie the construction of standard types of 
sustaining mechanisms.

In fact, in this case, much the same story that we told for natural kinds and 
artefacts within the framework of Fodor’s theory of content can be imported with 
few modifications. This shouldn’t be surprising since both approaches to content 
are centred around the occurrence of reliable mind- world causal dependencies. 
The main difference is that, on teleosemantics approaches, there is the added 
constraint that these are grounded in systems with the function of exploiting 
these informational states, where the function of a system is itself a matter of a 
history of selection.

Another prominent (and promising) theory of content is the causal- historical 
theory (Kripke 1972/1980; Putnam 1973). Though the theory was originally 
developed as a theory of reference for expressions in natural language (particu-
larly for proper names and natural kind terms), it can be extended to the cor res-
pond ing types of concepts (Burge 1979). The causal- historical theory is also 
highly relevant given our aims, because name concepts are widely thought to be 
primitive concepts (for reasons that trace back to Kripke’s critique of the descrip-
tion theory of reference), and because there is little to be said for the idea that 
individual name concepts are innate.24

24 According to the description theory of reference, a name refers to an individual through its asso-
ciation with a represented description which is uniquely true of that individual (or, on other versions 
of the theory, a description that expresses a cluster of properties which is mostly true of that individ-
ual). For example, the name “Aristotle” might be associated with the description “student of Plato and 
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Name concepts are rarely thought about in this context but are a useful case to 
consider in calling the ABC model into question. As with natural kind concepts and 
artefact concepts, we will focus on a single central way in which these concepts 

might be acquired. On the causal- historical approach, in the simplest case (where 
the name is being introduced for the first time), learning a new name concept 
begins with the perception of a new salient individual. Under the direction of the 
mechanism for acquiring name concepts, this perception causes the production of 
a new mental representation with a functional role characteristic of names.25 This 
new representation would facilitate the storage of notable information about the 
encountered individual, and would become linked to object tracking processes that 
aim to reidentify it both in the short term and upon subsequent encounters. Now 
according to the causal- historical theory, a name concept’s reference is the individ-
ual that is the causal source that led to the concept’s initial production. This means 
that acquiring a new name concept may involve the activation of a conceptual tem-
plate of sorts, but the significant difference between any two completions of the 
template has less to do with the newly recorded information than the identity of 
the individual that the concept causally leads back to. One way of picturing the 
situation is that the name template generates a different “mental file” for each name 
concept, but the referent of the name concept isn’t determined by which individual 
the descriptions in the file are true of, but rather by the individual that stands in the 
appropriate causal-historical relation to the name concept.26

Suppose this general approach to name concepts is basically correct. Then we 
can say that specific name concepts aren’t innate; they are acquired by systems 
that have the function of creating new name concepts upon exposure to salient 
new individuals. Moreover, because of the considerable amount of cognitive pro-
cessing that goes into the creation of these new name concepts and because this 
processing is meant to reflect the details of experience, there is every reason to 
say that the resulting concepts are learned.

teacher of Alexander”, in which case, it would refer to the man Aristotle, as he is the unique individual 
who satisfies this description. See Kripke (1972/1980) for a trenchant critique of this general 
approach.

25 The functional role would involve, among other things, having these representations combine 
with predicates to form representations that express whole propositions, with other name representa-
tions to form conjunctions, and so on.

26 Moving beyond the simplest case, other name concepts will often be learned on the basis of ref
erence borrowing. In reference borrowing, the causal relation to the individual the name concept 
refers to is mediated by a complex causal chain that encompasses other individuals and their relations 
to further other individuals, and so on, and eventually to the referent. For example, someone might 
hear the name “Aristotle” being used, and this causes a new name concept to be created in their mind 
which is embedded in a psychological organization in which the referent is taken to be the individual 
that other speakers who use this name mean it to refer to, where other speakers defer to previous 
speakers, and so on, in a complex causal chain that stretches all the way back to Aristotle. The key 
point here is that the psychological states that are associated in the learner’s mind with her new name 
concept aren’t anything like a definition that describes the referent. Rather, they function as part of a 
different kind of sustaining mechanism that mediates the causal relation between the concept and its 
referent, making it a primitive concept.
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Up to this point, the theories of content we have discussed have been external-
ist theories. But prospects for learning new primitive concepts are just as good for 
internalist theories. Consider a version of the conceptual role semantics approach 
to content (briefly discussed in Chapter 6) according to which content is not con-
stituted by mind- world causal relations but rather by a concept’s computational 
role in cognitive and perceptual processes.27 In this case, it’s no longer possible 
to  rely on processes whereby new sustaining mechanisms are established. 
Nonetheless, it is possible to develop an internalist model that closely mimics this 
type of account. This would involve the same types of learning mechanisms 
centred around a template for acquiring new animal concepts. In this case, how-
ever, filling in the information in the template would allow one to learn a new 
primitive concept for a type of animal by creating a representation that, in virtue 
of this learned information, has the internal conceptual role in thought and 
 perception that is constitutive of possessing this animal concept according to the 
internalist theory. For example, for someone who doesn’t yet have the concept 
zebra, encounters with a zebra would register the presence of a new animal and 
would initiate a process that produces a new symbol with a conceptual role 
appropriate to animals, filling in the specific details that this role requires by not-
ing the relevant properties of the experienced animal.

Beyond templates. We have been suggesting that a good strategy for explaining 
how a primitive concept can be learned is to posit innate domain- specific mech-
an isms that specify one or more conceptual templates. A template guides learning 
by focusing the learner on the information it requires for concepts in its domain. 
This results in concepts that are very much a product of experience— concepts 
that embody both a record of the entities that have been encountered and a syn-
opsis of the relevant properties these entities are perceived to possess. But must 
the learning of a primitive concept always proceed in this way? Certainly not. For 
one thing, much the same story could be told for templates that are not innate, 
but rather are themselves learned. Ultimately, there would have to be innate con-
straints on what types of templates could be learned, but the very possibility of 
learning a new template introduces an important dimension of flexibility. There 
are also interesting possibilities that make use of characteristically rationalist 
learning mechanisms pertaining to different domains in ways that combine them 
or have them interact with peculiarities of general cognition, thereby creating 
new concepts that don’t quite fit into any single domain. A good example of this 

27 For a general overview of the conceptual role semantics approach, see Block (1986). However, 
we should note that Block himself defends a two- factor theory, which incorporates a causal- externalist 
component to content and hence doesn’t represent the fully internalist version of the theory that we 
mean to consider in the text.
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kind can be found in Pascal Boyer’s theory of how certain religious concepts are 
formed (Boyer 2001).

Boyer proposes that religious concepts draw upon a small number of rationalist 
learning mechanisms based on intuitive theories (e.g., folk psychology, folk biol-
ogy, and folk physics), and that new religious concepts arise when unexpected 
deviations from these theories are considered. The fact that the deviations are 

limit ed to just a few significant changes allows for the inferential structure 
in herit ed from the intuitive theories associated with rationalist learning mech an-
isms to remain largely intact. For example, if one were to hear about trees that talk, 
this would allow access to most of the inferences regarding trees (they still grow, 
need water, etc.). Yet the fact that the deviations are unexpected makes them mem-
orable and hence likely to become established in the mind and to be conveyed to 
others who in turn are likely to remember them and pass them along to still others.

If Boyer is right, religious concepts depend upon experience. It’s because 
members of a community hear about the curious talking trees that they develop 
concepts of these supernatural beings. But the cognitive mechanisms that medi-
ate this learning aren’t ones that simply fill in the details of, say, a supernatural 

being template. Rather, a considerable amount of innate differentiated structure 
comes to interact with quirks about human memory and with other general cog-
nitive resources when supplied with what happens to be the right input. There is 
no guarantee that any old description of a supernatural being will take hold. If it 
isn’t memorable, or deviates too much from the intuitive theories that are engaged 
by the acquisition process, then the corresponding concept will have little chance. 
But for the concepts that are competitive, they are readily learned because the 
mind has an organization that is receptive to them. In the typical case, the experi-
ence leading to such a concept’s being learned involves hearing a story about the 
supernatural entities. We may assume that this would activate a new representa-
tional vehicle— an initially uninterpreted representational structure— that would 
gain its particular content through being assigned an appropriate conceptual 
role, that is, a role that captures the most salient details in the story, while also 
drawing upon information contained in the relevant intuitive theories. The new 
representation would then serve as a focal point for elaborations on this concep-
tual role as further stories and embellishments are traded in the community.

Though Boyer’s treatment of religious concepts stretches the conceptual sys-
tem beyond concepts that are the direct product of an innate template, there is 
still a residual trace of the template approach in his theory in that the concepts it 
covers retain much of the inferential structure associated with the intuitive the or-
ies they draw upon. Does this mean that primitive concepts can only be learned if 
a template of sorts is at the root of the process? Not at all. In Chapter 5, we 
sketched another type of model that is capable of explaining how certain new 
primitive concepts can be learned— our neo- Quinean model of abstraction. 
Recall that the model had three components: fine- grained general 
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representations, a similarity space for organizing these representations, and a 
selection process to isolate regions within the similarity space. There was a ques-
tion about whether the output of this process is a primitive or a complex repre-
sentation, but we argued that the natural way of looking at the matter is that 
abstraction produces new primitive concepts (see section 5.5). If this is right, 
then new primitive concepts (e.g., concepts for colours, shapes, and other similar 
categories) can be acquired without a conceptual template.

There are other approaches that don’t rely on templates that also accommodate 
the learning of new primitive concepts. A particularly interesting one is Susan 
Carey’s theory of conceptual bootstrapping (Carey 2009). The main idea behind 
this theory is that new primitive concepts can be learned by first learning a sys-
tem of external symbols and the rules for manipulating them. The inferential pat-
terns that this system embodies needn’t be understood in the early stages of the 
learning. What’s important is that the patterns in the uninterpreted (or partially 
interpreted) symbol system are later mapped to systems of representation that are 
meaningful for the agent and that a process of analogical reasoning relates the 
two in ways that result in the external symbol system taking on a whole new sig-
nificance for the learner.

For example, as we saw in Chapter 2, Carey suggests that concepts for the posi-
tive integers are acquired by initially learning by rote both the counting sequence 
(“one, two, three . . .”) and the counting procedure (in which each item is labelled 
by one and only one count term, using the count terms in a fixed order). At this 
point, counting for the child may have no more meaning than the sequence of 
handclaps in a game of patty- cake. But Carey claims that learning the positive 
integers takes place when children recognize an analogy between the counting 
procedure and operations that occur in a system of representation by which chil-
dren represent and compare small sets of objects. If Carey is right, similar feats of 
bootstrapping account for how we learn the rational numbers, how we learn to 
differentiate the concepts of weight and density, and how we learn many of the 
uniquely human concepts that single us out as a species.

Much more could be said regarding these and other alternatives to the ABC 
model. However, we think that it should be clear enough by now that there are a 
variety of different ways in which primitive concepts might be learned. The rejec-
tion of the ABC model (and of Fodor’s claim that primitive concepts cannot be 
learned) doesn’t turn on the specific features of any particular model of concept 
acquisition, or of any particular conceptual domain, or any particular theory of 
content.28

28 There is a further question about what type of limits there might be for the learning of new 
primitive concepts and representations. Could any kind of primitive representation be learned? 
Could all primitive representations be learned? Perhaps unsurprisingly, it turns out that this question 
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25.4 Conclusion

Though our concept nativism and Fodor’s radical concept nativism are both 
rationalist accounts of conceptual development, in some ways they couldn’t be 
more different. Learning is central to our account of where concepts come from, 
whereas radical concept nativism maintains that lexical concepts are simply 
innate. While Fodor’s views of concept acquisition have evolved over the years, 
his opposition to the possibility of learning primitive concepts never wavers. In 
LOT2, he goes even further, arguing that the very idea of concept learning is sim-
ply incoherent. However, we have argued in this chapter that each strand in 
LOT2’s case against learning is mistaken. Learning doesn’t require hypothesis 
testing— there are perfectly viable alternatives. But even if learning did require 
hypothesis testing, concepts could still be learned, since learning concepts via 
hypothesis testing is not in fact impossible. Contrary to Fodor and to the many 
advocates of the ABC model of concept acquisition, even new primitive concepts 
can be learned (and in a variety of different ways), thereby increasing the expres-
sive power of the conceptual system.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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isn’t a simple, straightforward one. One thing that is clear is that it is unlikely that all primitive repre-
sentations can be learned. To get the process of learning going at all, some representations will be 
required to provide essential input to the learning process. The issue here is related to the ones that we 
highlighted earlier in Chapter 5 in relation to Locke’s view that all general representations are learned 
via abstraction. Likewise, the considerations in Chapter 12 having to do with the questions of how 
and why learners would even entertain certain primitive representations argue that at least some 
primitive representations must be innate or acquired via rationalist learning mechanisms. At the same 
time, however, it should be noted that once certain primitive concepts and representations are in 
place, others will be learnable.



26
Fodor’s Biological Account of Concept 

Acquisition— and the Importance of 

Cultural Learning

The previous chapter showed that Fodor’s argument against concept learning 
doesn’t work. Even primitive concepts can be learned. Still, there is one part of 
Fodor’s most recent treatment of these issues that we have, to this point, left to the 
side. This is his claim in LOT2 that concept acquisition might be the product of 
predominantly non- representational neurological processes. This biological 
account of concept acquisition— which aims to show how concepts are acquired 
without being either innate or learned— is independent of Fodor’s argument 
against concept learning, and so requires separate consideration. In this chapter, 
we will begin by arguing that this alternative approach to concept acquisition is 
not vi able and that the difficulties it faces serve to further highlight the central 
role of learning to any reasonable account of concept acquisition. We then step 
back to consider how our own view compares with Fodor’s. It turns out that we 
are committed to there being a rationalist account of far more concepts than we 
have suggested so far. To some, this may make our account seem as implausible as 
Fodor’s. But we will see that not only does this aspect of our concept nativism not 
burden our view with the dire consequences Fodor’s view faces, it actually makes 
our view more reasonable and better able to explain the enormously important 
role of culture in shaping how concepts are acquired and used.

26.1 Against Fodor’s Biological Account of Concept Acquisition

For many years, Fodor took his argument against concept learning to show that 
most lexical concepts are innate. We noted in Chapter 24, however, that there was 
a shift in his thinking about this matter starting with the publication of Concepts 
(1998). Although he continued to maintain that lexical concepts aren’t learned, he 
became hesitant to conclude that any concepts are innate and proposed that we 
need to circumvent the learned/innate dichotomy. Fodor’s initial idea for how to 
do this was to propose that concept acquisition isn’t explained at the psy cho-
logic al level— the level of intentional states and processes— but at the neuro logic al 
level. On this view, the acquisition of primitive concepts and representations is a 



agAinst Fodor’s BiologicAl Account 581

wholly non- cognitive affair that is to be explained directly and entirely in neuro-
logic al terms. As we noted earlier, it is important to recognize that the claim here 
isn’t simply the uncontroversial view that primitive concepts and representations 
are acquired via psychological processes that are realized in the brain and ul tim-
ate ly dependent upon the brain’s activities. Rather, Fodor is making the far 
stronger claim that psychological processes are irrelevant to the acquisition of 
such concepts and representations—that their acquisition is explainable only in 
terms of non-psychological neurological processes.1

There is a natural worry for this type of approach to concept acquisition that 
Fodor himself was quick to identify. A generalized non-psychological approach to 
concept acquisition makes a mystery of the fact that concepts are regularly acquired 
through exposure to their instances. There seems to be no reason why a non- rational, 
non- psychological neurological process should require exposure to doorknobs to 
acquire the concept doorknoB, for example, or why such a process would lead 
to the production of the concept doorknoB on exposure to doorknobs (as opposed 
to girAFFe or some other unrelated concept). The solution can’t be that doorknobs 
offer opportunities for confirming hypotheses about doorknoB or for representing 
the salient features of doorknobs. That would be to resort to an explanation in terms 
of cognitive processes and intentional states, which are explicitly forbidden on such 
an account. Fodor refers to this problem as the doorknob/doorknoB problem.

In Concepts, Fodor’s solution to this problem took the form of a bold meta-
physical theory. The reason someone acquires doorknoB when interacting with 
doorknobs is not because of their psychology, but rather because of the meta-
physical nature of the property of being a doorknob (i.e., the referent of door-
knoB). According to Fodor’s metaphysical theory, the property of being a 
doorknob is partly constituted by the fact that it leads to the acquisition of door-
knoB. Since it is in the nature of what it is to be a doorknob that, under certain 
conditions, we react to doorknobs by thinking doorknoB, then, Fodor claimed, 
it should no longer be mysterious that the concept doorknoB is normally 
acquired through interactions with doorknobs.

Fodor’s LOT2 theory of concept acquisition retains the core elements of this 
account. There is still the insistence that we should deny both learning and 
innateness and hold out for a generalized non- psychological theory. 
And LOT2 also con tinues to endorse Fodor’s metaphysical solution to the 

1 As we noted in Chapter 24, on our view some concepts and representations are acquired through 
wholly non-psychological processes as well—namely, innate concepts and representations in the acquisi-
tion base. So we have no objection to the origins of some concepts and representations being explained in 
terms of non-psychological neurological processes. The problem with Fodor’s account, as we will see, 
is that it is meant to provide a general account that explains the origins of all primitive concepts and 
representations in terms of non-psychological neurological processes. Given our understanding of the 
innateness of a trait in terms of it being part of the acquisition base, such an account effectively takes 
all primitive concepts and representations to be innate, and so is not meaningfully different than 
 radical concept nativism.
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doorknob/doorknoB problem. What is distinctive about the account in LOT2 is 
that it takes concept acquisition to proceed in two stages. During the first stage, a 
stereotype for a concept is learned. (A stereotype, for Fodor, is a representation 
that encodes statistical properties of features of experiences that are associated 
with the  category picked out by a concept; for purposes of exposition in this 
chapter, we will follow his usage.) Importantly, the stereotype isn’t identical with 
the concept. However, the fact that stereotypes are learned in acquiring concepts 
partly explains why concepts appear to be learned when, according to Fodor, they 
aren’t. The appearance is owing to the fact that a stereotype is related to its con-
cept, and while the concept itself isn’t learned, the stereotype is. The second stage 
of concept acquisition on Fodor’s new model occurs once the stereotype is in 
place. As Fodor sees it, a neurological process takes over and generates the con-
cept from its stereotype. Crucially, the second stage is non- psychological. It is 
“subintentional and subcomputational . . . a kind of thing that our sort of brain just 
does” (Fodor 2008, p. 152). The second stage in Fodor’s account is supposed to be 
where most of the action is and is why Fodor maintains that concepts aren’t 
learned. It’s because of our bio logic al makeup that we arrive at the right concept 
corresponding to a stereotype; learning has nothing to do with it.

Fodor summarizes his LOT2 account of concept acquisition as follows: “here’s 
my story about concept acquisition: What’s learned (not just acquired) are stereo-
types (statistical representations of experience)” (Fodor 2008, p. 162). Once you 
learn a stereotype, then non- psychological, non- rational neurological processes 
get you to the concept: “in particular, it’s a brute fact about the kind of animals we 
are (presumably about the kind of brains we have); and it’s the bedrock on which 
the phenomenon of concept acquisition rests” (p. 161).

This account of concept acquisition faces a number of serious problems. Let’s 
begin by looking at the first stage in the acquisition process— the stage where 
stereo types (but not their concepts) are learned. A major difficulty with this part 
of his account is that it is inconsistent with Fodor’s stance on learning. Our objec-
tion can be put as a dilemma. The first horn springs from Fodor’s insistence that 
learning requires hypothesis testing. Assuming that it does, learning a concept’s 
stereotype would necessitate putting forward hypotheses about the stereotype’s 
individuating conditions and testing these against relevant observations. But 
then, following Fodor’s own logic, putting forward the correct hypothesis 
would require having the stereotype prior to learning it, which would entail 
that the stereotype can’t really be learned after all. Now it’s true that we have 
rejected Fodor’s circularity argument, but the present criticism concerns the 
internal coherence of Fodor’s position. Perhaps Fodor could avoid the charge 
of circularity if he were to allow that not all learning reduces to hypothesis 
testing and were to claim that stereotypes are learned in some other unspecified 
way. But then he would face the second horn of the dilemma: this qualification 
would undermine the circularity argument against concept learning. Were 
Fodor to agree that learning doesn’t necessitate hypothesis testing, there is 



nothing to stop his critics from countering with the proposal that concepts are 
learned in this other unspecified way too.

In short, if Fodor’s argument against concept learning is sound, then it 

undermines his biological account of concept acquisition, and, by the same 

token, if his biological account of concept acquisition is viable, it undermines his 

argument against concept learning.

But suppose we put aside Fodor’s circularity argument and consider his 

 biological account of concept acquisition simply on its own terms. Even then the 

account doesn’t fare well. This is because of the difficulties of maintaining that 
concept acquisition is principally a non- psychological process. Fodor himself 
anticipates this challenge somewhat in the form of his doorknob/doorknoB 
problem, but he fails to appreciate the scope of the problem. For example, consider 
the fact that different people will often acquire different concepts on exposure to 
the same physical environment because they have varying interests in the same 
segment of the world. Dog enthusiasts have concepts corresponding to dozens of 
breeds, while people who are indifferent to dogs often have just a handful. 
Similarly,  surfers have concepts corresponding to numerous types of waves and 
surfing conditions,2 while most non- surfers have only a few generic concepts like 
choppy wAter and smAll wAves. What’s more, these examples aren’t solely about 
the import of varying interests. They illustrate the significance of the surrounding 
culture. Dog enthusiasts and surfers hang out with others like them and pick up on 
the cultural norms of the groups they identify with. These interactions can be just 
as important as the interactions with the aspects of the physical world that the 
group cares about. But how can a purely biological process account for this fact? If 
mutable socially propagated norms are what matters, we need a mech an ism that is 
calibrated to the social world. It’s hard to see how this could be anything but a 
psychological mechanism, one that is chockfull of intentional states and processes.

As it happens, many concepts reflect the surrounding culture and it matters a 
great deal which culture it is that a learner grows up in. Medieval Europeans con-
ceptualized health and disease in terms of humours— bodily substances that, 
according to the theories of the time, need to be kept in balance with one another. 
Few contemporary Europeans have these concepts, though they have as much 
exposure to instances of good and bad health as their historical counterparts. Or 
take the Newtonian concept grAvity. People who haven’t been exposed to 
Newtonian physics aren’t in a position to acquire this concept even though they 
experience the same sorts of causal interactions that exemplify gravitational 
influence (falling rocks, tides, etc.). Likewise for the logical concept vAlidity, 
which is instantiated by all the valid arguments one is exposed to, but typically is 
acquired only in a university course in logic. Cultural forces are even more 
significant in cases where there is no physical manifestation of the items the 

2 See, e.g., Wikipedia’s surfing glossary: https://en.wikipedia.org/wiki/Glossary_of_surfing
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concepts are supposed to refer to. The Roman Catholic concept purgAtory, for 
example, is of a place, or state of being, that no living person has actually experi-
enced. That concept comes from cultural products— books, stories, sermons, 
etc.—that can only have their influence through psychological processes that 
extract their meaning.

One way that Fodor might try to mitigate the impact of cases like these is by 
claiming that the reason people in different cultures end up with different con-
cepts is that they learn different stereotypes. This response emphasizes the fact 
that the second stage of concept acquisition— the crucial biological stage— can’t 
occur until the right stereotype is in place. While this response might help with 
some of the cases, it faces three serious problems.

First, even when agents have access to the same stereotype, the surrounding 
culture can have a profound effect on how the world comes to be conceptualized. 
Colour concepts are a well- known case in point. Though people all around the 
world are equipped with essentially the same sensory systems, as we saw in 
Chapter 5, there is nonetheless a significant amount of variation in the basic 
 colour concepts found in different cultures (Davidoff et al. 1999). The variation 
doesn’t trace back to differences in surface reflectances or to other physical prop-
erties that are present in the environment. Rather, it’s largely a matter of how dif-
ferent cultures have come to establish and encode the boundaries of their 
categories. Children inherit the local way of drawing these boundaries during the 
course of learning their language.

What can Fodor say about this? His biological account of concept acquisition 
stipulates that once the stereotype is in place, biology takes over and delivers the 
concept. But with colour concepts, there aren’t different stereotypes in different 
cultures. As discussed in Chapter 5, focal instances of basic colour concepts are 
highly similar across cultures; it’s the breadth and boundaries of the concepts that 
differ. So there is nothing in Fodor’s account to explain why children in different 
cultures end up with concepts that match their own community’s way of doing 
things. If anything, Fodor’s account predicts that children across the globe should 
end up with exactly the same colour concepts since the same biological principles 
would be activated by the same stereotypes— a prediction that doesn’t stand up. 
Much the same point can be made in light of the fact that our stereotypes for 
concepts are often highly impoverished and thus are unlikely to differ for related 
but distinct concepts. For example, for many people the stereo types for gerBil 
and hAmster are essentially the same. But this needn’t stop them from acquiring 
one of these concepts but not the other (or even from acquiring both) on the 
basis of the very same stereotype. Fodor’s view does nothing to relieve the mys-
tery surrounding such differential concept acquisition.

The second problem with trying to use stereotype learning to explain away the 
appearance of psychologically mediated concept acquisition is perhaps even more 
damaging. Many concepts can be acquired in the absence of any stereotype at all. 



In fact, Fodor himself has argued that complex concepts typically don’t have 
stereo types (Fodor 1981, 1998). But clearly, if a concept doesn’t have a stereo type, 
then variable concept acquisition can’t be explained by stereotypes. In particular, 
for all concepts that lack stereotypes, we are left with just the non- psychological 
biological part of Fodor’s story about concept acquisition. And this part of Fodor’s 
story has nothing to say about the evidence suggesting that concept acquisition is 
psychologically mediated. Consider, for example, the concept An investment 
Fund open to A limited rAnge oF investors thAt undertAkes A wider rAnge 
oF investment And trAding Activities thAn long-only investment Funds, 
And thAt, in generAl, pAys A perFormAnce Fee to its investment mAnAger.3 
Prior to learning this concept (e.g., through verbal instruction), one is highly 
unlikely to have a stereotype associated with it. The same will be true of endlessly 
many complex concepts (e.g., the Scottish Country Dance concept in section 25.1). 
It is also likely to be true of lexical concepts with highly theoretical content, at least 
for many non- experts— molecule, Argon, Acetylcholine. These are not con-
cepts that we learn by first learning a stereotype for them.4

This brings us to the third problem with the attempt to explain away psy cho-
logic ally mediated concept acquisition through stereotype learning. Many con-
cepts are learned via the operation of psychological processes that go beyond 
stereotype formation. For example, some are learned alongside theories that they 
are embedded in (e.g., grAvity), and whether they are learned turns not on 
whether a stereotype for them is learned but on whether the learner is exposed to 
the relevant theory. In some cases, such as with natural kind concepts, there is 
arguably a default system devoted to gathering particular types of information 
about the kind and processing it in accordance with domain- specific inferential 
patterns (along the lines of the model outlined in Chapter 25). We can even pre-
dict which kinds of concepts an agent is likely to form based on considerations 
about the representational processes underlying concept acquisition in that 
domain. This makes sense if the concepts are acquired on the basis of the repre-
sentational processes that support these predictions, but it is nothing short of a 
mystery on Fodor’s biological account.

Consider once again Boyer’s analysis of the origins of concepts of supernatural 
beings, which we discussed in Chapter 25. Boyer notes that the full range of pos-
sible supernatural concepts is far larger and more varied than what is actually 
found across cultures and consequently that supernatural concepts can’t simply 
be a matter of generating new representations for strange incidents. As we saw in 
the previous chapter, Boyer’s theory predicts, instead, that the most intuitive 

3 https://en.wikipedia.org/wiki/Hedge_fund
4 There is room for debate about whether concepts like molecule or the concept corresponding 

to the dance have stereotypes (Fodor 1981; Prinz 2002). For the present point, all that really matters is 
that these stereotypes, if they exist at all, are so anaemic that they cannot do the work that Fodor 
requires of them.
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supernatural concepts are rooted in innate systems of inference (e.g., folk biology) 
and depend upon isolated counterintuitive deviations from the normal case 
(e.g., trees that talk), which make them memorable and apt for cultural  transmission. 
This predication fits well with the anthropological record and with experiments 
that have been designed to test just these sorts of effects on memory (Boyer 2001). 
But Fodor’s theory has no resources to explain patterns of this sort.

In sum, Fodor’s positive theory of concept acquisition faces a number of ser-
ious challenges. First, there is a dilemma stemming from stage 1 of the acquisition 
process, which involves stereotype learning. Either his argument against concept 
learning undermines this aspect of his positive account or else his account of 
stereo type learning undermines his argument against concept learning. His 
account also fails to adequately explain away the robust and diverse evidence for 
maintaining that concept acquisition is a psychological- level phenomenon. This 
evidence includes the doorknob/doorknoB problem, but the doorknob/doorknoB 
problem is just the tip of the iceberg. More important is the fact that concept 
acquisition depends profoundly on one’s cultural environment, as mediated by 
one’s psychology. Both the number of concepts one acquires about a given 
domain (e.g., dogs, waves) and which specific concepts one acquires (e.g., which 
specific colour concepts), depend on one’s cultural environment. And the 
dependence is often very deep, as illustrated by the many concepts which are 
largely cultural, with little or no grounding in one’s immediate environment 
(e.g., purgAtory). Moreover, the variation cannot be explained by stereotype 
differences given that the conceptual variation is possible without variation in 
stereotypes— many concepts either lack stereotypes altogether or else fail to have 
sufficiently robust stereotypes to discriminate between related concepts.

In stark contrast to Fodor’s biological view, accounts of concept acquisition 
that embrace learning do not face any of these problems. The stereotype- learning 
dilemma disappears since concept learning accounts don’t deny that either 
stereo types or concepts can be learned. The doorknob/doorknoB problem has a 
straightforward and satisfying solution: concepts are often acquired through 
encounters with their instances because they are learned at least partly on the 
basis of collecting information about their instances (Laurence and Margolis 
2002).5 And the problems stemming from cultural embeddedness never arise, 
since concept learning accounts happily accept that many aspects of one’s cul-
tural surround are represented and feed into concept learning.

5 In fact, calling this a solution is in some ways misleading; the problem doesn’t really even arise 
for learning models, so it would be more accurate to say that it is avoided rather than solved. On a 
learning model, it’s just obvious why causal interactions with doorknobs lead to the acquisition of 
doorknob and not, for example, giraffe— experiences with doorknobs are a great source of informa-
tion about doorknobs but a terrible source of information about giraffes. This point underscores the 
fact that the doorknob/doorknoB problem really only arises in the first place because Fodor has 
rejected all cognitive- level stories about concept acquisition.
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In retrospect, it should hardly be surprising that LOT2’s view of concept acquisition 
would face so many difficulties. Fodor’s biological account in LOT2 should have been sus-

pect from the start since its anti- cognitivism flies in the face of the deepest motivations 
behind cognitive science— motivations that go back to its opposition to behaviourist 
accounts that likewise eschewed appeals to cognitive processes in the explanation of learn-
ing and behaviour. This becomes apparent if we consider the analogue of Fodor’s theory 
of concept acquisition in the realm of language. A theory of language acquisition along the 
lines of Fodor’s biological account of concept acquisition would hold that language is nei-
ther learned nor innate. The core processes involved in language acquisition, according to 
this sort of account, are non- rational, non- psychological neurological processes; language 
acquisition is simply “a brute fact about the kind of animals we are (presumably about the 
kind of brains we have)”, and does not admit of a cognitive- level ex plan ation. Moreover, 
the reason why people who are exposed to English acquire the ability to speak English (as 
opposed to Italian, Mandarin, or the ability to play the violin, for that matter) is because 
English sentences are instances of mind- dependent types; to be an English sentence just is 
to be the kind of thing that makes minds like ours jump to having the capacity to under-
stand English. This account of language acquisition is clearly inadequate—precisely because 
it attempts to explain language development in wholly non-cognitive terms (just as LOT2 
attempts to explain conceptual development in such terms).

26.2 Is lightbulb Innate?

It’s time to take stock. For many, Fodor’s views on the origins of concepts have 
been seen as providing strong grounds to reject concept nativism altogether. 
While we have wanted to distance ourselves from Fodor views, as we’ll explain 
shortly, there is a way in which our own view may end up seeming almost as 
extreme as his and therefore just as hard to accept. Though we think that this 
worry is misplaced, we think that it is important to address it directly— and that 
doing so sheds further light on how our view fits into the larger landscape of the 
full space of options for accounts of the origins of concepts.

To begin, as should be clear, we take Fodor’s views on the origins of concepts— 
both Fodor’s radical concept nativism and his biological account of the origins of 
concepts— to be deeply problematic. On his radical concept nativism, only com-
plex concepts have a chance of being learned, and unlearned concepts must be 
innate. Since he also thinks that all, or nearly all, lexical concepts are semantically 
primitive, this means that virtually all lexical concepts are innate. As he puts it in 
“The Present Status of the Innateness Controversy”:

There is “bachelor”, which is supposed to mean “unmarried man”; there are the 

causative verbs, of which the analysis is vastly in dispute; there are jargon terms, 

which are explicitly and stipulatively defined . . . there are kinship terms, which 
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are also in dispute; there is a handful of terms which belong to real, honest- to- 

God axiomatic systems (“triangle”, “prime” as in “prime number”); and then 

there are the other half million or so lexical items that the OED lists. About 

these last apparently nothing much can be done. (Fodor 1981, p. 284)

This means that a concept like lightBulB— along with at least a half million or 
so other lexical concepts— is innate. As we’ve seen in this chapter, Fodor’s bio-
logic al view isn’t much better. lightBulB might no longer be innate, but it still 
isn’t learnable. According to this account, no one has ever learned the concept 
lightBulB— Edison didn’t learn it, and neither did you. There is just a biological 
fact about human beings that the concept lightBulB materializes in our minds 
upon exposure to the lightbulb stereotype. While we have argued that there is 
much to learn from reflecting on Fodor’s arguments for these views, the views 
themselves are completely implausible. So, it isn’t hard to see why we have been at 
pains to distance ourselves from Fodor’s views— for example, by calling his (1981) 
view radical concept nativism and excluding it from the class of views that we 
have been defending under the label concept nativism.

As we see it, we were right to emphasize the difference between our concept 
nativism and Fodor’s in this way. But from a certain vantage point, one might 
wonder whether our own version of concept nativism is really all that different— or 
less extreme— than Fodor’s. This is because, though we have not called attention 
to this fact, it turns out that there is a rationalist account of the origins of virtually 

every lexical concept on our view too. Although we don’t hold that all or nearly all 
lexical concepts are innate as Fodor did, we do hold that there is a rationalist 
account of the origins of virtually every lexical concept— including lightBulB. 
So one might wonder whether our view really is less radical than Fodor’s. Have 
we really come all this way just to end up with a view as implausible as Fodor’s?

The short answer is “no”. We think that there are very clear and important dif-
ferences between our view and Fodor’s, and that when seen in the proper light, 
our view is neither extreme nor implausible. But getting clear about all of this will 
take a bit of unpacking.

First, why is it that, on our view, there is likely to be a rationalist account of the 
origins of lightBulB and most other lexical concepts? In Parts II and III of the 
book, we argued for a rationalist account of the origins of concepts in a number 
of conceptual domains. But, though we didn’t say so there, we in fact think that 
there will be some type of rationalist account for virtually every lexical concept in 
every conceptual domain. The reason for this is that while we only take a rela-
tively small subset of these concepts to be innate, we think that virtually all of the 
rest will be innate or be acquired via rationalist learning mechanisms that trace 
back to some type of characteristically rationalist psychological structures in the 
acquisition base. This means that there will be a rationalist account of the origins 
of virtually every lex ic al concept on our view.



is lightBulB innAte? 589

So how exactly is our view different from Fodor’s view? How could it be nei-
ther extreme nor implausible to suppose that there is a rationalist account of the 
origins of virtually every lexical concept? The key is that not all rationalist 
accounts are equal. Rationalist accounts of the origins of concepts can take many 
forms and can be rationalist to very different extents despite all being rationalist.6 
The sense in which, for us, there is a rationalist account of the origins of virtually 
every lexical concept will be a relatively modest one in this context.

Consider, for example, what might be thought of as a minimally rationalist 

account of the origins of concepts. Such an account might involve just a few charac-
teristically rationalist psychological structures which aren’t closely aligned with the 
vast majority of learned concepts.7 For example, suppose that the concept oBject is 
innate. Now imagine that oBject is incorporated into a domain-general learning 
mech an ism for acquiring concepts for different types of objects in many different 
conceptual domains. Suppose that one of the many concepts this learning 
mechanism acquires is the concept rock (from the domain of natural objects). 
Then it would turn out that on this account there is a rationalist account of the ori-
gins of the concept rock. Why? Because even though it is acquired by a domain- 
general learning mechanism, that learning mechanism incorporates the innate 
concept oBject— a characteristically rationalist psychological structure— making 
the learning mechanism a rationalist domain- general learning mechanism. As we 
are imagining it, this same rationalist learning mechanism is capable of acquiring 
many other concepts in many different conceptual domains (BAll, Bird, hAmmer, 
and so on). But since it traces back to a characteristically rationalist psychological 
structure that is part of the acquisition base, it counts as a rationalist learning 
mechanism all the same— even if, as rationalist learning mechanisms go, it is only 
rationalist to a relatively minimal extent.8

Other minimally rationalist accounts of the origins of concepts might turn on 
learning mechanisms that make use of other types of relatively minimal rationalist 
resources, for example, innate elementary logical concepts.9 On a view in which 

6 As explained in Chapters 2 and 6, rationalist accounts vary along a number of independent 
dimensions, which determine in a coarse- grained way the extent to which an account is rationalist or 
empiricist (quantity, complexity, degree of articulation, diversity of content domains, abstractness, 
degree of domain specificity, and degree of alignment).

7 Recall that alignment refers to the closeness of the relation between two content domains associ-
ated with a learning mechanism— the target domain (the domain that the learning mechanism is 
directed at) and the resource domain (the domain that the innate resource which the learning mech-
an ism traces back to is directed at) (see Chapter 2).

8 We have described this learning mechanism as incorporating oBject as an innate concept. But 
this is simply for ease of exposition; nothing turns on the supposition that this account in cor por-
ates an innate concept as opposed to some other innate domain- specific resource, such as an 
object- tracking system or a physical- reasoning system (see Chapter 15 for discussion of these 
systems).

9 The term minimally rationalist account is not intended to pick out a single type of absolutely 
minimal account, but rather to refer to a range of accounts that are rationalist but to a substantially 
lesser extent than many other rationalist accounts. Moreover, since both rationalist and empiricist 
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elem en tary logical concepts are innate, any concept that is acquired via a learning 
mechanism that involves reasoning employing such logical concepts would count 
as being acquired via a rationalist learning mechanism. Much the same goes for 
concepts acquired in part via language (assuming a rationalist account of the ori-
gin of language), or concepts acquired in part via reasoning about mental states 
(assuming a rationalist account of the origins of the mental state concepts 
involved). In all these kinds of cases, the learning mechanism may be minimally 
rationalist, but it will still be rationalist. So it is not hard to see how, on an account 
like ours, it could turn out that there would be a rationalist story— of at least this min-
imal sort— for the acquisition of virtually every lexical concept. Indeed, given our 
arguments earlier in the book for a rationalist treatment of a broad range of con-
cepts that play a role in the learning mechanisms that are used to acquire many other 
concepts, it’s hard to think of examples of concepts where, on our account, there 
wouldn’t be at least a minimally rationalist account of their origins.

It might be thought that this consequence (and the standard we are adopting 
for what makes an account rationalist) trivializes the notion of a rationalist learn-
ing mechanism— and thereby the very idea of concept nativism. But it doesn’t for 
two reasons, and it is important to see why.

First, while minimally rationalist learning mechanisms are rationalist to only a 
relatively modest extent, they would be rejected by most empiricists. Consider, 
for example, the fairly typical empiricist view offered by Cohen et al. (2002):

Infants are born neither with a blank slate nor a preponderance of innate core 

knowledge. Rather, we would argue that infants are born with a system that 

en ables them to learn about their environment and develop a repertoire of 

knowledge . . . The system is designed to allow the young infant access to low- 

level information, such as orientation, sound, color, texture, and movement. 

(p. 1325)

Cohen and colleagues emphasize that “integration [into higher- level representa-
tions] is based upon statistical regularities or correlations in activity of those 
lower- level units” (p. 1326) and that “[t]his learning system applies throughout 
development and across domains” (p. 1327; italics removed from original). 
Clearly, they don’t think it would be trivial to claim that the acquisition of light-
BulB depends on a learning mechanism which traces back to an innate object 
concept, a domain- specific rationalist learning mechanism for representing and 

accounts are subject to various types of trade- offs among the different dimensions that determine the 
extent to which an account is rationalist or empiricist (see Chapter 2), there is little sense to the idea of 
a unique way of being minimally rationalist in any case. Even for views that are rationalist only in 
virtue of involving an innate domain- specific understanding of objects as such, or an innate domain- 
specific understanding of elementary logical concepts, there will be many different kinds of minimally 
rationalist accounts, which differ in terms of their degree of complexity, degree of articulation, and so on.
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reasoning about mental states, or any other rationalist learning mechanism 
which traces back to characteristically rationalist psychological structures in the 
acquisition base, however modest their contribution may be. They reject all 
such accounts.

While an account like Cohen et al.’s is representative of empiricist accounts, it 
would be hard to overemphasize the difficulties that such an account faces in 
attempting to explain the origins of a concept of an object having a particular 
function or purpose or being designed with a particular intent, and ultimately to 
an understanding of all that is involved in possessing an artefact concept like 

lightBulB. On such an account, the concept’s acquisition (like that for all other 
concepts) would have to be based solely on statistical regularities regarding low- 
level perceptual properties (colour, texture, movement, etc.). On this basis, a 
learner might be able to develop a concept that mimics a concept like lightBulB 
to some extent, drawing on sensorimotor representations that pick out some 
aspects of experiences with lightbulbs. However, such a concept would no more 
be the concept of a lightBulB than a façade of a barn would be a barn. Pigeons 
can be trained to discriminate Monets from Picassos (Watanabe et al. 1995) or 
Stravinsky from Bach (Porter and Neuringer 1984), but no one thinks that they 
actually have the concepts impressionist pAinting or cuBism, since they are 
clearly responding to low- level sensory properties, not to an understanding of an 
artistic genre or a painting’s place in art history. It is precisely for this reason that 
it is so important to control for the possibility of mere façade concepts of this sort 
being acquired instead of the real thing in studies with animals or with the sorts 
of deep learning models we discussed in Chapter 19.

The second reason why accounts of the origins of concepts that posit min im-
al ly rationalist learning mechanisms don’t trivialize the notion of a rationalist 
learning mechanism is that this is not the only type of rationalist learning mech-
an ism that concept nativists endorse, and certainly not the only type that we 
endorse. Consider lightBulB again, but this time taking into account the kind of 
rationalist learning mechanism that we briefly sketched for artefact concepts in 
the previous chapter. On such an approach, the learning mechanism for light-
BulB wouldn’t involve just the concept oBject but also such concepts as Func-
tion, purpose, and intent— which, on our view, would be either innate or else 
themselves acquired via rationalist learning mechanisms that aren’t merely min-
im al ly rationalist. Accounts like this, which involve rationalist learning mech an-
isms that are more complex, more articulated, and that trace back to innate 
resources that are more abstract and more closely aligned with the target domain, 
might be called robustly rationalist accounts of the origins of concepts.10

10 Like the term minimally rationalist account, the term robustly rationalist account is not intended 
to pick out a single type of account, but rather to refer to a relatively broad class of accounts that vary 
in terms of the trade- offs they make concerning the different dimensions that determine the extent to 
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Robustly rationalist accounts— which were our focus throughout Parts II 
and III— are clearly very different from competing mainstream empiricist 
accounts.11 At the same time, it should be clear that they are also miles away 
from Fodor’s radical concept nativism. It’s one thing to say that lightBulB is 
acquired via a rationalist learning mechanism that involves concepts like 
oBject, Function, purpose, and intent, whose own acquisition is explained 
in rationalist terms that are not merely minimally rationalist. It is quite 
another to say that lightBulB and virtually every other lexical concept is 
simply innate (that is, a part of the acquisition base). Our rationalist account 
of the origin of lightBulB and a myriad of culturally embedded lexical con-
cepts couldn’t be more different than both Fodor’s radical concept nativist 
account and his biological account: Unlike both of the accounts that Fodor 
offers, on our account, lightBulB is learned. But panning out from this one 
ex ample and thinking about lexical concepts more generally, another differ-
ence is that, on our account, the vast majority of such concepts aren’t just 
learned. They are learned in a way that is responsive to cultural factors. 
Culture plays a major role regarding both which concepts are acquired and 
how they are acquired.12

Boyd (2018) highlights the enormous importance of cultural learning with a 
discussion of the Burke- Wills expedition across Australia in 1860, an illustration 
of what he calls “lost European explorer experiments” in which healthy, educated, 
bands of European explorers get “stranded in an unfamiliar habitat in which 
an indigenous population is flourishing . . . [and] cannot figure out how to feed 
themselves, and . . . often die” (pp. 16–17). Burke and Wills, unable to find 

which an account is rationalist or empiricist. A clear example of a robustly rationalist account would 
be one that postulates a learning mechanism that is closely aligned with the target domain of the 
innate resource it traces back to. In the case of lightBulB, for example, a minimally rationalist 
account might say that it traces back to an innate resource that is directed at the domain of physical 
objects and hence one that isn’t closely aligned with the domain of artefacts. By contrast, the sort of 
account we sketched earlier (in which particular artefact concepts are learned through a rationalist 
learning mechanism that traces back to an innate artefact template) is one in which the learning 
mechanism for lightBulB and other artefact concepts is closely aligned with the domain of artefacts. 
The innate artefact template that the learning mechanism traces back to is directed at the domain of 
things with functions that are determined by a designer’s intentions— a domain that is very close to, if 
not identical with, that of artefacts.

11 Empiricist views vary in the extent to which they are empiricist, just as rationalist views differ in 
the extent to which they are rationalist. Cohen et al.’s account is a paradigmatic empiricist account. 
Accounts that are still empiricist but to a lesser extent (or, in other words, that are rationalist to a 
greater extent) might build in some further innate psychological structures, such as domain- specific 
biases to attend to certain types of sensory information. Accounts that are empiricist to an even lesser 
extent might build in a very limited amount of characteristically rationalist psychological structures, 
particularly when these are relatively simple, non- abstract, un articu lated, or not closely aligned with 
their target domains (as in Mandler’s account, discussed in Chapter 21).

12 The fact that the learning mechanism involved in acquiring a concept like lightBulB traces 
back to an innate resource that embodies a conceptual template— one that highlights a designer’s 
intentions— means that such an account embodies a high degree of alignment with the target domain 
of artefact concepts. Notably, however, this resource is not very closely aligned with any particular 
artefact concept (lightBulB, guitAr, microscope, and so on).
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sufficient food, were fortunate to encounter the Yandruwandha, a local aboriginal 

group, who helped them and gave them supplies— particularly some fish and a 
type of cake made with nardoo seeds (nardoo being a type of aquatic fern). But 
even with this assistance and an environment with ample sources of fish and nar-
doo, they didn’t last long once left on their own.

As Boyd notes, “the men of the Burke- Wills expedition didn’t die because they 
were stupid. They died because they didn’t have access to the culturally transmit-
ted knowledge that allowed the Yandruwandha to survive around Cooper’s 
Creek” (p. 17). They didn’t realize that nardoo contained toxins and didn’t know 
the Yandruwandha’s detoxification procedure. And, although there were fish in 
the nearby ponds, they apparently weren’t able to catch any even after seeing the 
Yandruwandha fish with nets. As Boyd explains, this was probably because they 
didn’t know how to create the right type of nets using the local materials. This 
would require knowing that cords could be made from twine from particular 
types of bark and roots.

By contrast, Boyd remarks,

[f ]or the Yandruwandha, Cooper’s Creek was a land of plenty because they had 

a rich trove of culturally transmitted knowledge about how to make a living 

there. A Yandruwandha “Natural History Handbook” would have run to hun-

dreds of pages with sections on the habits of game, efficient hunting techniques, 

how to find water, how to process toxic ferns, yams, and cycads, and so on. (p. 18)

This is only the tip of the iceberg of culturally transmitted knowledge, however:

Australian Aborigines are famous among archaeologists for the simplicity of 

their technology. Nonetheless, an “Instruction Manual for Technology” would 

have had to cover the manufacture and proper use of nets, baskets, houses, 

boom er angs, fire drills, spears and spear- throwers, poisons, adhesives, shields, 

bark boats, ground stone tools, and much more . . . [moreover,] cooperation 

plays a crucial role in human subsistence. To become a competent 

Yandruwandha, you would also have needed to master “Social Policies and 

Procedures,” “Grammar and Dictionary,” and “Beliefs, Stories, and Songs,” vol-

umes of comparable length. (pp. 18–19)

The same considerations hold for any place where human beings flourish. 
Whenever this happens, it is partly because human learners have a psychology 
under which they can acquire concepts and associated information that is backed 
by an enormous amount of cultural knowledge.

Boyd’s explanation is focused on cultural knowledge, but this knowledge is 
framed in terms of many culturally local concepts as well— concepts for particular 
plant and animal species, concepts for particular detoxification procedures, 
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concepts for particular types of raw materials, tools, weapons, rituals, norms, 
construction techniques, and so on. This vast array of concepts is richly informed 
by culturally transmitted information.

The kind of rationalist account of the origins of concepts that we endorse 
doesn’t just acknowledge the fact that culture plays such an enormous role both 
in accounting for which concepts are acquired and how they are acquired; such 
an account is crucial to making sense of how cultural learning of this sort is even 
possible. Consider, for example, the important role of testimony in cultural learn-
ing. As we have discussed earlier (in Chapter 14), while our capacity for testimony 
supports learning across many different content domains, it is shaped in 
important ways that trace back to characteristically rationalist psychological 
structures in the acquisition base (Harris 2012; Kline 2015; Harris et al. 2018). 
And testimony obviously involves the use of natural language, which there are 
good grounds to suppose is itself acquired on the basis of a rationalist learning 
mechanism. Natural pedagogy, another rationalist learning mechanism that was 
discussed earlier (see Chapters 17 and 22), likewise supports learning across 
many different content domains and traces back to characteristically rationalist 
psychological structures in the acquisition base. The particular type of domain- 
general inference that it involves— inferring generalizable information about a 
kind— is linked to attention monitoring, ostensive communication, and referen-
tial intentions, all of which are connected with the ex pect ations of teachers and 
learners and involve char ac ter is tic al ly rationalist psychological structures (Csibra 
and Gergely 2009, 2011).

Other types of similar rationalist learning mechanisms involve content biases. 
These include mechanisms that help learners to navigate the complex problem of 
who to rely on for socially mediated knowledge. One example would be a mech an ism 
that involves a prestige bias, which disposes learners to imitate successful models 
and to try to gain proximity to these models (Henrich and Gil- White 2001). 
Another is a conformist bias, which disposes learners to adopt or copy the behav-
iours, beliefs, norms, techniques, and practices of the majority (Henrich and 
Boyd 1998). Humans also have many reasoning heuristics, biases, and practices 
that arguably involve or are dependent on characteristically rationalist psy cho-
logic al structures in the acquisition base. Some of these pertain to particular con-
tent domains (e.g., values, risk), some are more general (Kahneman et al. 1982, 
2000; Gilovich et al. 2002; Gigerenzer and Selten 2002; Kahneman 2011).13

Moreover, as we saw with lightBulB, an empiricist domain- general learning 
account based on only low- level perceptual information is simply a non- starter 
for accounting for the vast array of culturally embedded concepts. Even min im-
al ly rationalist learning mechanisms are not enough. Cultural learning couldn’t 

13 Some reasoning heuristics and biases may be learned, but many will not be. And many that are 
learned are in all likelihood learned on the basis of some type of rationalist learning mechanism.
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get off the ground at all without a wide range of concepts that are either innate or 
else acquired via rationalist learning mechanisms that go substantially beyond 
minimally rationalist learning mechanisms. In previous chapters, we have 
engaged with local debates about the origins of many concepts in many particular 
domains, arguing that these concepts are either innate or else acquired via such 
rationalist learning mechanisms. These concepts trace back to a very rich acquisi-

tion base— one which includes a multitude of characteristically rationalist psy-
cho logic al structures. Since cultural learning, like all forms of learning, works 
with the psychological structures that the human mind has to offer, it only makes 
sense that cultural learning will make use of them. This means that cultural learn-
ing will draw on (among many others) concepts related to rudimentary logical 
and numerical content, space and time, causality, modality, agency, normativity, 
purpose, mental states, social groups and alliances, and the metaphysical cat egor-
ies that are inherent to common- sense thinking, like representations for objects, 
individuals, substances, events, and kinds. These concepts, which we have seen 
have a rationalist basis, will play central roles in structuring the input to cultural 
learning processes, and in guiding the learning processes themselves.

The import of such concepts is apparent when considering almost any collec-
tion of concepts informed by cultural learning—concepts such as dollAr 
(denominated in numerical units, backed by social rules, regarding what can be 
exchanged for goods and services), us citizen (an individual whose rights are 
contingent on their being born in the country or naturalized), wedding (a cere

monial event conferring new status on the participants joined in marriage), 
penAlty kick (which gives a team— a type of group— an opportunity to gain one 
point when the opposing team violates a rule), glue (which is manufactured and 
intended to be an adhesive substance), and BreAkFAst (a meal that typically 
occurs in the morning— a certain time of day— when particular foods are conven

tionally eaten). These, and more or less every other concept where cultural learn-
ing plays a role, will be acquired via rationalist learning mechanisms that depend 
to varying degrees, and in varying ways, on a rich rationalist acquisition base of 
the sort that we have argued for throughout this book.

26.3 Conclusion

This chapter has taken a critical look at Fodor’s biological account of the origins 
of concepts and has also stepped back to consider how our own view compares to 
Fodor’s views. Given Fodor’s claim that learning is impossible and his hope to 
avoid having to say that all concepts are innate, he has tried to find a third way, 
one that avoids the learned- or- innate dichotomy. In LOT2, this takes the form of a 
proposal in which concept acquisition is a biological process in which there is 
some non- psychological process in our brains that manages to produce a concept 



596 Fodor’s BiologicAl Account oF concept Acquisition

upon encountering its stereotype. But as we have seen in this chapter, Fodor’s 
biological account of concept acquisition has little to be said for it. Fodor’s third 
option isn’t viable. For all intents and purposes, concepts are either learned or 
innate, and any reasonable theory will hold that learning is absolutely essential to 
understanding the development of the human conceptual system.

How does our own account of the origins of concepts compare with Fodor’s? 
While our account may initially seem extreme in light of the fact that virtually every 
lexical concept traces back to some characteristically rationalist psychological struc-
tures in the acquisition base, it is not at all radical in the end. The key to seeing why it 
isn’t, and why our account is actually very reasonable, is the recognition that rationalist 
learning mechanisms are not all the same— they can vary dramatically in the number, 
type, complexity, degree of articulation, abstractness, and alignment of the charac-
teristically rationalist psychological structures that they trace back to.14 For concepts 
like lightBulB, the characteristically rationalist psychological structures involved 
in their learning mechanisms are ones for which there is strong independent 
grounds to suppose that they are part of the acquisition base; Parts II and III pro-
vide such grounds for adopting a rationalist account of the origins of concepts like 
oBject, purpose, and intention. And once such concepts are in place, it only makes 
sense that cultural learning processes would build off of them in acquiring further 
concepts. Our view has emerged as more richly rationalist than Part II suggested. In 
addition to holding that there is a robustly rationalist account of the origins of many 
concepts across many conceptual domains, we also hold that there is at least a minimally 
rationalist account of the origin of virtually all concepts. But the very broad 
minimal rationalism here is only spelling out what was already implicit; it’s just a 
consequence of the type of acquisition base we have already argued for. And as we 
have argued, our account—with its rich acquisition base—is not only compatible 
with cultural learning but should also be seen as playing a key role in explaining how 
culture shapes the concepts that we acquire and use.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 

Oxford University Press. © Stephen Laurence and Eric Margolis 2024. DOI: 10.1093/9780191925375.003.0026

14 Part of what may make it seem unreasonable, to first appearances, is simply the fact that the ori-
gin of a concept like lightBulB is tracing back to something innate (so something in the acquisition 
base). But it is crucial to bear in mind that every account of the origins of concepts— rationalist or 
empiricist— will trace the origins of absolutely any concept at all (including lightBulB) back to 
innate psychological structures in the acquisition base of one kind or another. If the concept is not 
itself innate in the sense of being psychologically primitive, it must be acquired on the basis of other 
psychological structures that are either innate in this sense or that trace back to further psychological 
structures that are innate in this sense. Seeing this helps to put into proper perspective the fact that a 
concept like lightBulB traces back to innate rationalist psychological structures in the acquisi-
tion base.
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Conclusion to Part IV

Can concepts be learned? One of the main claims in this book is that the answer 
to this question is a resounding “yes”. When it comes to learning, the difference 
between rationalism and empiricism isn’t about whether it happens, or even 
about how important learning is; it’s about the character of these learning pro-
cesses, or how learning works. While empiricists hold that concept acquisition is 
ultimately mediated by learning mechanisms that are almost wholly domain- 
general in character, essentially all rationalists embrace learning in accounting for 
the origins of concepts as well but hold that, in addition to domain-general learn-
ing mechanisms, rationalist learning mechanisms must also play a crucial role in 
concept acquisition. Some of the confusion surrounding this point about ration-
alism and learning stems from the fact that Fodor has often been seen to be the 
rationalist that empiricists must reckon with, and because Fodor has consistently 
rejected the very possibility that primitive concepts can be learned. But while 
Fodor’s discussions of the origins of concepts have highlighted important theoretical 
issues and have rightly commanded a great deal of attention, we should not lose 
sight of the fact that Fodor’s radical concept nativism and his rejection of the 
possibility of lexical concepts being learned are very extreme views that have 
never been widely endorsed by concept nativists. In this way, Fodor has always 
been an outlier even on the rationalist side of the rationalism- empiricism divide.

At the same time, much can be learned about concept acquisition by reflecting 

on Fodor’s arguments against concept learning and the various alternatives to 

concept learning that he has proposed, culminating in his final discussion of 
these issues in LOT2. Part IV was essentially an extended reflection on Fodor’s 

work on the origin of concepts, which yielded a number of important morals.

One of these is that the question of which concepts can be learned has nothing 

to do with whether they are complex or not. Fodor’s idea that only complex con-

cepts can be learned— and that they are learned when and only when they are 

appropriately assembled from a fixed stock of innate semantic primitives— has 
received widespread support in the cognitive science community, from rational-
ists and empiricists alike. Proponents of this Acquisition by Composition model 
(the ABC model) of concept acquisition broadly agree with Fodor that there is no 
other way for a concept to be learned, but they usually try to sidestep Fodor’s 
conclusion that all lexical concepts are innate by also maintaining that typical 
lexical concepts are complex concepts. In other words, against Fodor they 
hold  that lexical concepts can be assembled from more basic representations 
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(in accordance with the ABC model), but they nonetheless agree with him that 

concepts can be learned only when they are composed out of primitive concepts.

We have argued that the ABC model is right about the fact that complex con-

cepts can be learned when composed as the ABC model says. As a result, Fodor’s 

second thoughts in LOT2, questioning whether even complex concepts can be 

learned, are misplaced. Moreover, we have argued that not only can they be 

learned, but they can be learned via a process of hypothesis testing without any 

threat of circularity. The ABC model is right that complex concepts are learnable.

On the other hand, the ABC model is wrong that the only way that concepts 

can be learned is via composition and that only complex concepts can be learned. 

Primitive concepts, which fall outside of the scope of the ABC model because 

they lack combinatorial semantic structure, can be learned too. In Chapter 25, we 

initially illustrated how this is possible with reference to one particular theory of 

content (Fodor’s asymmetric- dependence theory) and one class of concepts 

(natural kind concepts), but went on to show that this point generalizes to other 

types of concepts and other approaches to conceptual content. Thus, contrary to 

Fodor and to the many advocates of the ABC model, new concepts can be learned 

in a way that fundamentally expands the combinatorial expressive power of the 

conceptual system. While LOT2 is right that the complexity of concepts has noth-

ing to do with whether or not they are learnable, this isn’t because no concepts 

are learnable. It’s because both primitive and complex concepts are learnable.

In LOT2, Fodor didn’t just reject the idea that concepts can be learned. He also 

proposed a generalized biological model of concept acquisition in an effort to 

find a third way—a general alternative to concepts being either learned or innate. 

In doing this, he tried to explain why it is that, though no concepts are learned on 

his account, they nonetheless appear to be learned. His explanation was that the 

appearance of learning stemmed from the fact that stereotype formation is a first 

step in concept acquisition (after which purely biological processes take over). In 

Chapter 26, we saw that there are a number of acute problems with this view. 

Most importantly, it fails to explain how so many concepts that lack a stereotype 

are acquired and why there is so much conceptual variation within and across 

different cultures. The obvious explanation for the breadth of conceptual 

variation, of course, is that concepts are learned—often on the basis of rationalist 

learning mechanisms.

We take this obvious explanation to be the correct one and have argued that, 

while it is incompatible with Fodor’s radical concept nativism, it is fully com pat-

ible with our own version of concept nativism. In spelling out how our concept 

nativism relates to cultural learning, it emerged that there is a way in which our 

account of concept nativism, like Fodor’s, implies that there is a rationalist 

account of the origins of essentially every lexical concept. But despite this com-

monality, our view is nothing at all like Fodor’s. His rationalism about lexical 

concepts is the extremely implausible view that virtually all lexical concepts are 
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simply innate. In contrast, we have argued that most lexical concepts are learned 

and that this learning almost always involves some form of rationalist learning 

mechanism, making the overall account of these concepts a rationalist one. In 

some cases, this will be a minimally rationalist account. But we have argued that 

in many cases— as with the concept lightbulb— the learning will be rationalist 

not merely to a minimal extent, but instead will be robustly rationalist. What’s 

more, because cultural learning itself draws on a considerable assortment of char-

acteristically rationalist structures in the acquisition base, concept nativism, as we 

understand it, isn’t merely compatible with cultural learning. Concept nativism 

turns out to be fundamental to explaining the very possibility of cultural learning 

and thereby to explaining how the human mind comes to have such an enor-

mously rich and varied conceptual system.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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Innate Ideas Revisited

This book began with a question from Locke. “How comes it [the mind] to be 
furnished? Whence comes it by that vast store, which the busy and boundless 
Fancy of Man has painted on it, with an almost endless variety?” (1690/1975, 
II.I.2, p. 104). The answer we have given has been a rationalist account of the ori
gins of concepts, one that Locke would have recognized as a defence of 
innate ideas.

A crucial element in our case for concept nativism has been the understanding 
of what is and what isn’t involved in the rationalism empiricism debate that we 
developed in Part I of the book. We argued there that this debate shouldn’t be 
viewed as a disagreement about the relative contributions of nature and nurture, 
or as about the cogency of the theoretical notion of innateness, or the question of 
whether concepts are learned or not. Many theorists have dismissed rationalist 
views, and even the entire rationalism empiricism debate, by framing things in 
these terms. But in our view, all of these approaches are mistaken. None of these 
alternative ways of understanding the debate captures the reality of what is at 
stake among theorists seeking to understand the origins of concepts. And none 
can account for the fact that the rationalism empiricism debate has been so pro
ductive in guiding research on the origins of concepts.

Our own view is that the rationalism empiricism debate is about the contents 
of what we have called the acquisition base. In other words, it’s about the ultimate 
psychological basis for the acquisition of psychological traits. For the debate 
about the origins of concepts, this means that what concept nativists and concept 
empiricists disagree about is what kinds of structures provide the ultimate psy
chological basis for the acquisition of concepts. As we have noted, any theorist at 
all who accepts that concepts are a part of the mind must accept that there is such 
an ultimate psychological basis for their acquisition. What rationalists and 
empiricists disagree about is what this unlearned basis consists in.

Empiricist accounts of the origins of concepts predominantly trace them back 
to what we have called characteristically empiricist psychological structures in the 
acquisition base. These include domain general learning mechanisms, sensori
motor representations, and low level attention biases. Rationalists welcome 
such structures as part of the acquisition base, but also see the acquisition base 
as  containing numerous characteristically rationalist psychological structures. 

These include domain- specific learning mechanisms, abstract representations, 
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and other types of specialized psychological structures, which vary along such 

dimensions as complexity, diversity, articulation, abstractness, degree of domain 

specificity, and alignment, as discussed in Chapter 2.

As we have emphasized throughout the book, both concept nativism and con-

cept empiricism come in many forms. It’s possible to be a concept nativist while 

maintaining that there is a rationalist account of the origins of concepts in only a 

few conceptual domains. It is even possible to be a concept nativist while holding 

that there are no innate concepts— since what matters is whether the concepts the 

account covers are innate or acquired via rationalist learning mechanisms. 

Advocates of the core knowledge hypothesis, who are among the most prominent 

rationalists in cognitive science, claim that rationalist core knowledge systems are 

present in only a handful of conceptual domains. Our own view, by contrast, is 

that there is a robustly rationalist story of the origins of many concepts across 

many conceptual domains. Accordingly, our view stands in opposition not only to 

empiricist views, but also to many rationalist accounts that are less rationalist 

than our own.

The heart of our case for concept nativism, which we presented in Part II of 

the book, takes the form of a wide- ranging inference to the best explanation that 

incorporates the contributions of at least seven subsidiary arguments: the argu-

ment from early development, the argument from animals, the argument from 

universality, the argument from initial representational access, the argument 

from neural wiring, the argument from prepared learning, and the argument 

from cognitive and behavioural quirks. Though some of these arguments are 

widely understood to be arguments for rationalist accounts of conceptual devel-

opment, others are not widely known, and even the most familiar of these argu-

ments are frequently misunderstood or underappreciated. One of our aims has 

been to carefully separate out these distinct strands in the overall case for concept 

nativism, while clarifying the logic of each argument and addressing some of the 

misunderstandings associated with them. A second aim has been to illustrate 

each of these arguments with a variety of different case studies, in order to dem-

onstrate both the breadth and depth of the inference to the best explanation sup-

porting concept nativism— breadth in that these case studies argue for a rationalist 

account of the origins of many concepts across many content domains, and depth 

in that the case for a rationalist account of the origins of these many concepts will 

typically be supported by multiple lines of argument and a diverse body of 

evidence.

Our case for concept nativism would be seriously incomplete, however, if we 

didn’t also address alternative empiricist approaches. This was the focus of Part 

III, where we discussed a representative sample of the most important and influ-

ential empiricist alternatives and objections to concept nativism. We argued there 

that none of these undermines our rationalist position. Our discussion in this 

part of the book also allowed us to examine a number of additional conceptual 

domains, and to further develop the case for concept nativism. One of the key 
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morals of our discussion was that many of the tools and insights associated with 

empiricist theorizing are perfectly compatible with concept nativism. In fact, 

domain- general learning approaches are not only compatible with an overall 

rationalist framework, they can achieve significantly greater explanatory power 

when they are incorporated into such a framework. This means taking concep-

tual development to be grounded in an acquisition base which, in addition to 

domain- general learning mechanisms and other characteristically empiricist psy-

chological structures, also includes a variety of characteristically rationalist 

psychological structures.

While our view of the origins of concepts contrasts with both empiricist views 

and many rationalist views that are less rationalist than our own, it also contrasts 

with the most well- known rationalist account of the origins of concepts— Jerry 

Fodor’s radical concept nativism. Part IV addressed this view and related theoretical 

alternatives stemming from Fodor’s infamous argument against concept learn-

ing. We showed that Fodor’s argument fails, but more importantly, we showed 

why it fails. Fodor’s charge that hypothesis testing models are circular makes the 

mistake of focusing on just a single point in time— the very moment at which the 

correct hypothesis is confirmed— without appreciating that learning by hypothesis 

testing is a process that unfolds over time. Once we pan out to see this entire 

process, it’s clear that a complex concept can be constructed and evaluated in the 

course of this process and so isn’t something that a learner must possess before 

the process can even begin. We also showed that the Acquisition by Composition 

model of concept learning, which is not particular to Fodor but is in fact very 

widely accepted, does not impose the kinds of limits on concept acquisition that 

its advocates have assumed it does. Despite the fact that they are not composed of 

other representations, primitive concepts can be learned. Part IV explored some 

of the different ways in which such learning could proceed.

Part IV also further developed our positive account of the origins of concepts, 

bringing it to its full fruition. At the heart of this development was the question of 

how our concept nativism can accommodate the undeniable importance of cul-

tural learning to concept acquisition. We argued that while the impact of culture 

on conceptual development is often thought to support empiricist accounts of the 

origins of concepts, cultural learning is thoroughly steeped in rationalist cogni-

tive resources. Learning is essential to the acquisition of culturally embedded 

concepts, but general purpose learning only goes so far. To properly understand 

how our species is capable of acquiring the vast array of culturally embedded 

concepts, a thoroughgoing rationalist account of the origins of concepts of the 

sort that we endorse is necessary.

In fact, we argued that meeting the challenge of culturally embedded concepts 

actually requires a more encompassing form of concept nativism than the view 

we argued for and developed in Parts I–III; as strong as the account there was, it 

was not strong enough. Looking back, what we effectively argued in Parts I–III 
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was that there is a robustly rationalist account of the origins of many concepts 

across many conceptual domains. But, as we argued in Part IV, the correct thing 

to say is actually that, in addition to there being a robustly rationalist account of 

the  origins of many concepts across many conceptual domains, there is also at 

least a minimally rationalist account of virtually all lexical concepts. Crucially, 

however, this does not mean that learning and culture play any less of a role in 

our account of the origins of all of these concepts. Indeed, not only is the fact that 

there is at least a minimally rationalist account of the origins of virtually all lexical 

concepts compatible with cultural learning being vital to explaining the origins of 

concepts, this fact is at the heart of what makes cultural learning possible. Only a 

rationalist account of this sort is able to do full justice to the enormous role that 

culture plays in shaping human conceptual development.

Our version of concept nativism, then, takes the following form. A minimally 

rationalist concept nativism forms the backdrop for concept acquisition, with 

there being at least a minimally rationalist account of the origins of essentially all 

lexical concepts. And over and above this, a richer robustly rationalist form of 

concept nativism applies to many concepts across many conceptual domains. 

While recent decades have seen a virtual deluge of exciting work bearing on these 

issues from across a broad range of disciplines, there is still an enormous amount 

that we don’t yet know. So there is no way that anything like a definitive list of 

which concepts have their origins explained in robustly rationalist terms can be 

given at this time.1 But we have proposed that the following concepts and concep-

tual domains are among those likely to be included on this list:

agency, animals, artefacts, belief, causation, coalitions, collections, communi-

cation, containment, cooperation, dangerous animals, death, disease, emo-

tions, essence, events, faces, fairness, feature/property, food, formidability, 

function/purpose, gains and losses, geometry, giving and taking, goal, 

harm, hazards/danger, human body, individuals, in- group and out- group, kin-

ship, language, life stages, logic, loyalty, meat, modality, morality, movement, 

music, norms, number, objects, obligation, ownership, path, plants, perception, 

predators and prey, preferences, prestige, sameness and difference, sex, social 

dominance, social groups, spatial magnitude, self, stuffs/substances, teaching/ 

pedagogy, time, and tools.

1 The sample of concepts and conceptual domains in the list that follows is only meant to be 
indicative of what a full list might include. Precisely which concepts and domains would ultimately 
make it onto such a list will turn on a number of factors, including, of course, whether a content 
domain is characterized in a course- or fine- grained manner. In some cases, we have listed individual 
concepts or narrow conceptual clusters in light of a prominent ongoing debate about these concepts 
(e.g., the debate about the origins of the concept of belief ). In other cases, we have chosen to list both a 
superordinate category and one or more of its subordinate categories (e.g., animals and dangerous 
animals) because we have presented arguments or evidence bearing on there being a rationalist 
account for both the narrower domain(s) and the broader domain.
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When Chomsky first urged researchers to revisit the debate about innate ideas, 

he speculated that rationalist theories of language acquisition were just the 

beginning and that further research would uncover rationalist systems involved 

in many aspects of human psychology. This book is in many ways an extended 

exploration of his suggestion in relation to the representations that form the basis 

for categorization, inference, memory, planning, decision making, and other 

forms of higher cognition. We have argued that, just as Chomsky speculated, a 

rationalist framework provides the best account of the origin of these building 

blocks of thought.

The Building Blocks of Thought: A Rationalist Account of the Origins of Concepts. Stephen Laurence and Eric Margolis, 
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