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Abstract. The discipline of programming, as Edsger Dijkstra would
call it, has provided a formal basis for the study of programs where
choices are not necessarily deterministic. That is, despite reservations
from pioneers, like Tony Hoare, about the inclusion of nondeterministic
behaviour in a program. For over 65 years, nondeterminism has played
an important role in modelling and reasoning about programs. More-
over, there are at least two major flavours: angelic and demonic. Further
programming choices, such as preferential and probabilistic, have been
proposed to capture other important phenomena, for example, in the
context of cyber-physical systems, distributed systems, and cryptogra-
phy. In this chapter, we provide a critical account of these programming
choices and their semantics, and discuss their applications. Our account
focuses mainly on denotational semantics, and in particular relational
models, as is fitting in honour of Jim Woodcock. We discuss approaches
based on, or inspired by, weakest preconditions semantics and alphabe-
tised relations, as found in the Unifying Theories of Programming (UTP).
They are at the core of the semantics of notations such as Z and Circus,
and extensions to deal with time and probabilities. Some of the ideas
discussed here have been developed in close collaboration with Jim.

Keywords: programming · semantics · choice · relations · refinement ·

UTP

1 Dedication

The authors met Jim Woodcock at York in the early 2000s. Pedro first heard
about the UTP as an MEng student when he had the privilege to attend Jim’s
lectures on the topic in the Summer of 2010. Kangfeng’s academic career began
from when he came to study for his PhD at York in 2012 under Jim’s supervision.
While his industry background was in embedded systems, Jim taught him a
lot about formal methods. He then worked closely with Jim on probabilistic
semantics and verification in various RoboStar projects. Alvaro first heard of
Jim’s work during his undergraduate degree when he read Jim’s excellent book
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“Using Z: Specification, Refinement, and Proof”, which boosted his interest in
formal methods. Since then, he had the pleasure of attending several talks by
Jim. Frank first met Jim at ZB 2002 and also later at the first symposium
on Unifying Theories of Programming that he helped to organise in 2006. He
was so taken by Jim’s enthusiasm and didactic talent to explain difficult topics
in intuitive and accessible ways that he did not think twice when offered the
opportunity to work in Jim’s research group at York after completing his PhD.

The authors have greatly benefited from Jim’s inspiration and mentorship.
Thank you, Jim!

2 Introduction

The mathematical rigour advocated by programming pioneers, like Dijkstra and
Hoare, has greatly influenced how modern software engineering is approached.
In [175] Woodcock et al. provide one of the most comprehensive reviews on the
application of formal methods in industry. In recent years, household names such
as Amazon, Facebook, and Microsoft, have quietly propelled formal methods to
the forefront of their software engineering processes. In the domain of robotics
and autonomous systems, however, their wider adoption is more challenging [57].
The mix of concerns, including discrete, continuous, timed and probabilistic
phenomena, requires a reconciliation of formalisms for holistic system reasoning.

The unification of formalisms and their semantics has been at the forefront
of much of Woodcock’s research agenda [170], leveraging the pioneering work
of Hoare and He [79] on the alphabetised relational calculus. In the UTP, pro-
grams, or relations, are specified via predicates where refinement gives rise to a
lattice. It is convenient to model recursion, via fixed points, and demonic non-
determinism via the greatest lower bound. However, the latter is but one kind of
nondeterministic choice, with other interpretations possible to model backtrack-
ing algorithms [45], namely as found in monotonic predicate transformers [8].

Similarly, probabilistic programs, widely used to model randomisation al-
gorithms using probabilistic choice to simplify algorithms and improve perfor-
mance, can be captured in both relational models [64,66,92] and predicate trans-
formers [103,115]. Whether or not nondeterministic choice is supported and how
it interacts with probabilistic choice is the most significant difference between
different probabilistic models. A systematic account of predicate transformers
is given by McIver and Morgan [102] for sequential and probabilistic programs.
Here, in contrast, we are also interested in the study of choices for process calculi.

A somewhat lesser known and semantically more elusive notion of choice
is that of preference. We think of the preferential choice S ≫ T as a kin of
nondeterminism S ⊓ T that prefers its first program S , provided that such
turns out to be feasible3. While there exist several semantic investigations into
preferential and prioritised choice, it can be shown that our notion of preference
with its desired algebraic properties cannot be formally described using standard

3 Feasible has a mathematical meaning here that we will elaborate on in Section 3.3.
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predicate transformers. In [187] we show how a theory of expression transforms
can capture the meaning of preference in terms of the prospective value of a given
computation. This approach opens the doors for a whole new program model
outside wp: that of preferential computations.

Weakest precondition (wp)
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Fig. 1. Hierarchical structure of theories and formal notations, where arrows loosely in-
dicate theory dependencies and influences. RoboChart, a notation for design of robotics
software discussed in this chapter, has process-algebraic and probabilistic semantics.

In Figure 1 we provide an overview of all the semantic models we consider
in our discussion, and how they loosely relate to, or have influenced, each other.
The top-half concerns predicate transformers, whereas the bottom-half concerns
(multi)relational models. At the bottom, we highlight in purple RoboChart [110],
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a domain-specific notation for formal modelling of robotic controllers, considered
as an application in Section 4.2, and in light-yellow the formal notations that
underpin RoboChart. Solid arrows denote dependencies between theories, while
dotted lines indicate the theories on which RoboChart directly depends.

This chapter’s aim is to study and contrast different key notions of program-
ming choices: demonic, angelic, external, preferential and probabilistic, and their
fundamental properties. This includes discussions of how these choices may be
characterised in different semantic models. We also sketch how they can be used
to model different phenomena relevant to cyber-physical systems. In particular,
we propose a novel process algebraic model for a co-simulation master algorithm,
discuss the role angelic choice could play in the design of robotic controllers, and
consider the modelling of random walkers using probabilistic choice.

In the spirit of some variants of modern literature, readers are not required
to read the paper from start to finish but skip and jump to sections that mostly
spark their interest, guided by Figure 1. The key notions of choice, namely
nondeterministic, angelic, preferential, and probabilistic have each a dedicated
subsection in Section 3, and we strove to make these sections self-contained.

The chapter is structured as follows. In Section 3, we provide an account
of the examined programming choices, namely by discussing semantic models
suitable for characterising choices in sequential programs and process calculi.
Then, in Section 4, we sketch their novel applications. Finally, we conclude in
Section 5.

3 Programming choices

In this section, we address nondeterministic, angelic, preferential and probabilis-
tic choices and discuss their semantics in the context of a variety of semantic
frameworks, including UTP and the wp-calculus. While Figure 1 gave us the big
picture of the relationships between programming choices and semantic models,
here we shall delve deeper into the intuitive understanding of these choices, and
if and how they can be expressed in various semantic models and frameworks.

3.1 Nondeterministic choice

The ability to write programs that can lead to different executions when started
from the same state did not feature in the early theories of computation. Pi-
oneers [36, 87], including Turing [160], focused their attention on deterministic
machines [3,4], perhaps with good reservations as Dijkstra later quoted Hoare’s
observation that:

“A system which permits user programs to become non-deterministic
presents dreadful problems to the maintenance engineer: it is not a ‘fa-
cility’ to be lightly granted.” [39, p.12]

Nondeterminism, however, is at the core of computer science, crucial in account-
ing for uncontrollable phenomena, and particularly elegant for capturing many
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computational paradigms. It is perhaps not so surprising then, that Rabin and
Scott [134] considered nondeterministic automata. In that setting, nondetermin-
ism does not confer extra expressiveness as the power set construction shows,
but it can be advantageous in the number of states required. Similarly, context-
free grammars allow for nondeterminism in rule application [30]. Importantly, in
those models, language acceptance merely requires reaching an accepting state.

Imperative The earliest use of nondeterminism in a program is due to Mc-
Carthy [101], who proposed an ambiguity operator amb(x , y) that nondetermin-
istically returns the values of defined expressions x or y . This would be used to
define “computably ambiguous functions” and influence dialects [1,185] of Lisp.

In a different vain, Floyd [45] proposed a nondeterministic assignment that
allows for an elegant characterisation of computations that would otherwise re-
quire explicit backtracking, such as the eight-queens problem. Novel contribu-
tions included the annotation of failure and success points in a program.

Dijkstra would eventually embrace nondeterminism in his language of guarded
commands [40] (GCL) after overcoming a “considerable mental resistance” [39,
p.12]. The semantics of commands is given using the wp calculus, where wp(S ,R)
defines for a post-condition R and command S , the weakest pre-condition that
must be satisfied in order for execution of S to terminate and establish R.

Importantly, Dijkstra would observe the “Law of the Excluded Miracle”, by
requiring that wp(S ,F ) = F , and consider conjunctive, rather than arbitrary,
predicate transformers. Thus, in that context it is impossible to entertain a
program that achieves either outcome as long as one is individually achievable.
Consider the program P = x := 1⊓x := 2 that has a choice (⊓) between assigning
(:=) the value 1 or 2 to a variable x , then we have that wp(P , {x = 1 ∨ x = 2})
is achievable from any state, yet both wp(P , {x = 1}) and wp(P , {x = 2}) have
infeasible preconditions. In that setting, choice is demonic following Dijkstra’s
allegory of a “daemon [that] decides quite arbitrarily” [38, p.7].

The notion of demonic nondeterminism is in stark contrast with Floyd’s
choice points, that, by analogy, take the angelic view. While the treatment of
both notions within a single framework is explored further in the next section,
they played important roles in the refinement calculus of Back [8], Morgan [112]
and Morris [117]. In particular, the adoption of the ‘Miracle’ would allow the
definition of complete lattices. Woodcock would not only write a tutorial on this
topic [167], but also discuss how to apply refinement in Z [166]. Such ideas would
later be applied in the formalisation of the Mondex smart card, which achieved
ITSEC Level E6 [31, 176], but not before Woodcock found that Z proof rules
were incomplete as elegantly detailed in [152]. This led to the development of
backward refinement rules. The Mondex would be one of the first projects to
be tackled in the Grand Challenge in Verified Software [84] initiated by Hoare.
Freitas and Woodcock would later mechanise their proofs using Z/EVES [52].

Process calculi When Hoare proposed Communicating Sequential Processes
(CSP), he adopted Dijkstra’s GCL as the “sole means of introducing and control-
ling nondeterminism” [77]. This seminal work spurred an interest in the study
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of the semantics of CSP, some of which we cover in further detail. Importantly,
in contrast with CCS [108] and ACP [13], CSP has a theory for refinement.

One of the earliest denotational models for CSP was proposed by Francez
et al. [51] based on history trees, where two types of determinism are explicitly
distinguished: local, where a process can decide which value to communicate,
and global, that depends on the interaction with other processes. This distinc-
tion would later lead to the consideration of two distinct choice operators over
processes: internal choice (⊓), that decides irrespective of interaction with the en-
vironment; and external choice (@) that allows a process’ environment to choose.
An example from [51] is recast using these operators and a typed channel e:

Example 3.1. P = (a → e?x → Skip @ a → e!0→ Skip) J {e} K e!1→ Skip

Q = (e?x → Skip @ e!0→ Skip) J {e} K e!1→ Skip

Here, process P is defined by a parallel composition (J . . . K) of two processes
synchronising on channel e, but where event a can happen independently. The
left hand-side process has a choice (@) between a prefixing (→) on event a,
followed by an input (e?x ) on e and terminating (Skip), or, similarly, after a
communicating the value 0 via e, and then also terminating. The right hand-side
process, however, can only agree on the value 1 being communicated (e!1) via e.
We observe that in this case the external choice is actually nondeterministic, as
the algebraic laws can show [143], and so P can enter in deadlock. In contrast,
process Q does not deadlock, given that the choice can always be resolved.

In [78] Hoare considered a denotational model based on traces, that is, the
sequences of events a process can perform, restricted to deterministic processes.
Traces, however, are inadequate for distinguishing internal and external choice
and for preserving liveness, for example, by having deadlock as the maximally
refined process. Addressing this, a failures semantics would later be considered
by Brookes et al. [16], where in addition to traces, the events refused at the end
of every trace are also recorded. Related, De Nicola and Hennesy [123] would
identify that failures refinement coincides with must-testing in CCS.

Refinement in the failures semantics, defined simply by (reverse) subset in-
clusion, similarly to traces, gives rise to a partial order where deadlock is no
longer the maximally refined process. Instead, however, a process that can only
perform a sequence of internal events is maximally refined. Such behaviour can
easily be introduced in CSP via hiding (\) the event of a guarded recursion. For
example, if we let R = a → R and then consider S = R \ {a}, then S would
have no stable failures, and hence would be maximal in the refinement order.
To overcome this, Roscoe et al. [143] would propose the failures-divergences se-
mantic model, where S is considered to be divergent, that is, the bottom in the
refinement order, given that it cannot provide any guarantees on its behaviour.

UTP Total correctness, as found in wp, would be recast as a theory of de-
signs [171] in the Unifying Theories of Programming (UTP) of Hoare and He [79],
a framework of alphabetised relations, in the style of Hehner’s predicative pro-
gramming approach [65], proposed as a sound basis for studying several program-
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ming paradigms. Although only published in book form in 1998, the UTP would
play a central role in Woodcock’s contributions [174] in the following decades.

In the UTP, theories are characterised by three components: an alphabet,
that defines the variables considered in a relation; a signature; and a set of
healthiness conditions, usually defined by monotonic and idempotent functions
over predicates whose fixed points define the valid predicates of a theory. The
refinement order is defined by the universally quantified reverse implication of
predicates, and gives rise to a complete lattice with false as the top element,
allowing no observations, and true as the bottom, allowing any observation.
Importantly, demonic nondeterminism is captured via the greatest lower bound.

Designs As observed by Hoare and He, relations are unsuitable, on their own,
to define a model of total correctness, and so the theory of designs employs
an auxiliary variable ok ′ that records whether a program has terminated, and
similarly an undashed version, ok , records whether the current program has
started. The simplest design is therefore ok ⇒ ok ′, equivalently stated using
Hoare and He’s turnstile notation as true ⊢ true, that when started terminates
successfully: its pre- and postcondition are both true. The above form rules out
explicit non-termination (¬ ok ′) or the ability to state anything about program
variables before a program starts (¬ ok). This is captured by two healthiness
conditions H1 and H2 [79,172]. Another two optional conditions are considered:
H3, that rules out designs that can make final observations without terminating;
and H4, that rules out miraculous designs. H3-healthy designs correspond to
(conjunctive) predicate transformers [25], while miracles allow the specification
of assumptions and play an important role [169] in theories that we discuss next.

Reactive designs Amongst the process calculi studied in the UTP, Hoare and
He would propose a recast of CSP [23, 79] via a theory of reactive processes
that considers auxiliary variables tr , that records the trace of events, and wait ,
that records whether a process is waiting for an interaction with its environ-
ment. The key result is that the semantics of CSP processes can be defined
as the image of designs through the application of the healthiness condition
R for reactive processes, that is, using pre- and postconditions. For example,
R(true ⊢wait ′ ∧ tr ′ = tr) deadlocks by stating that the process waits and keeps
the trace unchanged. Importantly, reactive designs don’t satisfy H3, as there can
be intermediate interactions irrespective of termination in the reactive paradigm.
Canham and Woodcock [20] would refer to a postcondition where wait ′ is true as
the pericondition, emphasising the intermediate nature. Foster et al. [47] would
provide a systematic account of all three pre-/peri-/post-conditions of reactive
contracts in their Isabelle/UTP [46,50] mechanisation.

Circus The combination of state-based formalisms and process calculi has re-
ceived much attention [18,44,144,151]. Circus is a combination of Z and CSP, in-
corporating Dijkstra’s guarded commands and Morgan’s specification statement,
with a UTP semantics [127] given via reactive designs. It targets refinement [22]
and has been exploited in the context of industrial and safety-critical applica-
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tions [126, 168]. Woodcock and others would consider extensions of Circus to
cater for other phenomena, such as time, by exploiting its UTP semantics.

One of the earliest works on Circus Time is that of Adnan and He [149,150].
The semantics is given via reactive designs using a model of failures within
a sequence of discrete time units. A similar structure would be exploited for
slotted-Circus by Butterfield et al. [19], that can be captured via a generali-
sation [139] of Foster et al.’s trace algebra [48]. Importantly, reactive miracles
would allow Wei et al. [164] to capture deadlines, by pruning periconditions once
a deadline has been reached, thus making interactions urgent. Refinements that
meet their deadlines more tightly than specified are non-urgent, in the same way
that a design is non-miraculous in an environment that meets its assumptions.

3.2 Angelic choice

Amongst the pioneers [30, 146], Floyd [45] is perhaps first in employing nonde-
terminism as a specification mechanism abstracting away from implementation
details of backtracking algorithms. This view would be used by Cook [32] to
characterise the class of NP problems. The use of both angelic and demonic
nondeterminism (alternation) would be considered for Turing machines in [27].

Imperative The earliest use of the term angelic seems to be due to Broy and
Wirsing [17], who studied four types of nondeterminism via algebraic data types.
However, they refer to unbounded nondeterminism as angelic, and demonic as
backtracking [90], in contrast to recent works. Angelic choice has found use in:
parsing [70], modelling of game-like scenarios [8], proof tactics [99, 125], con-
straint [82] and logic programming [91], and in conformance relations [21].

Hesselink [71] would propose a subsumption of the GCL to cope with the
semantics of recursion. As Dijkstra points out [41], Hesselink would further study
its operational semantics [74] and consider an extension with angelic choice [72].
Dijkstra’s work [41] on reasoning about UNITY [28] via arbitrary monotonic
predicate transformers also considers both demonic and angelic choices.

Refinement calculus Back and von Wright [8] extensively studied sublattices,
where choice can be angelic or demonic. The lattice of monotonic predicate
transformers is the most important, where angelic choice and demonic choice
are duals in the lattice. Related, angelic choice has also been used by Gardiner
and Morgan [54] to formalise logical variables, which is central to their calcula-
tional data-refinement approach, for example, by allowing the postcondition of
a specification statement to refer to the initial value of program variables. Ward
and Hayes [163] would emphasise in their work, that the angelic choice of the
refinement calculus can “look ahead” and avoid aborting, if at all possible.

Multirelations In theories of total correctness, such as in Z and VDM [85], it is
natural to model computations via relations. However, as observed by Rewitzky
and Brink [138], and later Back and von Wright [8], relations can only capture
one type of nondeterminism, either angelic or demonic, but not both. Instead,
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binary multirelations [100, 137], that is, relations between a state and a set of
states, can be used to model both: the set can be understood to model angelic or
demonic choices, while the relation models the dual, respectively. As observed
by Hesselink [73] multirelations are equivalent to one of the constructions of
the Free Distributive Completion (FDC) of the state space, originally studied
by Morris [118]. More recently, Furusawa et al. [53] have extensively studied
multirelations to provide an algebraic account of concurrent dynamic logic [129].

Process calculi As mentioned, in the UTP, demonic nondeterminism is cap-
tured by the greatest lower bound of the lattice. Because it is a theory of rela-
tions, it cannot capture both forms of nondeterminism, as established by Cav-
alcanti et al. [25] who show that, in general, UTP relations are isomorphic to
conjunctive predicate transformers. They also consider a predicative encoding
of upward-closed binary multirelations, as non-homogeneous alphabetised rela-
tions, that is shown isomorphic to arbitrary monotonic predicate transformers.
Importantly, it is a theory of designs that satisfies H3, and so it is inadequate
to give a treatment of angelic choice for reactive designs and process calculi.

Ribeiro and Cavalcanti [142] would study this problem further. First, they
generalised the predicative encoding of binary multirelations to consider non-
H3 angelic designs, and showed that theory to be isomorphic to an extended
notion of upward-closed binary multirelations where the target type includes the
option of non-termination [141]. Secondly, they used that encoding to study the
operators of CSP, recast in a theory of reactive angelic designs [140], and their
interplay with angelic choice. In that theory, angelic choice can avoid immediate
divergence, by satisfying the following law: (Stop ⊔ Skip) ; Chaos = Stop where
⊔ is angelic choice, defined as the least upper bound of the lattice, and ; is
sequential composition. That is, the angel can choose to deadlock (Stop), rather
than diverge (Chaos). However, interactions cannot be eliminated in the same
way, even if they could to lead to a divergence, as can be seen from the example:

Example 3.2. (a → Skip) ⊔ (b → Chaos) = (a → Skip) ⊔ (b → Choice)

where a and b are different events. Here, the divergence is avoided by behaving
as the most nondeterministic process that does not diverge (Choice).

As it turns out, the standard healthiness conditions of reactive processes insist
on extension of traces (i.e. no backtracking), and thus disallow any pruning of
interactions that could lead to divergence. Instead, [142] considers a theory of
angelic processes that does not insist on trace extension. In that context, the
following law holds: a → Chaos ⊔ b → Skip = b → Skip. That is, the prefixing
on a can be eliminated, given that it would lead to a divergence. In that theory,
imposition of the standard healthiness conditions, can be used to scope the level
of ‘backtracking’ similarly to a cut operator.

Related, Tyrrell et al. [161] have proposed an axiomatization of CSP, where
external choice is referred to as angelic, but where deadlock is indistinguishable
from divergence. Roscoe [143] has considered an alternative to external choice
via operational combinator semantics of CSP, where, however, the possibility of
divergence has no effect on ‘backtracking’.
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3.3 Preferential choice

In comparison to other forms of choice discussed in this chapter, preferential
choice is a slightly odd companion: it is asymmetric, non-monotonic, and cannot
be expressed in the theory of predicate transformers. Intuitively, a preferential
choice S ≫ T behaves like S as long as S and its continuation is feasible,
meaning non-miraculous. It only behaves like T if selection of S results in a
miracle further down the line. To illustrate this, we consider the computation:

(x := 1 ≫ x := 2) ;U

Assuming we have fis(U ) ≡ true4, meaning that U is feasible from all initial
states5, S behaves similar to x := 1 and thus in a deterministic fashion.

However, let us assume U becomes infeasible in a state where x = 1. The
guarded computation x ̸= 1 −→ skip precisely exhibits such behaviour. Then,
we have that

(x := 1 ≫ x := 2) ; x ̸= 1 −→ skip

becomes equivalent to x := 2. This behaviour of choosing the second alternative
when the first one leads to infeasibility is reminiscent of (standard) nondeter-
ministic choice S ⊓ T and holds there too. We are likewise entitled to refine
the second operand T of a preferential choice to obtain a refinement of the en-
tire construct, hence preference shares some semantic properties and traits with
nondeterminism. However, things get hairy when we are trying to refine the first
operand, which is where monotonicity unfortunately breaks down.

To illustrate this, let us consider the computation:

(x := 1 ≫ x := 2) ; (x = 1 skip)

where x = 1 skip is a preconditioned program (Floyd assertion) that behaves
like skip when x = 1, and otherwise aborts (does not terminate). We first ob-
serve that since the continuation x = 1 skip is everywhere feasible, preference
always chooses its first program x := 1 and the entire computation boils down
to x := 1, provided that no infeasibility is encountered later on. (For the sake
of simplicity, and without limiting generality, we assume the latter is the case.)
Note that this is different from nondeterminism, since we can prove that

(x := 1 ⊓ x := 2) ; (x = 1 skip)

is indeed equivalent to abort.
Let us now refine x := 1 in x := 1 ≫ x := 2 bymagic— the computation that

is everywhere infeasible and thus the top of the refinement lattice of programs. As
we already observed, the preference operator, just like nondeterministic choice,

4 Strictly, it is enough to show that x = 1 ⇒ fis(U ) universally holds.
5 In the UTP theory of designs, this is equivalent to saying that healthiness condition
H4 holds for S .
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cannot choose a miracle; hence, we have thatmagic ≫ x := 2 must be equivalent
to x := 2. However, the composition

x := 2 ; (x = 1 skip)

can be shown to be abort (the bottom of the lattice). And abort is clearly
not a refinement of x := 1 or, indeed, any other computation apart from itself.
This exemplifies that preference is not monotonic in its first operand, given our
standard intuitive notion of refinement.

It is moreover easy to see that x := 1 ≫ x := 2 cannot be the same as
x := 2 ≫ x := 1, hence preference, unlike nondeterminism, is not commutative.
A question that remains is whether we can express its semantics at all in the
theory of wp predicate transformers, similar to other constructs of the guarded
command language of Dijkstra [40]. Sadly, the answer is no, and to illustrate
this let us recognise that both x := 1 and x := 1 ≫ x := 2 ought be able to
establish exactly the same postconditions Q , meaning that wp(x := 1,Q) and
wp(x := 1 ≫ x := 2,Q) are expected to be logically equivalent; but they are
nevertheless algebraically distinct since they can be distinguished by a context
U =̂ x ̸= 1 −→ skip. That is x := 1 ; U is magic whereas x := 1 ≫ x := 2 ; U
is x := 2. The closest we get to preferential choice in a wp semantics is Nelson’s
biased choices, described in [122].

S ⊞ T =df S ⊓ ¬ fis(S ) −→ T

Unfortunately, this definition does not precisely capture our intuitive semantics
of preference, since it is not sensitive to the continuation. For example, x := 1 ⊞

x := 2 evaluates to x := 1 ⊓ fis(x := 1) −→ x := 2 which simplifies to just
x := 1 ⊓ x := 2, since assignment is universally feasible. In other words,

x := 1 ⊞ x := 2 ; (x = 1 skip)

yields abort and not skip, as we would expect for preference. This makes biased
choice less useful as a specification and implementation construct to capture
preference. What we expect (see [43] for a discussion) is that preferential choice
is sandwiched between nondeterministic choice and biased choice, pertaining to
the following refinement relationship in a suitable semantics.

S ⊓ T ⊑ S ≫ T ⊑ S ⊞ T

The endpoints of this refinement, we can express in wp semantics, but the middle
point (S ≫ T ) not so. This raises the questions in what semantic framework the
S ≫ T construct may be expressible. We answered this question in [43]: instead
of using a semantics that is based on predicate transformers wp(S ,Q), we us a
semantics based on expression transformers S ⋄ E .

Intuitively, expression transformers capture the value of an expression E
after execution of some computation S . Due to the fact that S may be non-
deterministic, miraculous or abortive, we require a more powerful language of
expressions that, in effect, associates expressions with sets of possible outcomes.
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Those sets may be empty (capturing the result of executing magic) or yield a
special distinct value ⊥ that denotes the outcome of the computation abort.

A bespoke mathematical structure to describe S ⋄E turns out to be Hehner’s
notion of a bunch and the underlying bunch theory [68,69]. Bunch theory defines
many properties that we expect, by default, to hold in a theory of expression
transforms, and has already been used by Morris and Bunkenburg as a vehicle
to develop their theory of term transformers [120]. We extended bunch theory
in [153,187] to account for the improper bunch ⊥, and thereby managed to give
a model to the GCL in a semantics based on prospective values (pv semantics)
that is fully isomorphic to conjunction computations, albeit not appropriate to
capture angelic nondeterminism6.

Not discussing our prospective-value semantics of the GCL in full detail, here
is the definitional axiom for the preferential choice operator:

(S ≫ T ) ⋄ E =df (S ⋄ E ) , (S ⋄ E ) = null → T ⋄ E

To dissect the above notation, the comma corresponds to bunch union, and the
short right arrow is a guarded form of bunch that evaluates to the empty bunch
null when the guard is false. The predicate S ⋄ E = null is a way to compute
continuation-aware feasibility of S . We note that the continuation is captured
by the expression E ; we can see this more clearly by considering the expression
transformer law for sequence7:

(S ;T ) ⋄ E =df S ⋄ (T ⋄ E ) = S ⋄ F where F =̂ T ⋄ E

where we can think of T as the continuation of S whose effect is captured by the
expression F . So expression transformers together with improper8 bunch theory
provide a suitable abstraction and mathematical framework to formally capture
preference, examine its algebraic properties, and prove various kinds of useful
laws. (While we do not have space to indulge into this discussion here, details
can be found in various papers [43, 153,155].)

Bunch theory has sometimes been criticised on the grounds that its consis-
tency is not apparent and thus cannot be taken for granted. Morris and Bunken-
burg tried to alleviate this concern already in their publication [119] by providing
a set-theoretic model. A more recent article by Stoddart et al. [153] addresses
this problem too. Lastly, one might interject that bunch theory is as fundamental
as set theory, and therefore may not require a model—just as we usually accept
the axioms of ZFC set theory without further ado.

6 Doing so may not be beyond the possibilities of a ‘bunchy’ semantics, but may
require us to distinguish between different kinds of bunches: those that capture sets
of demonic outcomes, and those that capture sets of angelic outcomes.

7 In earlier publications, reviewers sometimes question whether the right hand of the
axiom ought not be T ⋄(S ⋄E). We reassure the reader that the law is indeed correct
in the form given here, and refer to [186] for additional intuitive justifications.

8 By this, we refer to Hehner’s bunch theory, augmented with an improper (bottom)
bunch ⊥ for every type.
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We share Jim Woodcock’s curiosity and interest in examining the formalisa-
tion of theories of programming in various semantic frameworks and domains.
While bunch theory gives us an elegant and concise formal model, it does make
sense to explore preference in other semantic frameworks as well; and we shall
comment on this in the subsequent paragraphs.

Preference in wp We already explained that a model of preference in conventional
wp semantics is beset with difficulties and most likely unrealizable. However,
there is a way to express preference and, more generally, the semantics of what
we call preferential computations in a wp theory that uses three-valued logic.
More specifically, Gödel logic [6] enables us to distinguish several degrees of truth
and is a precursor of fuzzy logic. How can this be useful here?

Let us take inspiration again from the pv expression transformer semantics.
Whether a computation S and its continuation is feasible can be dynamically
evaluated within the bunch logic via (S ⋄E ) ̸= null; namely, the bunch of values
that E may take after executing S is non-empty. In other words, there is at
least one behaviour that gives us a prospective value for E . This enables us to
effectively check whether the execution of S succeeded or otherwise has failed
due to infeasibility. It is a crucial bit of additional information that considers
the continuation being captured implicitly in E .

The logical expression wp(S ,Q) does not offer such a test: if, for some ini-
tial state, it yields true we have established Q but we don’t know how: both
wp(x := 1, x = 1) and wp(magic, x = 1) evaluate to true where the first one
establishes x = 1 through a proper terminating behaviour, whereas the second
one establishes x = 1 vacuously by a miracle. This distinction is lost in the term
true; however, we can reintroduce it in a three-valued logic: true now means es-
tablishing the postcondition via non-miraculous behaviour, and supertrue means
establishing it miraculously. We this have three truth values: false, true and
supertrue. They are order in the way that we have enumerated them. We recall
that in Gödel logic, such ordering determines the result of logical operators.

At this point, we ask the reader for a leap of faith. While it is out of scope for
this publication to go into the details of such a wp theory built on top of a suitable
three-valued logic, we note that we have developed a complete mechanisation9

in Isabelle/HOL already to show that (a) such a theory can be defined, (b) that
it supports the definition of all GCL operators including angelic choice, and (c)
that it preserves all conventional laws of refinement if restricting ourselves to the
core GCL operators. We call this theory a wpe semantics of guarded commands.

We moreover discovered that there is a neat Galois connection between mono-
tonic wp and preferential wpe computations by approximating preference with
nondeterminism, and that the resulting laws of this Galois connection can be
used to recover a restricted form of compositional refinement in the absence of
monotonicity of program operators with respect to refinement in general. The
lose of monotonicity is a lamentable downside of our theory of preference, but we

9 Unfortunately, we have not published this material yet but envisage to do so in the
near future, via a separate publication and/or technical report.
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could show that if preference is only introduced in the final step of refinement,
we are entitled to replace any nondeterministic choice S ⊓ T by a preferential
choice S ≫ T , irrespective of the absence of general monotonicity laws.

For computations that do not involve preference, our mechanised theory
shows that refinement has precisely the same meaning as in the standard wp
semantics of monotonic computations. Last but not least, we note that the
work in [43] goes further by introducing a notion of feasibility-preserving re-
finement S ⊑∗ T which strengthen conventional refinement S ⊑ T with the
caveat fis(S ) ⇒ fis(T ) that provides a more useful basis for using (partial) mir-
acles in implementations for backtracking algorithm implementations. Again,
this causes monotonicity to break down: here, for sequential composition in the
first operand. Nonetheless, the abovementioned replacement of S ⊓ T by S ≫ T
remains valid, even in this stronger refinement regime.

Preference in UTP Modelling preference in UTP is more challenging. While
nondeterminism is naturally represented in UTP by predicates over before and
after states, such as x ′ = x − 1 ∨ x ′ = x + 1, preference (just like probabil-
ity) gives rise to another structural dimension within the semantic space, with
entanglement and closure properties between nondeterministic and preferential
behaviours that have to be understood and made precise via healthiness condi-
tions. A sensible strategy is to index computations with a natural number, i.e.,
by adding an auxiliary variable idx in order to impose an explicit order on be-
haviours. E.g., x := 1 ≫ x := 2 in the UTP theory of relations could be modelled
as idx = 1 ∧ x ′ = 1 ∨ idx = 2 ∧ x ′ = 2. More accurately, the idx variable would
need to be suitably typed in order to tabulate all choices made “along the way”,
and we would also need a variable idx ′ to propagate the (updated) value of idx
through sequential compositions, similar to the tr and tr ′ variables in reactive
computations. A notable open question is whether this will turn out sufficient for
a compositional definition of sequential composition, and what the underlying
healthiness conditions ought be. To account for unbounded nondeterminism10,
we would most likely have to move to some larger index type.

A denotational semantics may express preferential computations as sequences
of functions (for deterministic programs) or relations (for nondeterminstic pro-
grams). Again, we have not developed such a model yet or identified any validity
or closure constraints on the underlying mathematical structure. A UTP the-
ory may likely enable us to easily derive a clean denotational model, since UTP
typically encodes mathematical structures in a predicative manner, so the gap
is inherently small between these approaches.

It is again not the ambition of this chapter to develop such a UTP theory,
and the reason we mention it is that we believe it could be just the thing that
Jim Woodcock may be excited about, with all the wonderful work he has done in
producing novel theories of computation in UTP and pushing the UTP approach
to and beyond its perceived limits. We flag this as a future work.

10 Unbounded nondeterminism is a misnomer: often, we mean infinite albeit bounded

nondeterminism, i.e., by some transfinite ordinal.
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Application of preference So far, we confined our discussion mostly the semantic
aspects of preference and the ability to mathematically describe it. A fair ques-
tion is “What can it actually be used for?”. And “Is it worth the trouble?”. We
believe there are a number of applications that still need to be explored, but
one of them is to verify the implementation of heuristics in guiding backtracking
search. While demonic nondeterminism is often used to express implementor’s
choice, it is also well understood that nondeterminism exhibits backtracking11

when combined with guarded computations. In this context, we think of nonde-
terministic choice as providing the possible moves (or steps) of an algorithmic
search problem. An infeasible guard thus triggers backtracking from a dead end
during search exploration.

The simple semantics of nondeterminism and guarded commands in wp
promises a proof-economic technique to verify computations that make use of
guards and choice in the way we hinted above, e.g. to solve puzzles like the Eight
Queens or Knight’s Tour problem, or similar. The downside is that we have no
control of the order in which choices are attempted. And implementing choice
as preference is a refinement that resides outside the scope of formal reasoning.
Preferential choice, as a semantic operator, lifts it into the realm of formal ver-
ification and thereby opens up the possibility of verifying algorithms that use
preference as an implementation operator (which most algorithms do).

We concede that this deployment of choice and guards is not the only way to
specify search procedures in formal languages: a dual method is to use angelic
rather than demonic choice, and use abort as a means to trigger backtracking.
This approach comes with its own issues: whether a computation fails to termi-
nate and thus behaves like abort may be difficult to detect in practice12, and,
semantically, we may need to do so in a sufficiently expressive target language
that supports iteration and recursion. Lastly, we may not require demonic or
angelic choice either, and use a standard iterative or recursive sequential imple-
mentation instead to explore the search space via a stack.

Another application of preference relates to the example of a co-simulation
master algorithm (MA) discussed later in Section 4.1. Though this is not further
developed in this chapter, we believe that preference can be used to model a
trial-and-error loop of the MA to steps a set of FMUs with step sizes that
become progressively smaller, until all FMUs succeed to concurrently perform
the simulation step. In order to reject a (too large) step size, an FMU can
use a programming guard FMUi =̂ stepsize ≤ maxstepi −→ FMUbeh . And
the exploration of step sizes at the MA modelling level could be realised by a
preferential choice as follows:

(stepsize := 4 ≫ stepsize := 2 ≫ stepsize := 1) ; (FMU1 || FMU2 || · · · )

11 More accurately, reversibility as all state is implicitly restored during backtracking.
12 Note that abort is semantically equivalant to a non-terminating computation such

as while true do skip.
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where FMUi correspond to a model of the computation carried out by the Func-
tional Mockup Units and the above parallel composition is a suitable version of
parallel-by-merge, assuming that FMUs only modify their local disjoint states.

Summary of preference We conclude our mini exposition of preferential choice
by observing that, despite its elusiveness to a simple semantic treatment, it turns
out to be an operator that we believe has significant use in both specifications
and implementations. We are hoping to publish further work in the near future
that presents a wp(e) semantic model for preferential computations that has
been fully formalised in Isabelle/HOL, with key laws and the aforementioned
Galois connection being defined and verified. Development of a UTP model is a
more long-term goal and we hope we sparked Jim’s interest in this as well.

3.4 Probabilistic choice

Probabilistic algorithms [121] are algorithms that can make random choice at
some points. They have been widely applied in many areas such as distributed
systems (e.g. Rabin’s mutual exclusion with bounded waiting [133], Aspnes et
al.’s fast randomized consensus [5]), security and cryptography (public key proto-
cols [42]), sorting (e.g. Hoare’s randomized QuickSort [75]), number theory (e.g.
Rabin’s probabilistic primality testing algorithm [132]), data structuring (e.g.
randomized hashing scheme [121]), and robotics (e.g. localisation, mapping, and
planning [158]) to simplify algorithms and improve performance. These algo-
rithms are classified as either Las Vegas (they always give correct results but
the running time varies) or Monte Carlo (there is a small probability that they
may give wrong results, but the running time is fixed).

To program probabilistic algorithms, conventional non-probabilistic programs
are extended with a capability to model randomness, usually using a discrete
probabilistic choice construct (P ⊕r Q) [67, 104] or a random number genera-
tor (rand) [34, 66, 92] sampling from the uniform distribution over a set (either
finite or infinite for discrete or continuous distributions). To capture high-level
specifications for probabilistic programs or analyse them in the abstract level,
nondeterministic choice is also introduced in probabilistic programming, such as
pGCL [104,114], in which both nondeterministic choice (P⊓Q) and probabilistic
choice are present.

The semantics for conventional programs such as weakest precondition [40],
Hoare logic [76], and predicative programming [65] are boolean functions over
state space. They can reason about these programs qualitatively, but not quan-
titatively which is natural in probabilistic programs. These semantics have been
extended to deal with probabilistic programs. We mainly discuss the relational
semantics and the predicate-transformer semantics for imperative sequential
probabilistic programs, and briefly review probabilistic process algebras.

Imperative - relational semantics In Kozen’s seminal papers [92,93], nonde-
terministic choice in conventional programs is replaced with probabilistic choice
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and boolean functions are generalised to real-valued functions over state spaces
to give the semantics for probabilistic programs as partial measurable functions
on a measurable space and continuous linear operators on a Banach space.

The pGCL has relational and predicate-transformer semantics by He, Mor-
gan, and McIver [64]. The relational semantics extends the theory of designs
for standard non-probabilistic programs in UTP to probabilistic designs. In the
relational model, any probabilistic choice refines nondeterministic choice. Actu-
ally, the semantics of nondeterministic choice of two programs P and Q is the
nondeterministic choice of the probabilistic choices of the embeddings of P and
Q in all possible ways (all possible weights from 0 to 1 inclusive). The rela-
tional model embeds standard UTP designs in probabilistic designs through the
weakest prespecification [80], a generalisation of wp from conditions (specified
in only initial observation variables v) to relations (in both initial and final ob-
servation variables v and v ′). In probabilistic designs, distributions are captured
in a probability distribution function prob of type S → [0, 1] over the observa-
tion state space S and

∑
s∈S prob(s) = 1. Different from Kozen’s semantics and

the Weakest Pre-Expectation (WPE) [104,115] where probabilistic programs are
real-valued functions over state space, the probabilistic programs in the relational
model are probabilistic (non-homogeneous) designs relating initial observation
state space S and final probabilistic state space on prob.

Woodcock [173] became interested in this relational semantics when he con-
sidered the probabilistic semantics for RoboChart [110] because of its UTP se-
mantics and algebraic properties which are suitable for reasoning and automa-
tion in Isabelle/UTP. He formalised the semantics of the relational model and
the proof that the semantic embedding is a homomorphism on the structure of
standard programs, probabilistic choice, nondeterministic choice, and sequen-
tial composition. He also found interesting details like a law requiring a side
condition [173] of the H3 healthiness condition [79, 171] and the lifting law for
sequential composition requiring finite state space [180]. The formalisation re-
sulted in the mechanisation of probabilistic designs in Isabelle/UTP [46] by Ye,
Woodcock, and Foster [180].

A uniform distribution algorithm modelled in RoboChart using a binary
probabilistic choice is proved in [180]. Ye, Woodcock, and Foster [180] found
that the most difficult part in proving probabilistic programs using probabilistic
designs is the supplement of a witness Q for the existential quantification in [180,
Definition 8.2] used in sequential composition of two probabilistic designs in [180,
Theorem 8.4]. This is due to a fact that probability distributions are encoded in
the variable prob which is inside relations. In this view, probabilistic programs are
relational in terms of probability distributions over state space, and so relations or
predicates deal with distributions. To address this challenge, Woodcock and Ye
started to look at other approaches with different views of probabilistic programs.
They should also be suitable for the mechanisation in Isabelle/UTP.

Hehner’s Probabilistic Predicative Programming (PPP) [66,67] takes another
view. PPP generalises boolean functions for predicative programming to real-
valued functions. In PPP, conditional and joint probability are modelled through
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sequential and parallel composition. One unique feature of the language is its
capability to model both epistemic uncertainty (due to the lack of knowledge of
information ) using the subjective Bayesian approach and aleatoric uncertainty
(due to the natural randomness of physical processes). In PPP, programs are
probabilistic (real-valued functions) and relations are over state space, and so
relations only deal with usual state space, not distributions over state space like
the relational semantics. This interested Woodcock because the relations over
usual state space can be formalised using UTP’s alphabetised relations, and so
PPP can be mechanised in Isabelle/UTP.

There are, however, several obstacles to the broader adoption of Hehner’s
work, such as informal syntax and semantics, and simple semantics for prob-
abilistic loops but that is difficult to mechanise. For these reasons, Woodcock
introduced an Iverson bracket notation [[P ]] [183] (of type S → R), which maps
a predicate P (of type S → B) into real numbers. This also separates relations
from arithmetic. Woodcock replaced PPP’s relations with UTP’s alphabetised
relations, which allows UTP theories on relations and their mechanisation in
Isabelle/UTP reused.

Ye, Woodcock, and Foster [183] formalised the syntax and semantics of this
new probabilistic framework, called Probabilistic Unifying Relations (ProbURel),
and introduced the constructive semantics for probabilistic loops using Kleene’s
fixed-point theorem and the unique fixed-point theorem to simplify the reasoning
about probabilistic loops. ProbURel is mechanised in Isabelle/UTP, leveraging
the recent mechanisation of the Z mathematical toolkit13 in Isabelle/UTP by
Foster and Woodcock.

PPP does not include nondeterminism. In [66], Hehner discussed informally
an approach to reason about nondeterministic choice. Nondeterministic choice
is equivalent to an existentially quantified deterministic choice.

P ⊓Q = ∃ b : B • if b then P elseQ

Each nondeterministic choice is replaced by such a quantified conditional choice
with a new fresh quantifier variable b. The strategy is to move all quantifiers
outwards. Based on this definition, nondeterministic choice after a probabilistic
choice, such as P ⊕r Q ; P ⊓ Q , is oblivious (that is, making a choice without
looking at the current (or past) state).

Similarly to PPP, ProbURel does not support nondeterministic choice and
continuous distributions. Woodcock and Ye are interested in extending ProbURel
in these aspects.

Imperative - predicate-transformer semantics He, Morgan, and McIver’s
predicate-transformer semantics [64] for pGCL uses the same weakest prespec-
ification [80] technique to inject standard predicates in Dijkstra’s predicate-
transformer semantics (the weakest pre-condition) [40] into probabilistic predi-
cates. Based on this injection, probabilistic predicate transformer is an embed-
ding of standard predicate transformer. However, for the constructs that are not

13 https://github.com/isabelle-utp/Z_Toolkit.
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standard, such as probabilistic choice, an additional healthiness condition con-
tinuity is imposed on the probabilistic transformer. Monotonicity and “scaling”
can be derived from continuity. They showed the embedding preserves program
structure. Interestingly, the embedding of demonic non-deterministic choice (con-
junction in standard predicate transformer) becomes minimum for probabilistic
transformer. The key healthiness condition for this transformer semantics is sub-
linearity [105].

McIver and Morgan gave WPE or expectation transformer semantics [104,
115] to pGCL. In WPE, the real-valued functions or expressions over state space
are called expectations (indeed random variables). So a probabilistic program
maps a post-expectation (postE) to a pre-expectation (preE). Indeed, its WPE
semantics defines the greatest preE (gp) for a postE: preE = gp(P , [postE ])
where the square bracket [ ] converts a boolean-valued predicate to an arithmetic
value, especially [true] = 1 and [false] = 0. The semantics for probabilistic choice
are the standard weighted average of pre-expectations of its all alternatives. The
semantics for nondeterministic choice, however, are the smaller pre-expectation
(that is, the demonic behaviour against the greatest pre-expectation) in the
pre-expectations of its two alternatives. We show below an example of gp for a
probabilistic choice.

gp(x := x + 1⊕(2/3) x := x − 1, [x ≥ 0])

=(1/3) ∗ [x + 1 ≥ 0] + (2/3) ∗ [x − 1 ≥ 0]

=(1/3) ∗ [x ≥ −1] + (2/3) ∗ [x ≥ 1]

=(1/3) ∗ [x = −1 ∨ x = 0] + [x ≥ 1]

It means that in order for the program to establish x ≥ 0, the probability of x
being −1 or 0 (or x ≥ 1, or x < −1) in its initial state is at least 1/3 (or 1, or 0).
McIver and Morgan [106] also developed refinement for probabilistic programs
(pGCL) to ensure correctness by construction.

McIver and Morgan [102] extended expectation transformer from finite state
spaces to infinite state spaces, and constructed deterministic, demonic, demonic
and angelic probabilistic transformers sequentially (characterised by transformer
properties linearity, sublinearity, semi-sublinearity respectively), as Back and von
Wright [7] did for non-probabilistic transformers (characterised by transformer
properties disjunctivity and conjunctivity, conjunctivity, monotonicity respec-
tively). [102, Fig. 9] illustrates the transformer structure.

WPE attracted the interest of many. Kaminski [88] developed an advanced
weakest precondition calculus. McIver et al. [107] presented additional proof rules
for loops and loop termination. Further three advancements: expected runtimes,
conditioning [128], and mixed-sign expectations were developed and presented
in Kaminski’s PhD thesis. Schröer et al. [145] developed a deductive verification
infrastructure for discrete probabilistic programs to use SMT solvers to verify
programs automatically. Batz et al. [11] proposed an approach to use inductive
synthesis to find loop invariants for probabilistic programs from templates. Batz
et al. [10] used deductive verification technique [145] to synthesise nondetermin-
istic probabilistic programs to find memoryless and deterministic strategies.
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Stoddart and Zeyda et al. [153,154] proposed a guarded command language
that is able to model nondeterministic choice, preferential choice, and probabilis-
tic choice. The semantics of the language is based on wp and conjugate weakest
precondition (cwp), and interpreted in bunch theory [69], instead of set theory.
They use S ⋄ E to denote the prospective values of an expression E after the
execution of a program S . A basic law is developed to link prospective values
to cwp. The PV semantics is shown to represent backtracking and the imple-
mentation of backtracking via reversible computing [186]. Their semantics for
probabilistic choice is a weighted choice of a bunch of three terms, which takes
into account the interaction of probabilistic with nondeterministic choice, and
the feasibility/continuation and abortion behaviour of probabilistic choice.

In addition to Kozen’s, relational, and predicate transformer semantics, many
other semantics for imperative probabilistic programming exist. Dahlqvist et al.’s
simple imperative probabilistic language [34] uses two constructs, coin() and
rand(), to introduce discrete and continuous uniform distributions, and both
operational and denotational semantics are presented. Hoare logic has also been
used to reason about probabilistic programs [9, 26, 37,135,136].

Probabilistic process algebras Woodcock’s interest in probabilistic program-
ming is not restricted to sequential imperative programs. Indeed, he is interested
in probabilistic programming based on CSP and Circus, and UTP in general,
and how it can be used to give semantics to RoboChart. We review different
probabilistic models in process algebras, particularly in (1) how to model prob-
ability, (2) how to interact with their environment, and (3) how probabilistic
choice interacts with nondeterministic choice. Then we discuss the approach
that RoboChart uses for probabilistic modelling.

Hansson’s alternating model [62] distinguishes between nondeterministic and
probabilistic choice. Either a nondeterministic choice or a probabilistic choice
can be made in each state of this model, and the order of availability of these
choices is strictly alternating between a nondeterministic and a probabilistic
choice.

In Segala and Lynch’s probabilistic automata [147], transitions are labelled
with probability values. The transition relation is a steps function which maps
source states to probability distributions over (action, target state) pairs. Actions
can be external, modelling interactions with the environment through events, or
internal, modelling computation steps through internal events τ . In probabilistic
automata, a distribution from a source state may contain more than one action.
If all distributions in a probabilistic automaton contain only one action, this
automaton is called simple. Otherwise, it is called general. If from each source
state, there is at most one step (or one distribution) enabled, this automaton is
called fully probabilistic.

Van Glabbeek et al. [162]’s reactive, generative, and stratified models are the
different ways to interpret probabilities [98] in processes. Multiple actions can
be offered by a process to its environment, but the environment is allowed to
choose only one in the reactive model or some in the generative and stratified
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models. After actions are chosen by the environment, the process makes an
internal transition based on the current state and (1) the probability distribution
associated with the action in the reactive model, or (2) the globally (or locally)
redistributed probability distribution for chosen actions in the generative (or
the stratified) model. The reactive model corresponds to the simple probabilistic
automaton model without internal nondeterministic choice involving the same
actions, in that both allow external nondeterministic choice between different
actions (that is, multiple transitions with different external actions from the
same state). Interestingly, zero probabilities are permitted in the stratified model
to model process priorities.

There are many probability extensions based on: CSP [55, 58, 94, 97, 113,
116, 124, 148, 157], CCS [56, 61, 162, 184], and ACP [2], probabilistic transition
systems [15, 86, 96], and automata [63, 177]. We particularly review CSP-based
extensions because CSP supports refinement and has its semantics in UTP.

Seidel [148] proposed two semantics models for probabilistic CSP: the in-
dependent model with external and internal choice and the conditional model
without internal choice and hiding.

Lowe [97] presented two languages as refinements of Timed CSP [35, 143]:
a fully deterministic model (DTCSP) with a notion of priority (the prioritized
model) and a probabilistic model (PDTCSP) extended from DTCSP. The two
models feature biased external choice, parallel composition, and interleaving.
They have no internal nondeterministic choice though PDTCSP has a (internal)
probabilistic choice.

Gómez et al.’s probabilistic variant [58] of CSP has no internal nondetermin-
istic choice but has two versions of probabilistic choice: one generative and one
reactive to replace internal and external choice in CSP. Similarly, Núñez et al.’s
PPA [124] has similar two versions of probabilistic choice.

Morgan and McIver et al.’s PCSP [113,116] uses Jones’s general construction
to extend CSP with probabilistic choice. In PCSP, probabilistic choice distributes
through all other operators, including external choice and internal choice. But
internal choice is not idempotent in PCSP. Morgan [113] linked probabilistic
action systems (written in pGCL with expectation transformer semantics) and
probabilistic CSP, gave traces, failures, and divergences from the probabilistic
CSP to the probabilistic action systems.

Mislove’s [109] proposed an approach to consider the family of probability
convex sets in three possible power domains: lower, upper, and convex to provide
a probabilistic extension of CSP (Morgan’s PCSP) with both nondeterminism
choice and probabilistic choice, importantly, all the laws for them are valid,
including the idempotent law for nondeterministic choice.

Georgievska and Andova [55] presented a probabilistic extension of CSP
which preserves the distributivity laws and the idempotent law for internal non-
deterministic choice, via restricted schedulers. This extension supports internal
nondeterministic choice, external choice, probabilistic choice, and parallel com-
position with hiding.
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Sun et al. [157] proposed PCSP#, a probability extension of CSP# which
combines high-level modelling operators with low-level procedural codes. The se-
mantics of PCSP# is Markov Decision Processes (MDPs) [130]. The verification
of PCSP# programs is supported by the Process Analysis Toolkit (PAT) [156].

Semantics for RoboChart Because RoboChart’s standard semantics is based
on CSP and tock-CSP [12], Woodcock showed interest in probabilistic extensions
of CSP, discussed previously, to give RoboChart a probabilistic semantics. How-
ever, the main issue is the lack of tool support. For this reason, inspired by
Jansen et al.’s P-statecharts [83], Woodcock and Ye et al. [179] gave RoboChart
a semantics based on the PRISM language [95]. RoboChart adopts the same al-
ternation as [62] between nondeterministic and probabilistic choice, but a proba-
bilistic choice is made only within a transition originating from a nondeterminis-
tic state. The PRISM semantics for RoboChart, however, is subject to the state
space explosion problem, as discussed in [182] by Ye and Woodcock. Because of
these challenges, Woodcock is also interested in the UTP semantics for proba-
bilistic process algebras and its mechanisation in Isabelle/UTP to verify them
using theorem proving. However, there are some important questions left to be
answered, such as “Out of the existing and possible extensions of CSP to cover
probability, which one should be adopted?”, “should probability be encoded in
traces, or should traces be probabilistic?”, etc.

In [181], Ye et al. gave RoboChart operational semantics based on the mecha-
nised CSP and Circus [49] in Isabelle/UTP using interaction trees (ITrees) [178],
and used priority-based hiding and renaming operators to resolve nondetermin-
ism. Ye, Woodcock, and Foster are interested in extending CSP and Circus with
probabilistic choice to have sound animation for probabilistic RoboChart models.

4 Applications

In this section, we explore the application of the various choice operators to
co-simulation, the semantics of RoboChart, and the modelling of random walks.

4.1 Co-simulation for cyber-physical systems

Simulation techniques are widely adopted in the development of cyber-physical
systems (CPS). Typically, their components may be developed using different
techniques. To simulate a complete system, co-simulation can be used where
components are encapsulated as simulation units (SUs) and a master algorithm
orchestrates the simulation by exchanging values between SUs at sample times.

Co-simulation has advantages, in that stakeholders can protect their intellec-
tual property by conforming to an API, such as FMI [14]. However, the master
algorithm needs to handle SUs that may reject a simulation step if the chosen
time step is too large. Backtracking algorithms have been proposed [33] that can
perform step revision. An example of using FMI is reproduced [33] in Figure 2,
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Fig. 2. Example of FMI setup with 6 connected FMUs.

consisting of 6 connected SUs, known as FMUs: constant signal generators, one
integrator, an adder, a microstep delay, and a zero-crossing detector (ZCD).

The verification of co-simulation algorithms is a topic that Woodcock and his
collaborators approached in [60], where they consider an Uppaal encoding, how-
ever, the step revision procedure is modelled explicitly. The question is whether
a formal specification can be constructed using abstract choice operators.

Process algebraic model In what follows, we sketch a process algebraic speci-
fication for execution of SUs in FMI with step revision using the Circus notation.
It is loosely based on the architecture in [24] and follows the constraints of [60].
The communications between SUs are modelled using the following channels:

Value ::= absent | value⟨⟨R⟩⟩ channel get : OUTPUT × Value

channel doStep : SU × T× T channel set : INPUT × Value

get to obtain the output of a SU, and set to provide an input, respectively, and
doStep to step the simulation of a SU. OUTPUT and INPUT are types labeling
the inputs and outputs of each SU, so that the connections between SUs can be
modelled, and Value is the type of values admissible for communications, a real
value or absent . doStep contains three values, the first drawn from SU , a set of
SU identifiers, the second is the requested step size, and the third the actual step
size accepted, over a time domain T. We observe that according to the FMI2
standard it is possible that a SU may not report an accepted step size at all, and
just yield an error. In this model, we omit this detail without loss of generality.

Connections Input and output labels are associated with SUs via total functions
while the connections between them are defined by a total surjection L from
INPUT to OUTPUT . From L, we define a process Exchange that captures the
valid interactions for FMUs, via synchronisation on get , set and doStep.

process Exchange =̂ 9 x : L • SetC (first(x ), second(x ))

It is defined by an iterated interleaving over pairs x , drawn from L, of processes
SetC , omitted here and parameterised by input and output labels, that define
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when an output is available given its dependency on an input, and whether a
SU has been stepped forward in time, following the criteria defined in [60].

Then, given a process algebraic model of all SUs, captured by a process of
the same name and whose definition we omit here, we can capture all possible
interactions, by taking into account their connections, via a parallel composition
with Exchange synchronising on doStep, get and set , defined as follows.

processSUExchange =̂ SUs J {| doStep, get , set |} K Exchange

This process captures all possible simulations, including those that may not step
through by the requested step size. A valid simulation is therefore defined by

process Simulation =̂ SUExchange J {| doStep |} K ChooseStep

where ChooseStep captures the valid steps, that is, where doStep is observed with
requested and accepted simulation step sizes that are the same. We consider an
approach where angelic choice is used to choose a step size, before a prefixing on
doStep.u.tr .ta , for every SU u. This is sketched in the following Circus process.

process AngelicStep =̂ begin state S == [h : T1]

DoStep =̂ su : SU • doStep!su!h?t →{h = t}
Step =̂ 9 su : SU • DoStep(su)

Main =̂ h : guess(T1) ; Step ; Main

• Main
end

It has a state variable h and its behaviour is defined by the Main action, that
angelically guesses a step size h from a finite domain T1, and then behaves as
Step followed by the recursion. Step is defined by the iterated interleaving over
su, drawn from the set SUs, of actions DoStep(su). Each action has a prefixing
on doStep!su!h?t , that uses the chosen step h and is prepared to synchronise on
any accepted size t , and afterwards there is an assertion ({h = t}). If it fails,
then the action aborts, including up to the point in Main where h was chosen.
While this captures all valid step sizes, it does not require h to be maximal.

Maximum angelic step To address the shortcomings of the previous solution, we
consider a modified version of the AngelicStep using both angelic and demonic
choice. We assume that a SU that accepts a step size h may also accept a step
size h ′, such that h ′ ≤ h. Intuitively, to determine the maximum admitted step
size, we need “to experiment” with stepping a SU with values above and below
an angelically chosen maximum step size, such that step sizes less than or equal
to the maximum suceed, but values above do not. Crucially, failed experiments
should be pruned from the model. We frame this in a game-like way as follows.
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process MaxAngelicStep =̂ begin state S == [h : T1; real : B]

DoStep =̂ su : SU • ([real = True] ; Stop)
@ doStep!su!h?t →{real = True ⇔ h = t}

Step =̂ 9 su : SU • DoStep(su)

Main =̂ h : guess(T1);
h, real :[true, (h ′ ≤ h ∧ real ′ = True) ∨ (h ′ > h ∧ real ′ = False)];
Step ; [real = True] ; Main

• Main
end

Differently from before, MaxAngelicStep has an additional boolean variable real ,
that is used to differentiate between an actual stepping, so it is True, and
otherwise when an “experiment” with a larger step size is conducted it is False.

As before, theMain action begins by guessing the step size h. Afterwards, we
have a specification statement, whereby the value of h is demonically changed,
such that, for lower values the variable real is True, and for higher values it
is False. This is followed by a composition with a revised Step action and an
assumption ([real = True]), followed by the recursion. In DoStep there is now
an external choice between two processes: the first has an assumption that real is
True, in which case it behaves as Stop, and otherwise is miraculous; the second
has a prefix on doStep followed by an assertion that requires real to be True if,
and only if, the step succeeds with value h. We consider all possible cases:

1. real = True ∧ h ̸= t : the assertion fails as before, and so the process Step
aborts given that h is not an admissible step size;

2. real = True ∧ h = t : the assertion succeeds and so do both assumptions, so
h is an admissible step size;

3. real = False ∧ h ̸= t : the assertion succeeds, but both assumptions fail.
Therefore the external choice becomes equal to ⊤ @ doStep → ..., where ⊤
is miracle, which prunes waiting behaviours from the process, that is, the
pericondition. When this behaviour is propagated to Main, as Step, its com-
position with the subsequent assumption [real = True] ensures that overall
that behaviour is pruned, given that a failed assumption is miraculous.

4. real = False ∧ h = t : both the assertion and the assumptions fail. This
corresponds to an experiment for which a larger step size is admissible, but
because of the failed assertions and assumptions the behaviour is also pruned.

The above is but a sketch of a specification for a master algorithm with step revi-
sion. Further work is required to establish the laws that would allow introducing
the specific mechanisms for step revision in a refinement.

4.2 RoboChart

RoboChart [110] is a diagrammatic modelling language designed to support the
specification of robotic software in terms of reactive state machines. These state
machines can be combined in parallel to form controllers, which can be com-
posed in parallel to describe the overall software. State machines are formed of



26 P. Ribeiro, K. Ye, F. Zeyda, and A. Miyazawa.

transitions, states, and junctions. Transitions represent changes in a system’s
configuration; they connect two nodes (states and junctions), can be triggered
by events and guarded by conditions, and can cause actions to be executed.

States model stable decision points, that is, configurations of the software in
which the machine is allowed, potentially indefinitely, to wait for a particular
input. Junctions, on the other hand, are not stable; they allow for decisions to
be made but do not allow the system to wait indefinitely.

The semantics of RoboChart is defined in terms of Circus/CSP processes
and supports formal analysis via model-checking and theorem proving. Several
well-formedness conditions are necessary to adequately specify the semantics of
RoboChart models. Of particular interest is the requirement that the guards of
transitions leaving the same junction form a cover (the disjunction of the guards
is true). This requirement guarantees that if a junction is reached, there is always
one transition whose guard is true, and the system does not get stuck.

There are a number of reasons why this well-formedness condition might
be inconvenient. For example, the particular path taken to a junction could
guarantee that one of the outgoing transitions is always enabled. Alternatively,
a modeller may wish to have simpler models (fewer transitions) and rely on an
interpretation in which a transition from a state is only taken if there is a path
to another state in which all the transitions are enabled.

Angelic choice discussed in Section 3.2 is a suitable alternative to specify the
semantics of RoboChart models, in which the well-formedness condition above
is relaxed and where the previously discussed interpretation is adopted. The
standard semantics of transitions leaving a state can be specified as the external
choice of the events that trigger the transitions. In order to adapt this semantics,
we must first replace the external choice (in the selection of transitions) with
angelic choice and adopt the theory described in [142]. Finally, we must also
encode the omitted guards as Chaos. This guarantees that if a junction is reached
in which none of the guards of the outgoing transitions is true, the process would
backtrack, and an alternative path would be taken.

While such an approach has the potential for more succinct diagrams, it
presents practical and theoretical challenges for verification due to the lack of tool
support around angelic choice and the extra complexity in analysing the possible
paths. The standard semantics balances specification power and automation,
with a well-formedness condition that, while not amenable to static analysis,
can be checked locally using automated theorem provers.

4.3 Random walks

Grimmett and Welsh [59] defined various random walks (RW). A RW is simple
if at each time step it can move only to its next (or neighbouring) positions ran-
domly in one of the lattice directions. A symmetric RW has the equal probability
for each direction. Otherwise, it is asymmetric.

According to Pólya’s recurrence theorem [131], a symmetric random walk is
recurrent (the probability of revisiting its starting point is 1) only if it is one- or
two-dimensional. This simple random walk does not terminate. For this reason,
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researchers [29,81,89,103,107] in probabilistic programming and verification are
more interested in a variant of the one-dimensional simple random walk (SRW).
It is also the Gambler’s Ruin Problem with an absorbing barrier at 0. We can
model it as a probabilistic program below.

x := m; while(x > 0){x := x − 1⊕p x := x + 1} (PSRW)

where x is an integer variable, m denotes the starting position and m > 0, and
p is the probability of decreasing x by 1.

Grimmett and Welsh [59] proved the termination probability for SRW is
(p/q)m if q > p where q = 1 − p, and 1 otherwise. This program is proved
to have its termination probability equal to 1 (that is, almost-sure termination
(AST)) if p is equal to 1/2 (so symmetric, as SSRW), according to [29, 81, 103,
107], using the invariant and variant reasoning technique for probabilistic loops.
McIver et al. [107] and Chatterjee et al. [29]’s variant rules for loops are based
on supermartingale [165], a sequence of random variables (RVs) for which the
expected value of the current random variable is larger than or equal to that
of the subsequent random variable. Moosbrugger et al. [111] developed the tool
Amber to automatically prove the one-dimensional SSRW is AST. Furthermore,
McIver et al. [107] proved the two-dimensional SSRW terminates almost-surely.
Kaminski [89] proposed a wp-style reasoning for bounded expected runtimes and
proved the expected runtime of SSRW is infinite.

These studies show the verification of AST for probabilistic loop programs.
They, however, have not inferred the exact value of probabilities (either distribu-
tion or sub-distribution depending on p and m) and expected runtimes in terms
of steps or iterations, or have not automated the inference, which are important
for the evaluation of the correctness and performance of probabilistic algorithms
(both Las Vegas and Monte Carlo). ProbURel [183] uses a unique (Kleene’s)
fixed-point theorem to give the semantics to probabilistic loops, which makes it
able to infer the exact value of probabilities and expected runtimes. The most
difficult part using this theorem is to construct a fixed point fp, or the invariant
for the loop. As shown in [183], the exact value of probabilities and expected
runtimes of two loop examples (flip a coin till a heads and throw a pair of dices
till they have the same outcome) are proved and mechanised in Isabelle/UTP.

Here, we sketch a strategy for the exact inference (to explicitly represent the
probability distribution or sub-distribution of PSRW in terms of iterations, para-
metric in m and p) of this SRW using mathematics and then use probabilistic
programming to give the semantics by constructing a fixed point or invariant for
the loop in PSRW. Mathematical calculation is not used in programming but is
used for comparison.

Mathematics We define Xi (where i ∈ N) for the ith toss of the coin or the
ith step of the moves, and

P{Xi = 1} = q P{Xi = −1} = p

where both p and q are non-negative real numbers and p + q = 1.
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We use Sm
n to denote the current position of the walker (when starting at

position m) after n time steps, so Sm
n = m +

∑n

i=0 Xi . Then the minimum
number of time steps the walker reaches 0 from m is defined below.

σ0(m) = min({n : N | Sm
n = 0})

So σ0(1) is the minimum number of time steps the walker reaches 0 from 1.
We omit the subscript 0 here for simplicity. What we are interested in is the
distribution in terms of σ(m) or the number of iterations in the PSRW program.

From m, to reach the position 0, the walker needs to reach m − 1 first, then
m − 2 etc. We note that Xi is independent and the distribution of the walker
reaching m − 1 from m is exactly the same as reaching 0 from 1. We can treat
σ(m) as the summation of m copies of σ(1). Therefore, σ(m) =

∑m

i=1 σ(1).
So our question is to find out the distribution in terms of the discrete random
variable σ(1): P{σ(1) = n}, denoted as ϕ(n). The probability generation func-
tion [59] of σ(1) is

Gσ(1)(z ) = E

(
zσ(1)

)
=

∞∑

n=0

P{σ(1) = n}zn =

∞∑

n=0

ϕ(n)zn (G1)

Then according to the theorem [59] that the generation function for the sum
of independent random variables is the product of those for each independent
random variable,

Gσ(m)(z ) = G∑
m
i=0

σ(1)(z ) =
(
Gσ(1)

)m
=

(
∞∑

n=0

ϕ(n)zn

)m

(Gm)

So our question now is to determine ϕ(n). First, we can get E(zσ(1)) by
solving an equation which is formed by conditioning the first move of the walker,
as described in [159]. The result is shown below.

Gσ(1)(z ) = E(zσ(1)) =
1−

√
1− 4pqz 2

2qz
(G1r)

The sum of probabilities is just the generation function when z = 1, so

Gσ(1)(1) =
1−√

1− 4pq

2q
=

{
p/q if p < q

1 if p ≥ q

SRW for m = 1 (that is, σ(1)) is AST only when p ≥ q . The Taylor expansion
of (G1r) gives the power series below.

1−
√
1− 4pqz 2

2qz
=

∞∑

n=1

(2n − 3)!!2n−1

n!
pnqn−1z 2n−1

where !! denotes the double factorial. Particularly, (−1)!! = 1. We use a(i) to
denote the coefficient in the power series for z i , and so

a(2n − 1) =
(2n − 3)!!2n−1

n!
pnqn−1
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We note that the corresponding a(2 ∗n) to z 2n is 0. Let i = 2n − 1, so n = i+1
2 .

a(i) =
(i − 2)!!2

i−1

2

( i+1
2 )!

p
i+1

2 q
i−1

2

We can rewrite this power series as follows using the Iverson bracket notation
defined in [183].

∞∑

n=1

a(2n − 1)z 2n−1 =

∞∑

n=0

[[n%2 = 1]]a(n)zn (G1pgf)

where [[n%2 = 1]] is 0 for all n that is even. According to (G1), now ϕ(n) =
[[n%2 = 1]]a(n). Now we expand the mth power in (Gm),

(
∞∑

n=0

ϕ(n)zn

)m

=

∞∑

n=0




µ(m,n)︷ ︸︸ ︷
n∑

i1=0

i1∑

i2=0

...

im−2∑

im−1=0︸ ︷︷ ︸
m−1

ϕ(n − i1)ϕ(i1 − i2) . . . ϕ(im−1)




zn

Finally, µ(m,n) above gives the probability of SRW reaching 0 after exact n
steps, when starting from m.

Probabilistic programming To reason about expected runtimes, as shown
in [183], an additional variable t of type natural numbers is introduced in PSRW
to count the iterations.

x := m; t := 0; while(x > 0){x := x − 1⊕p x := x + 1; t := t + 1} (TPSRW)

Unlike the other two verified loop examples (flip a coin and throw a pair of
dices) in [183] whose every experiment or iteration is independent of the previous
iterations, TPSRW’s each iteration is related to all previous iterations because
the value of x is updated in each step. For this reason, its loop invariant or the

fixed point does not share the same pattern: p
(n−1)
f ∗ ps where pf (or ps) is the

probability of non-termination (or termination) for each experiment.
However, we observe that µ(m,n) = p ∗µ(m−1,n−1)+q ∗µ(m+1,n−1),14

that is, the termination from m in n steps is only through two alternative ways:
move to the left (with probability p) and then terminate from m − 1 in n − 1
steps, or move to the right (with probability q) and then terminate from m + 1
in n − 1 steps. This observation helps us to define the fixed point of the loop.

Ht =̂[[¬ x > 0]] ∗ [[x ′ = x ]] ∗ [[t ′ = t ]] + [[x > 0]] ∗ [[x ′ = 0]]∗
(
[[t ′ − t ≥ x ]] ∗ [[((t ′ − t)− x )%2 = 0]] ∗ µ(x − 1, t ′ − t − 1) ∗ p+
[[t ′ − t ≥ x + 2]] ∗ [[((t ′ − t)− (x + 2))%2 = 0]] ∗ µ(x + 1, t ′ − t − 1) ∗ q

)

14 This equation equips us another way to calculate the distribution µ(m,n) of SRW
through recursive functions.
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which means if the initial value of x is not larger than 0, the loop behaves like
skip (unchanged variables). Otherwise, the loop terminates (that is, when the
final value of x is 0, x ′ = 0) through two possible initial steps: x decreased by
1 with probability p or increased by 1 with probability q , corresponding to two
operands of the addition in the parenthesis. In the first case, x is equal to 0 only
after more than x steps (t ′−t ≥ x ) and the number (t ′−t) of steps must be even
(or odd) if x is even (or odd), as encoded in ((t ′ − t)− x )%2 = 0. In the second
case, x is equal to 0 only after more than x + 2 steps (t ′ − t ≥ x + 2) because
the first step moves away from 0 and the number (t ′ − t) of steps must be even
(or odd) if x + 2 is even (or odd), as encoded in ((t ′ − t)− (x + 2))%2 = 0.

We have proved that Ht is a fixed point. And the proof is omitted here for
brevity. The proof, however, has not been mechanised in Isabelle/UTP. This is
part of the future work Ye and Woodcock are interested in.

As shown above, finding the distributions of probabilistic loops and proving
their semantics is non-trivial, even for this simple program—PSRW. In ProbU-
Rel, Ye et al. [183] developed a constructive semantics for probabilistic loops
using Kleene’s fixed-point theorem. This can be used to approximate semantics
for loops in practice based on iterations. We explain the algorithm as follows.

A loop characterisation function is defined below where P is the loop body.

F (b,P ,X ) =̂ if b then
(
P ;p X

)
else IIp

According to the theorems [183] about the least fixed point (lfp) and greatest
fixed point by construction, lfp and gfp can be constructed using the itera-
tion Fn (b,P ,⊥) from the bottom and the iteration Fn (b,P ,⊤) from the top
of the complete lattice. Additionally, Fn (b,P ,⊥) is an increasing chain and
Fn (b,P ,⊤) is an decreasing chain. The unique fixed point theorem shows that
if, for all states, the difference Fn (b,P ,⊤) − Fn (b,P ,⊥) between the two it-
erations tends to 0 when n approaches ∞, then the iterations coincide. Using
the iterations to determine lfp and gfp, in general, are not decidable because the
difference might never be 0 for any n (though its limit might be 0). However,
if we bound the difference as ε > 0, there always exists a n such that, for all
states, Fn (b,P ,⊤) − Fn (b,P ,⊥) < ε. Then Fn (b,P ,⊤) is an approximation
of lfp and Fn (b,P ,⊤) is an approximation of gfp though they bias. Then this
bounded approximation is decidable. For PSRW, the algorithm is shown below.

(1) choose a small ε, such as 1e − 9;

(2) compute a n such that the differences for all states are less than ε;

(3) compute F i (b,P ,⊥) for i from 0 to n; these are the termination probabilities
in terms of the number of steps (i), that is, the probability distribution of
PSRW up to n steps.

We note that in the approximated distribution, the probabilities for 0 to n
steps are exact and only the probabilities after n+1 are cut off (that is, all zero).

This approach could address the difficulty of finding and proving the distri-
bution in practice. We plan to also investigate this further in the future.
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5 Conclusions

In this chapter, we have taken a tour through the programming choices avail-
able across state- and process-based paradigms. Nondeterminism plays a funda-
mental role and traces its roots to the early theories of computation, where it
can be viewed as demonic or angelic. Semantically, the predicate transformer
view is perhaps simpler than the (multi)relational one, yet it’s pleasing that the
choices are duals in the respective lattices induced by refinement. The applica-
tions sketched in Sections 4.1 and 4.2 highlight the need for further work in this
area, not least the mechanisation of the theory [142] in Isabelle/UTP [46] and
the exploration of refinement laws. Extensions of that theory to calculi covering
time [21], perhaps via a relational account of tock -CSP [12], and other aspects
are also future work. A related question is whether Foster’s interaction trees [49]
could be extended to give an operational account to both choices, thus paving the
way for sound animation, an important bridge for engaging with practitioners.

Preferential choice forces us to step outside the realm of wp predicate trans-
formers, while having an elegant and easy to define model in prospective-value
(pv) expression transformers. The core logic of a theory of prospective values
that is able to account for both nondeterminism and nontermination requires
improper bunch theory (a self-flattening set theory with a ⊥ value for every
type) as an integral part, i.e., to model the outcome of computations. Prefer-
ential computations forfeit monotonicity, e.g., in the first operand of S ≫ T ,
but a restricted form of compositional refinement can be recovered via a Galois
connection between wp and pv computations. This enables us to safely replace
S ⊓ T in specification by S ≫ T in implementations, and thereby formally
justify the introduction of heuristics when exploring search spaces.

As hinted in Section 3.3, we managed to define and mechanise a suitable
model for preference and preferential computations in a wp calculus that builds
on top of a three-value logic—an instance of Gödel-Dummett logic—and man-
aged to verify the existence of the abovementioned Galois connection between
plain monotonic computations in wp semantics and preferential computations.
We expect this work to be published in the near future.

Probabilistic choice can be seen as a refinement of nondeterministic choice be-
cause it provides more specific information (probabilities) about how the choice
can be made. The semantics of probabilistic choice with the presence of nonde-
terministic choice are very different in the relational model and the predicate
transformer for imperative programs, and in process algebras. The review of
probabilistic choice in Section 3.4 and its application presented in Section 4.3
reveal the need for further work (1) in the extension of ProbURel to support
nondeterministic choice and concurrency, (2) in the practical tool support for
approximating probabilistic loops using ProbURel in addition to theorem prov-
ing for exact verification, and (3) in the extension of ITrees-based CSP and
Circus [49, 181] to support probabilistic choice for the sound animation of prob-
abilistic programs with nondeterministic choice resolved by priorities.

In summary, the type of programming choice that is most suitable very much
depends on our modelling needs. In some cases, several types of choices are even
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feasible to adopt: e.g., backtracking can be modelled by both demonic and angelic
choice, using eithermagic or abort as a special program to trigger backtracking.
The deeper connections between choices at a semantic level are a fascinating area
of fundamental research, and the combination of several notions of choice in a
single universal theory remains a key challenge for unification.

Acronyms

ACP Algebra of Communicating Processes
API Application Programming Interface
AST Almost Sure Termination
CCS Calculus of Communicating Systems
CPS Cyber-Physical System
CSP Communicating Sequential Processes
cwp Conjugate Weakest Precondition
FDC Free Distributive Completion
FMI Functional Mock-up Interface
FMU Functional Mock-up Unit
GCL Guarded Command Language
MA Master Algorithm
MDP Markov Decision Process
PPP Probabilistic Predicative Programming
ProbURel Probabilistic Unifying Relations
PV Prospective Value
RW Random Walk
(S)SRW (Symmetric) Simple Random Walk
SU Simulation Unit
UTP Unifying Theories of Programming
wp Weakest Precondition
wpe A wp theory but built on top of three-valued logic
WPE Weakest Pre-Expectation
ZFC Zermelo–Fraenkel set theory with axiom of choice
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