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Abstract

Artificial intelligence (AI) can be seen to be at an inflexion point in India, a country which is keen to adopt and exploit new 

technologies, but needs to carefully consider how they do this. AI is usually deployed with good intentions, to unlock value 

and create opportunities for the people; however it does not come without its challenges. There are a set of ethical–social 

issues associated with AI, which include concerns around privacy, data protection, job displacement, historical bias and 

discrimination. Through a series of focus groups with knowledgeable people embedded in India and its culture, this research 

explores the ethical–societal changes and challenges that India now faces. Further, it investigates whether the principles 

and practices of responsible research and innovation (RRI) might provide a framework to help identify and deal with these 

issues. The results show that the areas in which RRI could offer scope to improve this outlook include education, policy 

and governance, legislation and regulation, and innovation and industry practices. Some significant challenges described by 

participants included: the lack of awareness of AI by the public as well as policy makers; India’s access and implementation 

of Western datasets, resulting in a lack of diversity, exacerbation of existing power asymmetries, increase in social inequality 

and the creation of bias; the potential replacement of jobs by AI. One option was to look at a hybrid approach, a mix of AI 

and humans, with expansion and upskilling of the current workforce. In terms of strategy, there seems to be a gap between 

the rhetoric of the government and what is seen on the ground, and therefore going forward there needs to be a much greater 

engagement with a wider audience of stakeholders.

Keywords Responsible research and innovation · Responsible AI · India · Focus group · Governance · Ethics · Society

1 Introduction

India spans an area of 3,287,263 sq km in the South Asia 

region and has a current GDP of ca. US$3.39 trillion in 

2022 [1]. This is the world’s most populous country with 

a population of ca. 1.42 billion people [2]. India is ranked 

second in the world in terms of active Internet users. The 

Internet penetration rate in India went up to nearly 48.7% 

in 2022, from just about 4% in 2007. This suggests that 

almost half of the population had Internet access that year 

[3]. The emergence of a digital society has also led to a digi-

tal divide in India between urban and rural areas affecting 

digital education and economic opportunities [4]. In addi-

tion, it is understood that there is a divide between affluent 

cities and under-resourced urban areas. The digital divide 

mainly includes poor digital infrastructure in villages and 

under-resourced urban areas, limited access to digital facili-

ties, and poor socioeconomic conditions. Other studies have 

shown that there is an additional second-level digital divide 

(i.e. those individuals’ skills to use computers and the Inter-

net) between the disadvantaged caste groups and Others 

[5]. Despite the digital divide, India was ranked #32 in the 
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global index that shows which countries in the world are 

best placed to maximise the potential of AI in public service 

delivery. India has seen the development of a number of 

initiatives aimed at embedding AI use throughout all levels 

of government and society [6].

The impact of an emerging technology like artificial 

intelligence (AI) can be seen as ‘inevitable’ and is already 

being felt in numerous ways by citizens globally. According 

to the 2022 IBM Global AI adoption index, 57% of Indian 

organisations reported having deployed AI, and 27% as 

exploring AI [7]. Although AI is often deployed with the 

intention of improving access, quality and efficiency, risks 

and challenges of AI have also emerged across a number of 

different areas. Currently, AI is a technology that continues 

to advance rapidly and the discourse on AI ethics and its 

governance is also evolving. Globally, an ever increasing 

number of different sets of ‘AI ethics principles’ have been 

put forward by organisations, private sectors and various 

nation states [8, 9].

Governments globally, including India, have started to 

take a serious stance of incorporating principles and values 

around AI governance and ethics. Apart from the establish-

ment of principles, however, it is also necessary for India 

to frame a means of implementing the principles across the 

public sector, private sector and academia in a manner that 

balances innovation and governance of potential risks [10]. 

To note, the strategies which have been developed in India 

include the National Strategy on AI [11] and Responsible AI 

[10] (both these strategies are discussed below).

Much of the current discourse on AI in India is govern-

ment led, and predominantly economically focused, consid-

ering mainly the fiscal benefits that this technology offers 

India [12]. However, there is less discussion of the social and 

ethical issues generated by the development, deployment and 

adoption of AI in India presently [13]. These ethical–social 

issues include concerns around privacy, data protection, job 

displacement, historical bias and discrimination. The poten-

tial for even well-intentioned algorithmic systems to have 

disproportionate consequences on vulnerable and margin-

alised communities is also left unconsidered [14].

This research seeks to drive forward the debate on 

socially beneficial and ethically sound AI in India by con-

sidering the current social and ethical risks and challenges as 

considered by AI experts in India, and utilising a responsible 

research and innovation (RRI) framework to explore the pos-

sibilities for tackling these challenges.

By analysing the results of a number of focus groups on 

the topic of AI in India, this study aims to explore the unique 

social and ethical issues related to AI in the Indian context, 

and considers the possibilities for tackling these challenges 

through the lens of the RRI AREA framework. As such, 

this paper seeks to answer the following research questions:

1.1  What societal/ethical challenges related to AI 
does India face? Can RRI be used as a tool 
for identifying some of these possible societal/
ethical challenges?

This study is part of a series of global AI governance focus 

groups which aim to gather and analyse insights of how 

the challenges and opportunities of AI differ across dif-

ferent parts of the world. In particular, India, with its high 

level of regional influence, its fast-growing and large-scale 

AI industry, and the introduction of a number of ambi-

tious, cross-cutting government AI initiatives make it a 

key player in the growing global AI market [14].

This paper begins with an overview of the current state 

of AI in India, and the possibilities of RRI as a framework 

for considering social and ethical issues and challenges of 

AI in India. This provides a basis for the overview of the 

methodology of the focus groups. The following section 

reports the findings and insights gained from the focus 

groups in India. This is used in the discussion section to 

inform the discourse on current social and ethical issues 

of AI in India and examine how RRI can be used as a 

potential framework for analysing and addressing some of 

these challenges. The paper also offers an overview of the 

oft-cited case of the Indian COVID-19 app as an exemplar 

of the types of social and ethical concerns raised and offers 

comparisons between relevant literature and the findings 

of the focus groups. The conclusion highlights some of 

the limitations of this study and considers the next steps 

to further drive the debate on tackling social and ethical 

issues of AI in India today.

2  Responsible innovation in AI

2.1  Artificial intelligence (AI)

AI has received particular prominence, as the public inter-

est in the ethics of AI has grown from the mid-2010 s 

onwards [15]. AI may be seen as one of the most disruptive 

technologies of the twenty-first century, with the potential 

to transform every aspect of society [16]. While discussing 

the issue of ethics, the challenges of data privacy as well 

as exacerbations of bias and racial discrimination need 

to be acknowledged. The potential for even well-inten-

tioned algorithmic systems to have disproportionate con-

sequences on vulnerable and marginalised communities is 

also left unconsidered.

The term ‘AI’ is subject to a veritable plethora of inter-

pretations exhibiting a variety of granularity of considera-

tion, which range, for example, from Boden’s assertion 
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that AI is capable of making ‘computers do the sorts of 

things that minds can do’ [17] to Bostrom’s concept of 

a system which possess ‘common sense and an effective 

ability to learn, reason, and plan to meet complex informa-

tion-processing challenges across a wide range of natural 

and abstract domains’ [18]. Given this, we would like to 

offer some definitions in this area for the purpose of this 

paper.

• Algorithms are a set of ‘encoded procedures for trans-

forming input data into desired output, based on specific 

calculations’. Procedurally, algorithms run in a series of 

steps and do not require human oversight or intervention 

to run [19].

• AI refers to digital systems that demonstrate ‘intelligent’ 

behaviour. AI can be categorised into three main types: 

artificial superintelligence, which refers to a system that 

surpasses human intelligence, social skills and knowl-

edge across a broad range of areas1; artificial general 

intelligence, in which a system could exhibit intelligence 

equivalent to, or above, human intelligence; and narrow 

artificial intelligence, which refers to systems capable of 

demonstrating human-like intelligence, but only in nar-

row, specific domains (eg. ChatGPT) [18, 20, 21].

• Machine learning refers to the common (and, arguably, 

the most successful) subset of AI techniques used today, 

which uses recursive self-improvement to increase task 

performance over time, and has been available for a num-

ber of years, pre-dating the modern concept of AI [14].

• Data information, especially facts or numbers, collected 

to be examined and considered and used to help decision-

making, or information in an electronic form that can be 

stored and used by a computer.

2.2  Artificial intelligence (AI) and India

The development, adoption and promotion of AI have 

been on the list of priorities of the Indian Government, an 

approach that rests on the premise that AI has the poten-

tial to make lives easier and society more equal [14]. The 

government over the years has allocated substantial fund-

ing towards research, training and skilling in emerging 

technologies like AI [14, 22]. Furthermore, initiatives like 

Digital India are aimed at transforming India into a ‘digitally 

empowered society and knowledge economy’ [23]. This par-

ticular initiative attempts to provide a digital infrastructure 

as a core utility to every citizen, incorporating such digitisa-

tion in governance and ultimately leading to the empower-

ment of citizens [14]. The government has also begun to 

work towards ensuring that AI technology is made in India, 

and made to work for India as well, fitting squarely within its 

‘Make In India’ programme, an initiative to promote India 

as a global manufacturing hub.

Further initiatives such as the AI Task Force and 

the National Strategy for AI published in June 2018 

(#AIFORALL) developed by NITI Aayog (the policy think 

tank of the Government of India) was an aspirational step 

toward India’s AI strategy. It covered a host of AI-related 

issues including privacy, security, ethics, fairness, transpar-

ency and accountability. It also focused on reskilling as a 

response to the potential problem of job loss due the future 

large-scale adoption of AI in the job market. Over recent 

years, the growth in the research and innovation of technolo-

gies has increased, and India continues to be a key player 

globally. For example, the deployment of technologies such 

as AI in sectors such as health, agriculture, education, etc. 

[22] in India has only grown through the support of state 

governments, research institutions, leading applications from 

the private sector and a vibrant evolving AI startup ecosys-

tem [10]. The discourse on AI ethics and governance is also 

evolving. Globally, a number of different sets of ‘AI ethics 

principles’ have been put forward by multilateral organi-

sations, private sector entities and various nation states. 

However, it is also necessary for India to create frameworks 

that will implement the principles across the public sector, 

private sector and academia in a manner that balances the 

promotion of the benefits of AI, with mitigation of the risks 

specific to the Indian society. The call for Responsible AI 

indicates the establishment of broad ethical principles for 

design, development and deployment of AI, and hopefully 

these new ideas will gain currency in India’s policy making.

In 2021, UNESCO member countries adopted the first 

global agreement on the ethics of AI [24]. The objective of 

this work was to provide a universal framework of values, 

principles and actions to guide states in the formulation of 

their legislation, policies and other instruments regarding AI, 

in a manner consistent with international law [24]. This rec-

ommendation addresses ethical issues related to the domain 

of AI, the framework of interdependent values, principles 

and actions that can guide societies in dealing responsibly 

with the known and unknown impacts of AI technologies 

and offers them a basis to accept or reject AI technologies. In 

addition, it considers ethics as a dynamic basis for the nor-

mative evaluation and guidance of AI technologies, referring 

to human dignity, well-being and the prevention of harm as a 

compass and as rooted in the ethics of science and technol-

ogy [24]. This recommendation pays specific attention to the 

broader ethical implications of AI systems in relation to the 

central domains of UNESCO: Education, Science, Culture, 

and Communication and Information.

Although international discussions around AI, ethics 

and social safety seem to be currently premised on Western 

contexts, India needs to ensure that specific ethical issues 

1 However, it should be noted that the possibility that such a system 
could ever exist is highly contentious.
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that are pertinent to its society are identified and addressed 

appropriately. One suggested proposal is to use responsible 

research and innovation (RRI) as an analysis framework to 

address and mitigate some of these issues and challenges. 

Although RRI is a heavy topic of debate in Europe among 

the Science and Technology Studies academic community 

[25], it can be argued that incorporating RRI initiatives into 

a country like India, which is rich in cultural and economic 

diversity, can help to align science and society through 

engagement with stakeholders and practices. Given the 

structure of India as largely state driven in some capaci-

ties, it is important that any framework used to consider 

these challenges considers the multiplicity of contexts to 

be addressed: RRI, with its consideration for value align-

ment across differing European Nation, offers the scope to 

consider such a plurality of contexts within India. Promoting 

Responsible AI is also included within the Indian National 

Strategy for AI [22].

2.3  Responsible research and innovation (RRI)

This paper focuses on the AREA framework [26], AREA 

is an acronym for Anticipate (this gives the opportunity to 

address the possible implications of the proposed research), 

Reflect (reflection is an opportunity to think critically about 

current methodology and research practice), Engage (this 

steps enables the development and embeds a communica-

tion strategy for the research) and Act (this looks to develop 

a strategy on how to act upon the information arising from 

engaging with stakeholders). Essentially, these four pro-

cesses or steps help put research in the context of responsi-

ble innovation.

The concept of responsible research and innovation (RRI) 

rose to prominence in 2010, when Schomberg set a vision 

of this concept and how it could be embedded within policy 

narratives, taking a largely European policy perspective. 

The intention to align research and innovation with societal 

needs and preferences was at the forefront of this vision, 

and a broad framework was proposed for its implementation 

under research and innovation schemes around the world 

[27]. As an awareness of the potential challenges and issues 

created by newly developed or emerging technologies has 

grown (alongside an exponential increase in the number of 

new technologies developed), RRI has become an important 

framework for considering the implications of these tech-

nologies at an early stage in the development process [28]. 

Of the range of currently emerging technologies, artificial 

intelligence (AI) is often the most divisive in both considera-

tion of its nature and expectations for its impact on both the 

individual and society.

The emphasis and origin of RRI have largely been in the 

Global North, whereas reference to what RRI or RRI-like 

practices mean in the context of the Global South is limited 

[25]. For example, the cultural differences between Europe 

and India govern how they interact with other societies and 

how they engage with RRI research. Therefore, using RRI in 

India will need to be implemented in a way that is sensitive 

and can be useful and have a positive impact on its citizens.

2.4  RRI in India

The practice and implementation of RRI is still a develop-

ing concept in India and not part of the official discourse on 

science and technology, although many elements of RRI, 

including gender and science education, are present in vari-

ous policies and programmes in different forms in India. Lit-

erature suggests that science policy in India is primarily con-

cerned with science and technology for societal and national 

development [29]. Science policy has been sensitive to the 

changing dynamics in global S&T and to the need to harness 

emerging technologies. The RRI pillars of Ethics, Gender, 

Open Access, Science Education and Public Engagement, 

are present in the science policy in a variety of ways.2 In 

recent years, ethics in policy and practice has gained promi-

nence in life, bio-, and health sciences, and guidelines and 

rules have been updated, revised and rewritten, to make the 

most of the practices compatible with best practices from 

around the world [29]. Gender and participation by women 

has gained the attention of policy makers, scientific academ-

ics and academic institutions, resulting in specific policies 

and programmes, but the lack of a comprehensive frame-

work to tackle these issues coupled with institutional, social 

and cultural factors act as a barrier to improving equality 

in this area. Open aAccess as an initiative is supported by 

a wide range of policies and initiatives, but lacks uniform 

policies and principles, along with the failure of institutions 

to work together to connect silos and make open access more 

meaningful and truly accessible. Science education in the 

Indian context differs from the EC definition as outlined 

in RRI. Still, science education gets wide-ranging support 

in India from the government, although much remains to 

be done. Public engagement is not explicitly supported in 

policy in India and is often treated as an equivalent of sci-

ence communication. This is premised on the belief that 

there is a deficit in public understanding of science which 

should be addressed more by educating the people, com-

municating to them and enhancing their understanding and 

appreciation for science. Thus monologue is preferred over 

dialogue or engagement, although some initiatives have tried 

to reverse this [29].

The current attitudes around RRI in India require bridg-

ing the gap between normative acceptance and practice. 

India as a country is large and complex and relies on indi-

vidual state-driven government policies. RRI in theory and 

2 The terminology used may vary, but the principles are the same.
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practice can benefit from interaction with ideas and practices 

developed in India such as access, equity and inclusion, sci-

entific temper and scientific social responsibility. However, 

there are some limitations of adopting the RRI approach in 

a Global South context that need to be considered; for exam-

ple, RRI has been tested and implemented more in Europe 

than elsewhere. Therefore, for RRI to be relevant in India, 

the approach must be contextualised and that contextualisa-

tion has to be sensitive to issues in STI and the societal needs 

(Srinivas, 2022). Compared to Europe, the Global South, is 

less techno-economic and more community oriented [25]. 

Therefore for RRI policies to be widely accepted in India, 

there must be a dialogue between policy makers and the pub-

lic. The step to becoming more responsible must be initiated 

on two fronts: in government policies, and in the organisa-

tional framework and people’s mind set. It is important to 

understand the relevant characteristics of RRI and RRI-like 

practices according to the cultural and socio-political con-

text, and how social drivers and barriers stimulate and hinder 

RRI practice in India.

Although AI in India is often deployed with intentions 

of improving access, quality and higher efficiency, risks 

and challenges of leveraging AI have also emerged across 

a number of different areas. If these risks are not managed 

responsibly, it is likely to have a significant negative social 

and economic impact. One possibility of identifying and 

addressing these issues from the outset is using RRI as an 

analysis tool.

3  Focus group methodology

This research study was focused on the challenges of AI at 

the societal level. Therefore, to investigate these challenges 

clearly from the ground up, a focus group methodology was 

adopted. Focus groups are an ‘informal discussion among 

selected individuals about specific topics’ ([30], p. 73), 

designed to explore people’s ‘attitudes, opinions, knowledge 

or beliefs’ ([31], p. 185) and ‘enable the development of 

collective understandings of shared problems—and (often) 

solutions to these problems.’ ([31], p. 186).

As the research questions in this case move beyond the 

remit of simply the individual perspective, the deployment 

of the focus group in this case allows for the consideration 

of a socially constructed understanding of these issues high-

lighted by the interactions between participants. Given that 

the topic of AI is such a polarising one, giving participants 

the opportunity to engage with others to explore a range of 

collective responses to the research questions allows for an 

understanding as to how and why such perspectives develop 

[32]—not simply which views are most prevalent.

Whilst a focus group size usually consists of between 6 

and 12 participants, given the specific knowledge, expertise 

and experiences of the participants, it was deemed appropri-

ate to work with smaller focus group sizes of between three 

and five participants in an approach similar to Kruegar’s [33] 

‘mini’ focus groups [34–36]. This gave each participant the 

space (and/or time) to express their own, considered and rel-

atively expert view on the subject whilst also leaving room 

for discourse and debate between the participants.

Focus groups were conducted online via the Zoom meet-

ing platform. This decision was pragmatic, given the severity 

of travel restrictions enforced due to the COVID-19 pan-

demic at the time the focus groups took place.

3.1  Participants

Participants were recruited via a targeted email campaign 

and registered their interest in taking part in the focus 

groups via an Eventbrite registration web page, where they 

were also screened for suitability for the focus group. To 

ensure that the focus group participants had a suitable depth 

of knowledge for both the topic of the focus groups (AI) 

and the context in which the researchers were interested 

(the contemporary Indian context), eligible participants 

were required to meet the following criteria: over the age 

of 18 years; an AI professional or expert who has a con-

siderable degree of knowledge in this field; knowledgeable 

about the potential impacts of AI in the focus group country 

(India); and familiar with the current situation and context of 

the focus group country (e.g. a national that currently lives 

and works there, or has been away from the country for less 

than 5 years, or a non-national who has lived and worked 

there for at least the last 5 years). This ensured that the pos-

sibility of participants with only a minimal knowledge of the 

current state of the art in AI technology, as well as those that 

have an outdated and/or limited knowledge of AI develop-

ment, deployment and adoption of AI technologies in India 

specifically were screened out. This gave the research the 

best possible chance of reflecting current, timely, knowl-

edgeable and relevant views on the societal challenges of 

AI in India and the concomitant opportunities of RRI within 

this scope. All participants who were eligible according to 

these criteria were provided with detailed information about 

the focus groups and gave informed consent to participate.

Four focus groups were conducted between November 

2020 and February 2021.3 A total of 13 participants took 

part, with between 3 and 4 participants in each focus group. 

Participants were able to select which focus group they 

wished to participate in to allow the maximum number of 

participants to take part. This allowed for interactions to 

develop between a heterogenous group of participants in 

3 As this study was conducted prior to the launch of ChatGPT in 
November 2022, the study did not include reference to that and 
related large language models.
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each focus group, with the aim of encouraging diverse dia-

logues to develop what reflected the background and specific 

expertise of each participant.

Each focus group was facilitated by either one or two 

members of the AI Global Governance Research Group 

based at De Montfort University, UK, who are knowledge-

able in this area of research. Because a number of focus 

groups were conducted, the facilitators adopted a standard-

ised presentation to guide the focus group to ensure that each 

focus group was exposed to identical information about the 

study and the framing of the questions. This presentation 

included a recap of the information to participants provided 

at the point of registration, an explanation of the procedure 

of the focus group, data management (including the record-

ing process) and the questions that the focus group partici-

pants were asked. This reduced the risk of researcher bias 

and ensured that all participants were at roughly the same 

informational place from which to begin the focus group 

discourse.

After providing informed consent, all participants were 

provided with the link to attend the focus groups. Each focus 

group lasted between 43 and 80 min in duration, depending 

on the number of participants in the group and the inten-

sity of the dialogue, with a mean average focus group time 

of 57 min. The discussions were audio recorded and tran-

scribed verbatim. Prior to the commencement of the record-

ing, the participants were asked to introduce themselves, 

in order that the participants could get to know each other 

with the intention of facilitating discussion and avoiding the 

possibility of a sort of group interview, where each person 

simply provides their own opinion in relation to each ques-

tion, without interacting with the other participants or their 

answers, which would limit the usefulness of the focus group 

approach.

The facilitators adopted a semi-structured approach to the 

focus groups, with six pre-determined questions asked of the 

participants, with follow-up questions asked as and when the 

facilitator felt that more information could be pertinent and 

to encourage group discussion. All participants were encour-

aged to engage with each question, although a response to 

every question was not required from each participant.

The six pre-determined questions were developed by the 

researchers, which were designed to explore potential soci-

etal challenges and benefits of AI in the specific country. 

While many views on the nature of, as well as the devel-

opment, deployment and adoption of, AI technologies are 

polarised, it was not considered reflective of the range of 

views on this topic to focus the questions solely around the 

potential challenges; as such, questions on both the chal-

lenges and benefits of AI were included to encourage a plu-

rality of views to be expressed and considered and to stimu-

late debate across the breadth of this topic. The following 

questions were provided to all participants with the aim of 

generating a more holistic overview of the considerations 

of AI technology that examines not only the societal, but 

also the cultural and political conditions within which such 

considerations are necessarily situated:

1. What are the most important possibilities and concerns 

about the use of AI within the next 5–15 years in [the 

focus group] country?

2. In what ways are current social, cultural and political 

conditions in [the focus group] country likely to influ-

ence how AI is or will be used?

3. Who do you think will benefit most from AI in [the focus 

group] country, and who do you think will be disadvan-

taged and benefit the least? And why do you think these 

differences exist?

4. In which ways do you think that global inequalities will 

affect the adoption, development and regulation of AI in 

[the focus group] country?

5. In previous questions you identified a range of potential 

challenges and benefits for the use of AI in [the focus 

group] country. How can these challenges be addressed? 

How can benefits be assured?

6. What do you think will be the barriers to achieving the 

possible solutions discussed in the previous question?

The focus group manuscript was professionally tran-

scribed, and the transcripts analysed using NVivo Pro 12. 

A combined approach to coding was adopted, as it was 

anticipated that the global nature of the focus groups would 

require a more flexible approach. A preliminary round of 

data analysis was conducted by a core group of research-

ers on a sample of transcripts to determine an overarching 

framework for coding based on the key, identifiable, themes. 

This broad framework of thematic nodes and subnodes was 

designed to be added to and adapted as each additional focus 

group transcript was coded. The responses were considered 

within the context of an RRI framework—that is, the extent 

to which an RRI approach was potentially lacking in relation 

to identified challenges, and the extent to which there were 

possibilities to address these challenges through adopting 

an RRI approach.

3.2  Respondent demographic

To comply with our pseudonymisation policy, we needed to 

prepare the transcripts for the focus groups in the following 

way, please see Table 1 below which represents the code 

names given to participates. Person labels such as “speaker 

1”, “speaker 2”, “speaker 3”, etc. as well as participants’ 

names in the transcripts need to be replaced with standard-

ised code names.

The code names were constructed as follows:
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focus group number (e.g. FG3) + participant number 

(e.g. P1) + [abbreviations of person descriptors in the fol-

lowing order: type of organisation + disciplinary back-

ground (for PROs only) + gender].

3.3  For type of organisation

• Private sector/company (PS/C).

• Public research organisation (PRO) (e.g. universities and 

publicly funded research institutes).

• Governmental body (GB).

• Civil societal organisations (CSO).

3.4  Disciplinary background

• Formal sciences (FS) (e.g. maths, statistics and theoreti-

cal computer science).

• Technology and engineering (T&E) (all technical and 

engineering-related disciplines that work towards prac-

tical applications, including applied computer science).

• Natural sciences (NS) (e.g. physics, chemistry, life sci-

ences).

• Humanities and social sciences (H&SS) (including law 

and economics).

3.5  Gender

• Female (f)

• Male (m)

• Gender not disclosed (gnd)

4  Results

The nature of focus groups allows for discourse to occur 

between participants that can move in organic directions 

(even allowing for the performativity required by the arti-

ficial nature of focus groups themselves [37]). Therefore, 

the findings of the focus groups presented here reflect 

responses that have a clear relevance to the topics of soci-

etal challenges posed by AI in India and the possibilities 

for RRI to mitigate some of these challenges. This is in 

no way to suggest that participant responses on a broader 

range of topics do not hold intrinsic value—but simply that 

they are beyond the scope of this paper. Figure 1 repre-

sents the key concepts discussed by the participants.

4.1  Bias and privacy

Firstly, participants were asked about near term concerns 

[38] about AI, specifically in India. The focus groups 

described the following key concerns.

Firstly, ‘the biases that [AI] brings’. This is one issue that 

resonated with most participants, for example datasets are 

created in the West by ‘predominantly white, middle class 

Table 1  Respondent number and demographic of participants

Respondent number Demographic

R1 FG1_P2_[PRO-H&SS-f]

R2 FG1_P1_[PRO-H&SS-f]

R3 FG1_P3_[PRO-H&SS-m]

R4 FG4_P1_[PS/C-m]

R5 FG4_P2_[PRO-H&SS-f]

R6 FG2_P2_[PRO-FS-m]

R7 FG2_P1_[PRO-T&E-m]

R8 FG2_P3_[PRO-FS-m]

R9 FG3_P2_[PS/C-T&E-m]

R10 FG3_P1_[PRO-H&SS-f]

R11 FG3_P3_[PRO-T&E-m]

R12 FG4_P3_[PRO-T&E-m]

R13 FG3_P3_[PRO-H&SS-m]

Fig. 1  Key conceptual findings from the India focus group study
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males’ (R1) and then used by the diverse Indian popula-

tion. One such suggestion proposed by a participant was 

to have ‘a diverse workforce which can hopefully be one 

way of mitigating bias’. However it was highlighted that 

‘the concern is not just having representative stakeholders 

in the actual coding of design systems’ (R1), as there may be 

‘implicit bias that [the coders] just do not see.’ A significant 

cause of concern was around privacy during the launch of 

the COVID-19 app. The data of patients was being ‘hacked 

and leaked’ (R2), and the misuse of data concerns many 

sectors in India including healthcare, climate and educa-

tion. Another key issue is that India does not have a data 

protection bill nor does it have an adequate data privacy 

legal framework. Therefore, how data is generated, accessed, 

used and stored is not clear or transparent. Participants were 

not clear about ‘How are these decisions [are] being made?’ 

and ‘was it with the consent of the people?’ (R2). One par-

ticipant mentioned that the government is currently trying to 

‘apply India’s constitutional framework to emerging technol-

ogies and to AI as well’ (R3) which will hopefully address 

some of these issues.

Secondly, participants were asked to reflect how AI is or 

will be used in India given its current social, cultural and 

political condition. This question was approached in a num-

ber of ways by the focus group participants, although the 

political landscape featured as a primary source of discus-

sion, with participants highlighting political ‘misinforma-

tion’ (R4) campaigns and ongoing bureaucracy as factors 

affecting the development and use of AI in India. Partici-

pants also raised concerns about the lack of existing legis-

lation in India to protect the privacy of individuals within 

the context of AI, arguing that a lack of data protection law 

leaves individuals in India without a say in how and in what 

ways their data is used. External actors were also considered 

in the responses to this question, particularly Western ‘big 

tech’ companies, who were framed as exploiting legislative 

loopholes to gain access to large personal datasets irrespec-

tive of the people’s choice—furthermore, the exploitative 

nature of Western big tech companies in relation to India 

was specifically characterised as a colonisation of technol-

ogy, suggesting these practices are considered an embodi-

ment of a more systemic, unilateral and top-down approach 

to AI that fails to centre on the needs of Indian citizens.

4.2  Social inequality and power symmetries

In terms of thinking about the impact around the inequalities 

that AI brings to society, the general consensus of partici-

pants was that technologies, including AI, are essentially a 

reflection of existing power asymmetry in society. As it is a 

specific set of people, most of whom are privileged enough 

to have access to it, this also includes the people who are 

largely coding in India, i.e. ‘Mostly men from upper class 

backgrounds’ (R1). One participant went on to explain that 

‘if the policy is structured in a way that allows large technol-

ogy companies based in the US to get away with competi-

tion law violations, and to use the data of citizens without 

necessarily having an adequate framework for exploitation, 

then it can exacerbate existing power asymmetries’ (R1). 

The participant alluded to the viewpoint that ‘it was largely 

the private sector and the corporates that benefit, often at 

the expense of the individuals that are there’ (R1). It was 

felt that those who would benefit the most from AI are 

‘always’ the big tech companies who have access to more 

data, greater IP rights and have the potential to monopolise 

their market for greater profit. In another example, the topic 

of facial recognition technology came up with the example 

of the government using the technology to conduct a type 

of ‘unconstitutional surveillance’ (R1) before the pandemic. 

The participants mentioned that there is limited consulta-

tion with ‘diverse stakeholders who have come from diverse 

socio-economic backgrounds and have lived diverse reali-

ties’ (R2). These societies will be the most disadvantaged. 

Furthermore, the issue of employment and the replacement 

of jobs by automation and robotics was a significant one 

that resonated amongst the participants. Tto mitigate these 

risks, participants thought it is important to ensure there is 

an ‘upskill’ such that new job opportunities can be created 

and people are not easily replaced by AI methodologies. 

However, from the education perspective AI was largely 

seen as a benefit, such that students from the most rural 

parts of India can potentially have access to education and 

teaching, which may have not been possible otherwise. Par-

ticipants also alluded to benefits such as AI being used as a 

‘teaching assistant model that could be used for class man-

agement and creating a better attendance ecosystem.’ (R5) 

It was suggested that AI could help towards teaching and 

create more value for the students. Other sectors that par-

ticipants felt could benefit from AI are the manufacturing 

industry, finance, industrial Internet of things and healthcare.

Participants were then asked to consider the impact of 

globalisation on AI in India. Many of the responses to this 

question broadly considered aspects of technological coloni-

alism. In response to this question, a number of participants 

highlighted issues around language as a source of potential 

inequalities—specifically that the default language for AI 

systems (the majority of which are developed by Western 

tech companies) is English, and that most AI applications 

adopt an ‘English first’ approach. Given the diversity of lan-

guages and dialects spoken across India (anything from 22 

to 700), this status quo is considered to effectively exclude 

groups of potential users from accessing AI technologies 

based on a lack of English language skills. Furthermore, 

the influence of big Western tech companies was seen as 

shaping ‘technological […] [and] regulatory standards via 

an adherence to the existing regulations of the companies’ 
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base nation rather than developing or adopting technologi-

cal and regulatory standards more closely aligned with the 

Indian context. However, some participants more positively 

reflected on the role of Western big tech influencing AI in 

India, describing it as a system of ‘collaboration with the 

West’ whereby the investment of big Western tech com-

panies is seen as ‘capital […] finding its way into Indian 

markets’ (R6).

4.3  Mitigation strategies

To try and mitigate some of the challenges of certain dis-

crimination (in society), data privacy and freedom of speech, 

one approach mentioned was through regulation or tech-

nological solutions. Furthermore, raising ‘awareness of 

the developer/technologist’ and whether they understand 

the problems that might occur as a result of their innova-

tion. This relates to why the concept of ‘Responsible AI’ 

is important, as it could help with this context. It was also 

highlighted that having a ‘human in the loop’ (R2) would 

help to address some concerns around algorithmic transpar-

ency, such that there is not full reliance on the decision made 

by the algorithm. The idea of AI explainability is important, 

but for this to be effective there needs to be some level of 

competency (i.e. through education and training) to under-

stand and override these systems, if necessary. One response 

was that ‘trying to go for a hybrid approach in India rather 

than complete an AI approach’ (R7), would be beneficial. 

Overall participants suggested that having effective ethical 

governance of AI was important. India is the services super 

powerhouse of the world so the implementation of regula-

tion and the presence of an Ethics board would only help its 

economy and country flourish.

After asking about strategies to promote the benefits 

and address the risks of AI in India, participants were then 

asked if they were able to identify any barriers that might 

prevent or obstruct these strategies. Many of the answers 

to this question could be characterised as considering the 

exceptionally disruptive nature of AI as unique in creating 

barriers to solutions to the above mentioned challenges by 

the intrinsic speed of development and adoption of these sys-

tems—that there is nothing unique in and of the challenges 

posed by AI, beyond that the speed of development is at a 

‘much much faster pace […] than with other technologies 

earlier’. Therefore, there is little time to adequately react 

to challenges and implement solutions. Some responses to 

this question focused on a lack of suitably skilled workers 

[and corporations that employ such a necessarily high level 

of skill] that would be capable of dealing with some of the 

more intransigent technical problems outlined above, and 

the possible impact on confidence in AI systems based on 

this. From a more general requirement for reskilling work-

ers in relation to automation and job displacement, a lack 

of funding for upskilling and retraining workers was con-

sidered a barrier to maintaining high levels of employment 

in a post-AI, post-low-skilled environment. There was also 

a great deal of mistrust expressed in relation to there being 

adequate ‘political will’ to ensure that appropriate technical 

and regulatory safeguards are put in place to protect citi-

zens, with one participant expressing concern that the ‘mar-

ket standpoint’ (R2) would override any ‘moral standpoint’ 

in this respect. Beyond this, there were concerns that any 

regulation or standards put in place might not be followed 

or adhered to. In addition, the breakdown between knowl-

edge of AI systems and their areas of application was high-

lighted, for example where healthcare related AI systems 

are in place, a lack of knowledge about these systems on the 

part of healthcare workers and other relevant non-technical 

actors can act as a barrier to adoption—and in this specific 

case, a lack of knowledge on the part of the practitioner can 

dissuade patients from adopting or sharing data with such a 

system. From a more practical perspective, a lack of invest-

ment in the right infrastructure was seen as a key barrier to 

developing a budding startup ecosystem where access to the 

best resources is made available to both industry as well as 

research universities. Figure 2 below provides a summary 

of the ethical AI challenges identified by the participants.

5  Discussion

5.1  Embedding RRI into the research 
and innovation process in India (AREA)

The participants of the focus group have outlined a range 

of social and ethical issues related to AI that they see as 

impacting India specifically. RRI not only offers a frame-

work from which to identify and consider these challenges, 

but also offers scope to be utilised in the development of 

ways to address these challenges. Here, we will utilise the 

Anticipation, Reflection, Engagement, Action (AREA) 

framework to explore the ways in which RRI could be used 

to address the issues raised.

5.2  Anticipation

In the first instance, many of the focus group participants 

discussed the challenges of AI in India in terms of deficits; 

deficits in knowledge, funding, training and infrastructure. 

The lack of fundamental research and IT infrastructure sug-

gests that these are in need of improvement, together with 

available funding which is limited for AI researchers, either 

in educational institutes or startup companies. Addition-

ally, there is a lack of awareness of AI in general and the 

issues which can arise from the algorithmic system. This 

is a challenge among the public as well as policy makers, 
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with common misconceptions about the nature, potential 

and applicability of AI being seen as prevalent across both 

groups. If this lack of capacity, coupled with previous flaws 

in homegrown AI technology solutions, continues with-

out intervention, then technological colonialism is likely 

to result in India being exploited by large Western multi-

national corporations —in addition to being left behind in 

technical innovation and the inability to protect its citizens 

from exploitation.

Privacy and data protection, as well as associated data 

breaches came up in the focus groups a number of times. 

In particular the Indian COVID-19 app was used by over a 

third of participants as an exemplar of the impact of issues in 

this area. Similar issues were identified in applications used 

in other fields such as climate, water and education. One 

notable factor in discussions about privacy and data protec-

tion concerned the current lack of legislation in this area, 

with some participants suggesting that an Indian version of 

GDPR, to legislate for the protection of people's personal 

data, might go a long way to building trust in the processes 

around data collection, and sharing in the context of AI sys-

tems developed and deployed in India.

5.3  Reflection

One of the key issues identified in relation to the AI systems 

currently deployed in India is that it is significantly relying 

on datasets from other parts of the world (most commonly 

from the West). This results in India becoming a ‘test bed’ 

for AI rather than a developer (R2), and the (over) reliance 

on imported datasets is seen to be having a direct impact on 

the quality of outcomes seen in these systems in India. In 

particular, discriminatory outcomes are considered a com-

mon, negative side effect of systems being trained on a data-

set comprising non-local populations, and the lack of diver-

sity in datasets will have implications for India’s diverse 

society and exacerbate issues concerning bias in AI systems 

and racial discrimination, because the dataset is unlikley to 

be representative of the population in India.

Improving the quality of AI education with a focus on 

‘Responsible’ research, and upskilling the current AI work-

force were suggested as means to improving the quality, 

safety and security of AI systems developed under the home-

grown principle. However, this solution requires an extended 

time frame to see the benefits of improved education within 

the workforce and the knock-on impact on the quality of the 

systems being developed.

One of the most commonly identified ethical issues 

around AI was a lack of transparency; not only in terms of 

opacity in the manner the system operates or takes/makes 

decisions (commonly referred to as a ‘black box’ system), 

but also in terms of the impact that the system will have 

for the people of India. This was considered across two 

vectors: firstly, systems being deployed with no assess-

ment of the impact on citizens which was discussed pri-

marily in relation to automation and job displacement 

(which will also be discussed later in this section), and 

secondly, in terms of the risks posed by AI systems to 

Fig. 2  Overview of key AI chal-
lenges identified by focus group 
participants
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fundamental rights. In particular, in the latter case, politi-

cal autonomy and democratic rights were considered to 

be heavily impacted by opacity in relation to AI systems. 

Where AI systems have been deployed for political pur-

poses (for example, by the government), a great deal of 

suspicion was expressed regarding the possible benefits 

of the system for the citizens of India balanced against 

risks posed to democratic rights and freedoms. The gov-

ernment needs to collaborate with relevant stakeholders 

[39], such as AI practitioners and the public, to evolve 

standards and guidelines to ensure that AI technology 

remains socially beneficial while contributing to the eco-

nomic growth of the country [39].

Concerns about the impact of automation and job dis-

placement as a result of the deployment of AI technolo-

gies is a concern that features prominently in societies 

around the world [40, 41]. This is equally true in India, 

where the high proportion of un- and low skilled workers 

are considered to be at high risk of unemployment via 

automation. One participant mentioned ‘the inequality we 

have today in society would increase due to AI, and the 

whole income gap would increase due to the use of this 

technology if not done in a welfare state of mind’ (R9). In 

addition to this, India is felt to be particularly vulnerable 

to this in the shorter term, given a perception that India 

is being used as a ‘test bed’ for Western AI technologies 

that increase the likelihood of technologies leading to 

automation and job displacement being deployed at an 

early stage. Education is promoted as a key solution to 

the risks posed by AI in relation to automation and job 

displacement, with a need to upskill the workforce being 

seen as the most sustainable way to address this issue. 

However, systemic issues within the education system are 

seen as a barrier to successfully upskilling the workforce 

in a timely manner. The governance of India is largely 

state driven, and this devolvement of education policy and 

provision at the state level has created the perception of a 

‘postcode lottery’ in which the chance to upskill or retrain 

in the face of automation is accessible only to those in 

the states which have invested in developing such train-

ing programmes. With no provision at the national level, 

this could exacerbate inequalities between communities/

states within India. One of the possibilities mentioned to 

mitigate the risk of high rates of automation and result-

ant job losses is to focus primarily on ‘hybrid’ or human 

in the loop systems, where the AI system requires ongo-

ing human oversight in the course of its use. This would 

both ensure continued human oversight and that a propor-

tion of automated jobs could be absorbed back into the 

industry.

5.4  Engagement

Given the breadth and complexity of the challenges faced in 

developing and deploying trustworthy, responsible, and ethi-

cal AI in India, many focus group participants suggested that 

more budget needs to be spent on infrastructure as well as 

research and education to begin to address these challenges 

(R9). This suggests a need for Responsible Research & Inno-

vation in the educational sector which can address some of 

the challenges India faces, and going beyond this, there is a 

need for research to be conducted in a ‘responsible’ manner 

via ‘allocation of budget to the research and education’ sec-

tor (R10), and more broadly to address societal concerns, 

and a framework such as RRI can be used to tackle some of 

these challenges.

Given a number of high profile events that have high-

lighted some of the ethical issues associated with AI tech-

nologies, it is unsurprising that the focus groups identified 

a trend towards the public wanting, and to some extent, 

expecting, the development of more ethical AI technologies. 

However, the best approach to ensure this is hotly debated, 

with a number of approaches being mooted. Firstly, there is 

a call for AI for social good, to ensure that systems being 

developed should tackle some form of societal issue. Sec-

ondly, there is a need identified for robust AI governance 

in India, which is felt as lacking in part due to a level of 

suspicion of governmental practices in relation to bureau-

cracy and corruption. There is a ‘lack of privacy policies 

that would allow a more ethical way of sharing data’ (R11). 

There is a call for the creation of an independent AI ethics 

board to address concerns around the development, and use 

of AI in India by multinational corporations, homegrown 

industry developers and government developers.

Furthermore, it was suggested that the strategy document 

did not sufficiently explore societal, cultural and sectoral 

challenges to the adoption of AI. The reflections from the 

participants also suggested that the general public is calling 

for more ‘responsible’ AI as the consumer awareness of eth-

ics has increased. A more recent publication on Responsible 

AI (approach document for India) was published in February 

2021 [10]. This highlighted that there is a potential for large-

scale adoption of AI which can boost the country’s annual 

growth rate by 1.3% by 2035. The paper tries to establish 

broad ethics principles for design, development and deploy-

ment of AI in India and discussions have started on the plan 

to introduce ethics of AI in the mainstream university cur-

riculum to encourage the youth to explore responsible and 

unbiased AI systems in the near future. Other benefits which 

India is taking advantage of is that students in the most rural 

areas are now receiving education due to the availability 

of AI technology. This initiative allows for inclusivity and 

aims to reduce the amount of social inequality. India is 

becoming a ‘centre point of hub of AI adoption’ (R12) and 
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working with countries such as Israel and Africa in sharing 

data. Companies such as Microsoft also see the potential 

in India to be a key global player for tech innovation, for 

example ‘Microsoft for Startups’ is a new digital and inclu-

sive platform for startup companies in India, offering over 

US$300,000 worth of benefits and credits, giving startups 

free access to the technology, tools, and resources they need 

to build and run their business.

6  Conclusion and potential actions areas

A number of key themes and narratives emerged from these 

focus groups which highlighted the need for RRI practices to 

be incorporated across a number of vectors to support India 

in promoting the benefits and mitigating the risks of AI in 

such a diverse and unique society. The areas in which RRI 

could offer scope to improve this outlook include educa-

tion, policy and governance, legislation and regulation, and 

innovation and industry practices. RRI offers the scope to 

identify and consider these challenges, but also the AREA 

framework can be used to support the development of ways 

to address these challenges. In this paper we adopted the 

Anticipation, Reflection, Engagement, Action (AREA) 

framework to explore the ways in which RRI could be used 

to address the social and ethical issues and challenges raised 

by the focus group participants.

Some significant challenges described by participants 

included the lack of awareness of AI from the public as 

well as policy makers. India’s access and implementation 

of Western datasets can result in; a lack of diversity, exac-

erbation of existing power asymmetries, increase in social 

inequality and the creation of bias. The potential replace-

ment of jobs by AI was also a concern, and participants 

explained that they would not be in favour of complete auto-

mation, but a hybrid approach with expanding and upskill of 

the current workforce.

The case of the COVID-19 app was extolled as a prime 

example of a home grown application that (at the time) 

lacked transparency and explainability, and this impacted the 

trustworthiness of the system. The app has been criticised in 

literature and by a third of the total participants. The pres-

ence of privacy and data breaches suggests that India would 

benefit from more investment into education relating to the 

safety and trustworthiness of AI systems and the underpin-

ning infrastructures. This is a key reason why specifically 

including an RRI dimension in education is important to 

ensure the next generation of developers have the aware-

ness and ability to engage with these issues and their likely 

impacts.

The participants also alluded to strategies developed 

by the government around Responsible AI and the crea-

tion of an AI task force. Respondents recognised that India 

was trying to collaborate with big technology firms, such 

as Microsoft, in partnering with India startup companies, 

to try to foster positive AI impact through the inclusion of 

experienced innovators. Furthermore there has been a push 

from the Indian Government for AI to be ‘made’ in India, 

which requires an understanding of both the technical and 

the social and ethical dimensions of the technology to be 

successful.

Other aspirations and recommendations from the focus 

group participants included; better collaboration amongst 

researchers, tech companies, and government; greater invest-

ment towards IT infrastructure that would harness ‘Respon-

sible’ research; and the need for the implementation of an 

ethics board to ensure effective governance of AI technolo-

gies moving forward.

As we conclude this paper, we would like to highlight 

some comparisons between literature and the participant 

perspectives. For example, AI task force and National strat-

egy for AI suggest that both government and public are 

showing awareness for ethics. This was also reflected in the 

focus groups where participants suggested an ethics board to 

effectively govern AI technologies. Although the Indian gov-

ernment has a series of initiatives and set aside funding to 

increase the digital infrastructure in India. Some participants 

aired that IT infrastructure still needs to be improved and 

there needs to be ‘better collaboration,’ as current initiatives 

seem to be carried out in a top-down approach. One way to 

enhance collaboration is via stakeholder engagement and 

consultation with the public and civil society organisations. 

Again, using RRI as a framework could provide the tools to 

address some of these issues addressed here. Furthermore, 

despite the government’s ‘Make In India’ programme, par-

ticipants still felt that India is used as a ‘test bed’ for AI from 

the West. For this shift to occur the discourse of Respon-

sible AI and ethics would need to be embedded into the 

educational system and digital culture of India. As literature 

suggests RRI is still an evolving concept in India, and this 

was not mentioned specifically by any participant during 

the focus groups.

One of key points from the literature is that government 

initiatives are fiscally-led, i.e. the funding is generally aimed 

at the technology industry for incentives of innovation and 

economic development. However, the focus group partici-

pants offer a very different perspective on the impact of these 

initiatives on the ground, with a lack of investment and infra-

structure being seen as continuing barriers to the develop-

ment of a Responsible AI ecosystem in India that will benefit 

the citizens. Understanding the disconnect between policy 

and the public’s experience of the AI ecosystem will be vital 

in ensuring that future initiatives are able to bring the public 

on board—a greater drive for stakeholder engagement will 

be essential in shifting this paradigm in a mutually benefi-

cial direction. Given that there is demonstrable awareness 
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of current AI strategies within the focus group participants, 

there is a clear opportunity to move beyond the ‘top-down’ 

model of policy development and engage stakeholders across 

the country in consulting on future strategic directions for 

the AI industry that align with the needs and expectations of 

the public as well as industry and government.

Given that this research highlights a dislocation between 

policy and the perceived social and ethical issues around 

AI in India today. This also highlights the opportunities to 

engage with a broad array of stakeholders to develop AI 

systems and grow an AI industry that is beneficial to all. 

The findings of this research is likely to be of interest to 

policymakers, those developing AI technology in India, and 

academics working in the broad areas of AI and AI ethics 

in India.

6.1  Limitations of this study and future directions

Given that a mini focus group approach was adopted for this 

research, the inherent issues of a small sample size are rel-

evant to this research and as such the views expressed do not 

necessarily represent the whole Indian population. Future 

research could seek to expand on this by utilising a larger 

sample. This is also true of the choice to focus this research 

on a sample with existing knowledge and experience of AI 

and its associated issues. Whilst this approach has allowed 

for the development of a broad overview of current social 

and ethical issues of AI in India, this does offer primacy to 

academic and industry schools of thought. Future studies 

could consider a wider range of stakeholders to ensure a plu-

rality of experiences and views are represented. Finally, the 

employment of a voluntary sampling process means that the 

sample used in this study is skewed towards those already 

knowledgeable and interested in the topic of social and ethi-

cal issues related to AI. A more robust sampling method 

could be used in any follow-up research to ensure a broad 

spectrum of views are reflected in the results.
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