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Abstract: This paper addresses the inherent limitations in traditional color modeling techniques

for measuring the flame equivalence ratio (Φ), particularly focusing on the subjectivity involved in

threshold settings and the challenges posed by uneven 2D color distribution. To overcome these

issues, this study introduces an attention-based convolutional neural network (ACN) model, a

novel approach that transcends the conventional reliance on B/G color features (Tf). The ACN

model leverages adaptive feature extraction, augmented by a spatial attention mechanism, to more

effectively analyze flame images. By amplifying key features, autonomously minimizing background

noise, and standardizing variations in color distribution, the ACN model in this experiment achieved

a prediction accuracy of 99%, with a 76% reduction in error rate compared to the original model,

significantly improving the accuracy and objectivity of flame Φ measurement. This method marks a

substantial development in the precision and reliability of flame analysis.

Keywords: equivalence ratio; color modeling; convolutional neural network; spatial attention mechanism

1. Introduction

Accurate measurement of the equivalence ratio (Φ) in hydrocarbon flame combustion
is essential for optimizing fuel conversion efficiency, reducing pollutant emissions, mini-
mizing heat loss, and ensuring flame stability [1]. Specific radicals, such as hydroxyl (OH),
methylidyne (CH), and dicarbon (C2), emit chemiluminescence at different wavelengths
(308 nm, 430 nm, and 516.5 nm, respectively) during their transition from excited to ground
states. Analyzing this chemiluminescence within a flame’s reaction zone facilitates a precise
assessment of combustion characteristics, including stoichiometry and heat release [2,3].
The calibration of the chemical Φ using these chemiluminescence ratios mitigates signal
variances caused by factors such as mass flow rate, optical depth, and obstructions in the
optical path, thereby enhancing the reliability of combustion analysis [4].

The spectroscopic analysis of combustion flames, noted for its high resolution and
quantitative methodology, plays a crucial role in this context. Clark’s research demonstrated
that C2*/CH* ratio serves as an effective indicator of flame characteristics under specific
conditions, with equivalence ratios varying from 0.6 to 1.5 [4]. Additionally, Haber’s
study supported the reliability of CH*/C2* chemiluminescence ratios under comparable
conditions [5].

The integration of a spectrometer with a grayscale digital camera for the purpose of
capturing images of free radical chemiluminescence has emerged as a crucial tool in the
analysis of 2D combustion processes. Kojima et al. [6,7] employed a Cassegrain mirror
system in conjunction with a spectrometer imaging setup to detect chemiluminescence in
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laminar pre-mixed methane/air flames, recording OH*/CH* ratios that varied from 0.9
to 1.5.

The introduction of color charge-coupled device (CCD) digital cameras has markedly
enhanced the study of combustion processes by enabling the analysis of color features (Tf)
in 2D flame images. In accordance with Maxwell’s trichromatic principle, these cameras
capture three broadband spectral bands, which facilitate real-time measurements of free
radical chemiluminescence [8]. Huang and Zhang [9,10] demonstrated the accurate repre-
sentation of CH* and C2* chemiluminescence through blue (B) and green (G) emissions
within red–green–blue (RGB) color space. However, the physical conversion relationship
between the intensities of the digital color channels (IB and IG) and the chemiluminescence
emissions (CH* and C2*) remains inadequately understood. Yang and Ma employed op-
tical correction and mathematical methodologies to establish the conversion relationship
between the average intensity ratios of B and G channels and the chemiluminescence of
CH* and C2* [11].

In images of premixed hydrocarbon flames captured by CCD cameras, a dual flame
structure is evident, consisting of an inner flame that burns in a highly premixed mode and
an outer flame that consumes incompletely burned intermediates [12]. The digital flame
color discrimination (DFCD) technique, which was developed to minimize the impact of
the external flame on image analysis, effectively reduces the impact of diffuse flames in RGB
channels through H-channel threshold segmentation [13,14]. However, the effectiveness
of this method in accurately measuring Φ is constrained by its dependence on subjective
judgment for threshold adjustments.

Furthermore, the heterogeneous distribution of intermediates in alkane flames leads to
nonuniform representations of R, G, and B colors in images captured by CCD cameras [12].
This phenomenon, referred to as the ‘color thickness effect’, results in darker edge colors in
comparison to the interior regions, thereby reflecting the integrated spectral response from
various radicals. Conventional color modeling techniques, which primarily concentrate
on individual Tf such as the blue-to-green (B/G) ratio, may overlook these subtleties,
potentially compromising the accuracy of Φ measurements [15].

Deep learning has become increasingly prevalent in the field of combustion diagnos-
tics due to its capacity to adaptively learn multi-dimensional features [16]. Han et al. [17,18]
proposed the use of neural networks and semi-supervised models that leverage deep
learning techniques for the processing of flame images and the detection of steady states in
combustion processes. Similarly, other researchers have employed deep learning method-
ologies to analyze flame images, thereby developing soft models for various measurements
related to combustion [19–21].

This study presents an attention-based convolutional neural network (ACN) model
designed for predicting Φ in methane combustion flames. This deep learning methodol-
ogy surpasses conventional color modeling techniques by eliminating the need for prior
knowledge in feature extraction and exhibiting improved generalization capabilities for pre-
viously unencountered combustion states [22,23]. The efficacy of deep learning is attributed
to its ability to extract essential features directly from data through a generalized learning
process. During the supervised fine-tuning phase, regression models are developed to
elucidate the nonlinear relationships between the extracted features and Φ, representing a
significant development in the field of combustion analysis.

2. Materials and Methods

2.1. Experimental Setup

The experimental setup (Figure 1) comprised a variety of essential equipment neces-
sary for conducting comprehensive combustion studies. This equipment included methane
gas cylinders, air compressors, manometers, flow meters, a premix tube, burners, a Photron
SA-4 high-speed color CMOS camera, personal computers, and a gas tube. A key compo-
nent of this configuration was the computer-operated flowmeter, which played a crucial
role in accurately regulating the flow rates of fuel gas and air, thereby achieving the desired
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Φ for the mixture. Following meticulous calibration, the premixed mixture was subse-
quently introduced into the main lamp burner through a precisely selected nozzle with a
diameter of 10 mm, which was critical for establishing optimal combustion conditions for
the study.

Φ

tt

Φ

ff Φ

Φ

ff

Figure 1. Schematic of experimental setup.

To capture images of the flames, a Photron FASTCAM SA4 high-speed color CMOS
camera (Saugus, MA, USA) equipped with cooling devices was employed to prevent
damage from elevated temperatures. The camera transmitted the captured signals to a
computer through an IEEE-1394a interface. Each image, characterized by a resolution of
1280 × 720 pixels and a color depth of 24 bits, was collected at a rate of one frame per
second. This meticulous data collection process facilitated a comprehensive and systematic
analysis of the combustion phenomena.

A total of 10 sets of images depicting methane flame combustion were compiled, with
Φ ranging from 0.73 to 1.47. Each set comprised 100 images captured using a digital color
camera, which were subsequently cropped and resized to dimensions of 256 × 256 pixels.
Figure 2 presents a selection of these images, effectively illustrating the variation in Φ.

Φ
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Φ
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Figure 2. Methane flames with Φ ranging from 0.73 to 1.4.

2.2. ACN

2.2.1. Overall Network Structure of ACN

Deep learning algorithms serve as a fundamental component in the domain of com-
puter vision, exhibiting remarkable effectiveness in image processing and analysis. These
advanced algorithms are proficient in autonomously learning and representing a diverse ar-
ray of features, which allows them to competently execute tasks such as denoising, feature
extraction (e.g., color, geometry, and texture), and the management of multi-dimensional
information. Their robust capabilities make these algorithms particularly effective for tasks
necessitating extensive image processing and regression prediction.

The ACN model constitutes a notable development in the field of computer vision.
This model adeptly leverages the correlation between flame imagery and Φ. In Figure 2,
the model illustrates the color transition observed in flames, which progresses from B/G
and ultimately to a reddish-yellow hue at elevated levels of Φ. This color variation, in
conjunction with the flame’s tapered morphology and the pronounced stratification in
brightness at its periphery, serves as a critical visual indicator for comprehensive analysis.
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In Figure 3, the ACN model is organized into six stages: convolution (Conv2D),
activation, max pooling (Maxpool2D), spatial attention mechanism, flattening, and dense
layers. Each stage plays a crucial role in modifying the dimensions of the tensors involved
in the process. The model employs mean absolute error (MAE) as its loss function and is
optimized using the Adam algorithm with a batch size of 32.

ff

Φ

Φ

tt tt

tt

Figure 3. Structure of ACN model from input to output layers.

The overall network structure of the ACN model is structured into three primary
layers: the input layer, the hidden layer, and the output layer. The input layer is specifically
designed to adapt dynamically to the structural requirements of the network. It processes
RGB images with three channels, preserving their original dimensions of 256 × 256 pixels.
Within the input layer, each image is represented as a 3D array (256 × 256 × 3), correspond-
ing to the R, G, and B channels.

The hidden layer, which comprises steps 2 to 4 of the model’s operation, incorporates
two critical components: a convolution pooling layer (CP128) and a spatial attention mech-
anism layer (ATT). Ultimately, the output layer, consisting of steps 5 and 6, is structured as
a fully connected layer.

2.2.2. CP128 Layer: Feature Detection and Refinement

CP128 serves as a critical element within the hidden layer of the ACN model, tasked
with the processing of RGB color flame images (Figure 4).

CP128 incorporates Conv2D, activation, and MaxPool2D operations, as delineated in
Equations (1a)–(1c). The initial phase of this process involves a 3 × 3 convolution operation,
with the kernel parameters established through model back-training. This phase is essential
for the detection of various features, including color, edges, textures, and shapes within
RGB images. During the convolution process, a cross-correlation function, as described in
Equation (1a), is utilized. This function combines the pixel values of the convolution kernel
matrix K with those of the input matrix I, resulting in the output matrix O.

O(i, j) = (K ∗ I)(i, j) = ∑
m

∑
n

I(i + m, j + n)K(m, n) (1a)

f (x) =

{

x, x ≥ 0
0, x < 0

= max(0, x) (1b)

yij =
max

(m,n)∈PI J
xmn (1c)

Following the convolutional operation, the CP128 layer implements a rectified linear
unit (ReLU) activation function, as indicated in Equation (1b). This function serves to
preserve positive values while eliminating negative ones, thereby addressing the vanishing
gradient problem and facilitating faster convergence. Subsequently, a 2 × 2 pooling kernel is
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employed during the maximum pooling phase (Equation (1c)) to selectively filter essential
data, thereby enhancing analytical capabilities and reducing the risk of overfitting. The
CP128 layer, which utilizes 128 convolutional kernels, generates a tensor of dimensions
127 × 127 × 128, thereby significantly improving the model’s feature extraction efficiency.

𝑂(𝑖, 𝑗) = (𝐾 ∗ 𝐼)(𝑖, 𝑗) = ෍ ෍ 𝐼(𝑖 ൅ 𝑚, 𝑗 ൅ 𝑛)𝐾(𝑚, 𝑛)    ௡௠                         𝑓(𝑥) = ቄ𝑥, 𝑥 ൒ 00, 𝑥 ൏ 0  = 𝑚𝑎𝑥(0, 𝑥)
 𝑦௜௝ = 𝑥௠௡(௠,௡)∈௉಺಻௠௔௫

tt

ffi

tt

ff ff
ff

Figure 4. Schematic of Conv2D, activation, and Maxpool2D processes.

2.2.3. ATT: Focusing on Flame Features

Figure 5 presents ATT, an essential element of the hidden layer that processes multiple
tensors (Table 1). ATT functions in two primary phases. In the first phase, it applies a
nonlinear transformation using the hyperbolic tangent function (tanh) to the input tensors
(CP128 output tensors), resulting in the generation of the first attention score tensor, referred
to as Score1. Simultaneously, these input tensors are subjected to additional processing to
create a ‘Diff’ tensor, which captures the absolute differences between each tensor element
and the mean value of its corresponding row. Subsequently, the ‘Diff’ tensor is processed
through a similar nonlinear transformation to produce Score2, the second component of
the attention score matrix.

Table 1. Tensor and dimension in spatial attention mechanism.

Tensor Dimension

Inputs (127, 127, 128)
Mean (127, 1, 128)
Diff (127, 127, 128)
W0, W1 (128, 32)
B0, B1 (127, 127, 32)
Score1, Score2 (127, 127, 32)
V (32, 1)
Weight (127, 127, 1)
Mask (127, 127, 1)
Output (127, 127, 1)
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𝐶 = 𝐴 ∗ 𝐵, 𝐶௜௝ = ෍ 𝑎௜௞𝑏௞௝௣
௞ୀଵ𝐶 = 𝐴 ൉  𝐵, 𝐶௜௝ = 𝑎௜௝𝑏௜௝

𝑓(𝑥) = tanh(𝑥) = 𝑒௫ − 𝑒ି௫𝑒௫ ൅ 𝑒ି௫
𝑆௫೔ = 𝑒௫೔∑ 𝑒௫ೕே௝ୀଵ

Figure 5. Flowchart of spatial attention mechanism.

The integration of Score1 and Score2, facilitated by softmax normalization, results
in the formation of a weight tensor. This tensor is subsequently merged with the image
mask tensor, producing the final output tensor. Importantly, each pixel in the mask tensor
corresponds to the maximum value derived from the output tensor of the preceding layer,
computed on a per-pixel basis within the depth dimension. This integration is essential
for enhancing significant features in flame images while minimizing background noise,
thereby substantially improving the performance of the neural network.

C = A ∗ B, Cij =
p

∑
k=1

aikbkj (2a)

C = A · B, Cij = aijbij (2b)

f (x) = tanh(x) =
ex − e−x

ex + e−x
(2c)

Sxi
=

exi

∑
N
j=1 exj

(2d)

ATT incorporates various mathematical operations. Equations (2a) and (2b) involve
tensors A, B, and C for specific tensor calculations. Subsequently, Equations (2c) and (2d)
apply the tanh activation function and softmax normalization function to the point values
x of the tensor elements.

The tanh function is essential in ATT due to its function in nonlinearly scaling input
data within a range of −1 to 1, which effectively normalizes the data around a mean of zero.
This normalization process is crucial for enhancing the stability and learning efficiency
of the model. Simultaneously, softmax function converts attention scores into probability
distributions, thereby emphasizing critical information while reducing background noise.
The integration of these mechanisms substantially improves the model’s ability to analyze
complex data patterns with increased accuracy and efficiency.

Additionally, the implementation of adaptive training within this layer, which en-
compasses the parameters W0, W1, B0, B1, and V, is essential for enhancing the model’s
focus and improving its overall performance. Utilizing a back-propagation algorithm, this
adaptive training methodology modifies these parameters in reaction to output errors,
thereby optimizing the accuracy and efficiency of the neural network.
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2.2.4. Output Layer: Feature Transformation and Predictive Φ

Figure 6 illustrates the critical functions performed within the output layer of the
network. The flatten operation plays a pivotal role in converting the feature tensor output
from ATT into a 1D vector. This transformation is essential for efficiently organizing the
features for the dense layer, thereby simplifying the data while preserving significant
spatial structures.

− ff
ffi

tt

tt ffi

ffi

Φ

tt
ffi

tt

ff
Φ

Φ

ff

Figure 6. Schematic of output layer with flatten and dense operations.

The dense layer, as illustrated in the diagram of the output layer, comprises a network
of interconnected neurons, with each neuron connected to all neurons in the preceding
layer. This structure enables thorough feature analysis and integration, thereby facilitating
the generation of accurate predictions based on a comprehensive understanding of the data.
The primary function of the dense layer within the output layer involves the utilization
of weight parameters and a bias term to effectively process and interpret these features,
which is essential for producing accurate and precise measurements of Φ.

2.3. Traditional Color Modeling

2.3.1. Analysis of Flame Image Structure

The analysis of the flame image, characterized by a Φ value of 1.47 (Figure 7) reveals
three regions: the external radiation region, the contour edge region, and the internal
combustion region. The external radiation region is marked by a broad spectrum of reddish-
yellow hues. In contrast, the central target, or internal combustion area, predominantly
displays a B/G hue. However, B/G hue observed in the central area of the flame is not
uniform; it is impacted by the uneven distribution of reaction intermediates and the effects
of spatial spectral integration. Additionally, the contour edges of the flame exhibit increased
brightness, a result of spatial spectral integration, which stands in contrast to the internal
combustion area. This variation underscores the complex interaction of color within the
flame’s structure.

ff Φ

Φ

𝐻௜௝ = ൜ 1, ℎ௟௢௪ ൑ ℎ௜௝ ൑ ℎ௨௣0, ℎ௜௝ ൏ ℎ௟௢௪; ℎ௜௝ ൑ ℎ௨௣ 
𝐵 = 𝐻 ∗ 𝑏 ; 𝐺 = 𝐻 ∗ 𝑔 

𝑇௙ = ∑ ∑ 𝐵௜௝௡௝ୀଵ௠௜ୀଵ∑ ∑ 𝐺௜௝௡௝ୀଵ௠௜ୀଵ  
𝛷 = 𝑎𝑇௙ଷ ൅ 𝑏𝑇௙ଶ  ൅ 𝑐𝑇௙  ൅ 𝑑

ffi
ff

ff

Φ

Figure 7. Schematic of background radiation and marginal internal differences in a flame with an Φ

of 1.4.
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2.3.2. Modulation of H Threshold in DFCD

The conventional color modeling process encompasses multiple stages to extract
Tf from the original image (Figure 8). The procedure initiates with Gaussian filtering,
which is designed to mitigate random noise, thereby enhancing the precision of feature
extraction. Subsequently, the DFCD method is employed to delineate the internal flame
region by eliminating external flames. The following step entails the computation of Tf

as the mean ratios of the B and G channels. This calculation is essential for establishing a
correlation between Tf and Φ through cubic regression analysis, thereby optimizing the Tf

extraction process.

Hij =

{

1, hlow ≤ hij ≤ hup

0, hij < hlow; hij ≤ hup
(3a)

B = H ∗ b ; G = H ∗ g (3b)

Tf =
∑

m
i=1 ∑

n
j=1 Bij

∑
m
i=1 ∑

n
j=1 Gij

(3c)

Φ = aT3
f + bT2

f + cTf + d (3d)

The DFCD method, which is designed to enhance sensitivity, encounters difficulties in
effectively mitigating flame background interference. This method encompasses specific
color segmentation procedures, as delineated in Equations (3a)–(3d). Notably, Equation (3a)
emphasizes the subjective aspect of adjusting the upper and lower thresholds of the H com-
ponent within the H layer. Figure 9 demonstrates the implications of these adjustments on
background radiation. Altering the upper limit to values such as 0.53, 0.60, and 0.67 yields
different results. An excessively low upper limit results in the loss of the target flame image
(Figure 9a), while an excessively high upper limit fails to adequately eliminate background
radiation (Figure 9c). Consequently, it is imperative to tailor the upper and lower limit
parameters for each set of Φ images, taking into account their different characteristics.

ff

ffi
Φ

Φ

tt
tt

Figure 8. Flowchart of Tf extraction using color modeling method.

ff

ffi
Φ

Φ

tt
tt

Figure 9. Segmented flame images with different H thresholds. (a) H threshold 0.49 to 0.53; (b) H

threshold 0.49 to 0.6; (c) H threshold 0.49 to 0.67.

3. Results

3.1. Simulation Curve of Traditional Color Modeling

The efficacy of the DFCD method in eliminating background radiation from the outer
flame at various values of Φ is well documented. A comparison between the original image
and the image subsequent to the removal of background radiation is presented in Figure 10.
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ff

ffi
Φ

Φ

tt
tt

Figure 10. Comparison of flame images before and after DFCD processing. (a) Original flame images;

(b) DFCD processed flame images.

Figure 11 depicts the variations in B/G ratios obtained from flames in relation to
Φ, both prior to and following the application of DFCD treatment. Before the treatment,
the B/G values display a disordered pattern. However, subsequent to the treatment,
they demonstrate a closer alignment with the cubic regression fitting curve. Despite
this enhancement, significant discrepancies remain evident, particularly during the rich
combustion phase.

 

Φ

tt Φ
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Φ
tt

Φ
ffi

𝑅ଶ = 1 − ∑ (𝑦௜ − 𝑦పෝ)ଶே௜ୀଵ∑ (𝑦௜ − 𝑦ത)ଶே௜ୀଵ   
𝑀𝐴𝐸 = ∑ |𝑦௜ − 𝑦పෝ|ே௜ୀଵ 𝑁  
𝑆௫ଶ = ∑ (𝑥௜ − 𝑥)ଶே௜ୀଵ 𝑁  

𝑦పෝ 𝑦ത 
tt

Φ
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Figure 11. Plot of extracted Tf (B/G) with Φ before and after DFCD treatment.

In the analysis of flame images, traditional color modeling’s H-color segmentation
threshold exhibits a high sensitivity to the removal of background radiation, necessitating
customized threshold settings for each set of flame images based on the parameter Φ.
While this approach effectively mitigates background radiation, it results in inconsistent
B/G ratios across different images, which negatively impacts prediction accuracy. Despite
the removal of background radiation following DFCD processing, the extraction of B/G
Tf continues to be impacted by the irregular distribution of 2D color and edge thickness.
Although the variations in the B/G ratio and Φ predominantly adhere to regression curves,
the accuracy of their fitting is suboptimal, indicating a need for further refinement. This
paper proposes the application of an ACN model to address these challenges, with the
objective of significantly enhancing the accuracy of the model.

3.2. Evaluating ACN Performance: Ablation Study Insights

A series of ablation experiments were conducted to evaluate the impact of various
structural configurations on the performance of the ACN model. The dataset was divided
into training and testing subsets in a 7:3 ratio, with the objective of predicting the flame Φ
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from 2D images. Following ten training cycles, the R2 coefficient, MAE, and their respective
variances were calculated to assess prediction accuracy and stability.

R2 = 1 −
∑

N
i=1(yi − ŷi)

2

∑
N
i=1(yi − y)2

(4a)

MAE =
∑

N
i=1|yi − ŷi|

N
(4b)

Sx
2 =

∑
N
i=1 (xi − x)2

N
(4c)

Equations (4a)–(4c) present the formulas for calculating R2, MAE, and the variance,
where ŷi is the true value, y is the mean value of the variable, and N is the total number of
elements of the variable.

The experiment incorporated four model structures (Figure 12a). Model 1 was con-
structed without CP128, Model 2 omitted ATT, and Model 3 included these layers in reverse
order. The uniform input across all models consisted of a methane flame image with Φ of
1.47. Figure 12b depicts the transformation of this flame image by each model variant.

Φ

− −

− −

− −

− −

Φ

ff

ffi

ff

Φ

Figure 12. (a) Structure of ablation experimental models; (b) Network image transformation for

methane flame image at Φ of 1.47.

In Figure 12 and Table 2, two significant conclusions can be derived as follows:

Table 2. Evaluation parameters for ablation experiments.

Model Structure R
2

SR2
2 MAE SMAE

2

ATT 0.9176 1.20 × 10−4 0.0610 1.8 × 10−5

CP128 0.9763 1.06 × 10−4 0.0272 2.38 × 10−5

ATT-CP128 0.9809 7.56 × 10−6 0.0200 8.52 × 10−6

CP128-ATT 0.995 818 × 10−8 0.0122 3.45 × 10−7
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The exclusion of either CP128 or ATT adversely impacts the performance of the
model. Relying exclusively on ATT results in inadequate feature characterization for Φ,
even though it partially mitigates background radiation. Conversely, utilizing only CP128
improves feature extraction but undermines the stability of the model due to the persistence
of residual background radiation.

The strategic configuration of model layers is of paramount importance. Positioning
ATT after the CP128 layer significantly enhances the model’s accuracy and stability, effec-
tively reducing background radiation. Conversely, positioning ATT prior to the CP128 layer
results in suboptimal results, primarily due to insufficient removal of background radiation.

4. Discussion (Comparative Analysis: ACN Model Versus Traditional Color Model)

The effectiveness and superiority of the ACN model in feature extraction are illustrated
in Figure 13, which depicts the variations in MAE and R2 values across training batches. It
demonstrates a consistent reduction in MAE and an increase in R2, signifying the model’s
convergence towards optimal performance. The model’s ability to adaptively modify
training parameters plays a crucial role in this enhancement, thereby improving its capacity
to accurately represent the nonlinear relationship between flame imagery and Φ.
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Figure 13. R2 and MAE change curves with epochs.

In this experiment, the ACN model was trained using the Adam optimizer for adaptive
adjustment. Throughout the training process, the model was divided into 10 epochs, with
each epoch employing a mini-batch learning approach that processed 32 samples at a
time. This strategy ensured the rational utilization of computational resources while
enhancing training efficiency and ensuring stable updates of model parameters. The Adam
optimizer combines the advantages of momentum and RMSprop optimization algorithms,
using a larger learning rate in the early stages of training to facilitate rapid learning;
as the optimization phase approaches, the learning rate gradually decreases, ensuring
adaptive adjustment of each parameter, thereby improving the efficiency and accuracy of
model training.

Figure 13 presents the changes in the coefficient of determination (R2) and the mean
absolute error (MAE) during the model training process as a function of the number of
epochs. The improvement in model performance can be analyzed from two key points
of change. For the initial rapid adaptation, in the early stages of training, the R2 value
rapidly increases, and the MAE value rapidly decreases, indicating that the model quickly
adapts to the data characteristics and improves prediction accuracy within the first four
epochs. This phenomenon benefits from the dynamic learning rate adjustment strategy of
the Adam optimizer, which enables the model to rapidly adjust its parameters and quickly
capture patterns in the data during the initial stages. For the convergence and stability, as
the number of epochs increases, the R2 and MAE curves gradually stabilize and ultimately
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converge. This stable trend indicates that the model’s performance has approached its
upper limit and that there is no evidence of overfitting or curve oscillation. The smooth
convergence of the curves suggests that the model’s training process is stable, especially
with the help of the Adam optimizer, which effectively avoids overfitting and ensures the
model’s generalization ability to unknown data.

Figure 14a identifies flame images in terms of three primary regions: external radiation,
contour edge, and internal burning. Figure 14b evaluates traditional color modeling
techniques, illustrating their effectiveness in mitigating the impacts of external radiation.
In contrast, Figure 14c provides a 2D visualization of the features extracted by the ACN
model. This representation highlights the ACN model’s ability to reconstruct images,
effectively eliminating external noise while preserving critical flame characteristics and
maintaining the geometric integrity of the contour edge regions. This demonstrates the
model’s advanced capabilities in the analysis of flame images.
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Figure 14. Comparison of original images processed by DFCD and ACN model. (a) Original flame

images; (b) DFCD processed flame images; (c) ACN model training processed flame images.

The efficacy of the ACN model is further substantiated by the observed parame-
ter changes during the training process (Figure 13) and the reconstructed feature maps
(Figure 14). This model effectively extracts critical features from flame images, facilitating
accurate predictions of the flame Φ through linear transformations in the output layer.
Figure 15 illustrates a comparison between the actual flame Φ and the predictions made
by both traditional color modeling and the ACN model. The predictions generated by
the ACN model demonstrate a closer alignment with the actual values during the rich
combustion phase, thereby mitigating the erratic fluctuations typically associated with
traditional color models.

The performance evaluation metrics summarized in Table 3 further validate the im-
provements of the attention-based convolutional neural network (ACN) model compared
to traditional color modeling. In terms of the coefficient of determination (R2), the ACN
model exhibits an increase from 0.9375 to 0.9958, demonstrating a better ability to explain
data variability. Concurrently, the mean absolute error (MAE) of the model’s predictions
decreases from 0.0504 to 0.0122, enhancing the accuracy of equivalence ratio predictions.

Table 3. Evaluation parameters of traditional color model and ACN model.

Model R
2

SR2
2 MAE SMAE

2

Color-Φ model 0.9375 1.22 × 10−5 0.0504 1.49 × 10−6

ACN model 0.9958 8.18 × 10−8 0.0122 3.45 × 10−7
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Figure 15. Comparison of actual Φ with predictions from traditional color model and ACN model.

The low values of the variance of R2 (SR2
2) and the variance of MAE (SMAE

2) for the
ACN model collectively demonstrate the model’s robust performance. The low values of
these two variance coefficients indicate that the ACN model maintains high stability and
low error fluctuation across 10 independent test results.

5. Conclusions

This research aims to advance the methodology for predicting flame Φ, thereby enhanc-
ing the efficiency and accuracy of real-time combustion diagnostics. Traditional methods,
which rely on image filtering and DFCD, have faced challenges such as the necessity for
subjective adjustments and the reliance on prior knowledge for feature extraction. These
methods often suffer from reduced accuracy due to the complexity of 2D color distribu-
tion in flame images. To overcome these limitations, this paper introduces an innovative
model mechanism.

The proposed ACN model constitutes a substantial improvement over conventional
techniques. By utilizing deep learning for the extraction of critical features from flame
images and subsequently developing a regression model to accurately measure flame
Φ, the ACN model demonstrates superior performance. Its sophisticated design en-
ables the efficient processing of extensive image data and the extraction of nonlinear
features with greater effectiveness compared to traditional methods. Experimental results
confirm that the ACN model surpasses existing approaches in both image analysis and
combustion diagnostics.

A key aspect of this study is the controlled maintenance of a fixed camera distance
during flame image capture. However, given that the relative positions of the camera
and flame may vary, the model must adapt accordingly. Convolutional networks, known
for their robust image processing capabilities, empower the ACN model to accommodate
such variations in camera and flame positioning. Future enhancements of the model are
anticipated, with the objective of deploying it in industrial settings to further improve the
accuracy and efficiency of combustion diagnostics.
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