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Abstract—Scenario-based testing is an essential way of im-

proving the safety and reliability of machine learning-enabled

autonomous systems (MLAS), such as autonomous driving

systems (ADS). As the complexity of failure scenarios in-

creases with the development of more realistic MLAS testing

approaches, it becomes essential to simplify failure scenarios

to understand and identify the root causes of failures. In

this vision paper, we present our vision to leverage search-

based software engineering (SBSE) and surrogate-assisted

optimisation (SAO) to address the challenges of simplifying

failure scenarios in MLAS.

Keywords–Autonomous Systems, Software Testing, Scenario

Simplification

1. INTRODUCTION

An autonomous system is an intelligent system (e.g., an

autonomous driving system) designed to perceive and act

on the surrounding physical environment (e.g., a highway

driving environment, including other traffic participants) and

work for extended periods of time without human intervention

[1]. To ensure the safety and reliability of the autonomous

behaviour of the system, therefore, it is essential to consider a

scenario. For example, in the automotive domain, a scenario

can be defined as a set of static entities (e.g., trees, buildings,

traffic signs, and other side objects) and dynamic entities

(e.g., moving vehicles, pedestrians, traffic lights, and other

state-changing objects) that might affect the behaviour of

autonomous driving systems (ADS). By including all the

details (e.g., positions, sizes, shapes, and trajectories) of the

static and dynamic entities required to recreate the situation,

scenarios become arguably the most important artefacts to

verify and validate MLAS [2].

Many approaches have been proposed in the literature

to automatically generate failure scenarios with the aim of

revealing the failures of MLAS in various domains. One

common research direction of these failure scenario generation

studies is the increasing complexity of scenarios to capture

more realistic situations. For example, early ADS testing

studies focused on a few environmental factors (e.g., weather

conditions, and road topologies), whereas recent studies start
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to cover more diverse factors (e.g., all controllable factors

in a driving simulator with various driving obstacles) in a

single scenario. Together with the increasing fidelity of driving

simulations [3], the complexity of failure scenarios leads to an

essential question: Given a complex failure scenario, what is

the minimum set of scenario entities required to cause the

same failure?

In this vision paper, we define the problem of MLAS

failure scenario simplification with the major challenges to

address (Section 2) and propose a research vision to tackle

the challenges (Section 3).

2. PROBLEM DEFINITION

The definition of the MLAS failure scenario simplification

problem is as follows.

Definition 1 (MLAS Failure Scenario Simplification). For a

given MLAS M , its failure scenario S that includes a set of

scenario entities, and the failure F of M induced by S, the

problem of MLAS failure scenario simplification is to identify

a simplified failure scenario S′ that includes the minimum set

of scenario entities in S while inducing F .

Addressing the problem entails four main challenges. First,

due to the non-linear nature of ML models and their in-

teractions in MLAS, a failure scenario might have different

(possibly disjoint) sets of entities inducing the same fail-

ure. This prevents us from using conventional techniques to

minimise test inputs [4, 5] as they do not consider multiple

sets of failure-inducing entities to identify failure-inducing

entities efficiently based on assumptions about monotony and

unambiguity [5].

Second, since multiple set of entities include the same

failure in a given failure scenario, potential solution candidates

consist of all possible sets of entities, the number of which is

exponential in the number of scenario entities. This makes it

impossible to exhaustively explore the entire problem space to

find the minimum inducing the same failure.

Third, MLAS often contain components (in particular ML

models) developed by 3rd parties [6]. Therefore, we cannot

assume the availability of the source code, documentation, or

other internal information of MLAS.

Fourth, whereas conventional techniques can take advantage

of many software system executions, this is out of the question

for MLAS, where a single execution can take several minutes
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Figure 1. Overview of the proposed approach

if not hours due to the involvement of computationally expen-

sive, high-fidelity simulations [3].

3. RESEARCH VISION

We envision that we can address the problem by carefully

combining search-based software engineering (SBSE) [7] and

surrogate-assisted optimisation (SAO) [8]. SBSE is a well-

established research field in which a target problem (e.g.,

test data generation) with too many possible solutions to

be completely enumerated or explored is formulated as an

optimisation problem and solved using metaheuristics. SAO is

an optimisation approach that effectively utilises computation-

ally lightweight surrogate models instead of computationally

intensive simulations to minimise fitness evaluation costs in

metaheuristics. To achieve the vision, we plan to conduct three

work packages (WPs), as illustrated in Figure 1.

WP1: Search-based simplification. We start with converting

the failure scenario simplification problem into an optimisation

problem by focusing on two objectives: automatically simplify

a given MLAS failure scenario as much as possible while

inducing the same failure without any further information

about MLAS. We will define a representation (encoding) of a

candidate solution (i.e., a scenario simplified from an MLAS

failure scenario), a fitness function that guides the search

towards simpler scenarios while inducing the same failure, and

search operations (e.g., selection, mutation, and crossover) to

balance exploration and exploitation of the search space [7].

WP2: Surrogate-assisted simplification. On top of the out-

come of WP1, we will address the challenge of computation-

ally intensive simulations required for fitness evaluations using

SAO. We will define surrogate models that can predict the

probability of inducing the same failure for a given scenario

without simulations. We will then develop a surrogate-assisted

search technique, following the state-of-the-art [6].

WP3: Domain-agnostic extension. For WP1 and WP2, we

will mainly focus on the automotive domain, where open-

source MLAS and high-fidelity simulators are readily available

[6]. In WP3, however, we will extend the proposed approach

to other domains beyond ADS, such as mobile robots and

unmanned aerial vehicles, where the minimisation of failure

scenarios is essential. With more collaborations with domain

experts (e.g., Sheffield Robotics and Advanced Manufacturing

Research Centre), we will generalise ADS-specific compo-

nents and techniques to create a domain-agnostic tool that can

be applied to various MLAS.

4. ONGOING AND FUTURE WORK

As the initial stage, we generated ADS failure scenarios and

manually investigated them using a high-fidelity driving simu-

lator [3] to better understand the scenario entities affecting the

failure. Specifically, we considered failure scenarios consisting

of various scenario entities, such as weather conditions, road

topologies, buildings, traffic lights, and other (adversarial) ve-

hicles. During this preliminary study, we observed that certain

scenario entities were unexpectedly influential in causing the

failure. For example, in one of the failure scenarios, simply

switching weather conditions from Clear to Rainy resulted

in avoiding the failure (collision), whereas removing road-

side buildings did not affect the failure. However, we do

not know what is the true minimum set of scenario entities

required to cause the same failure. Considering the sheer

number of scenario entities and their interactions, automated

failure scenario simplification is essential.

Future work is to (1) develop a search-based simplification

technique, including a new representation of a (simplified)

scenario, a fitness function, and search operations, and (2)

develop surrogate models to reduce the cost of the search-

based simplification.
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