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Abstract

Large language models (LLMs), one application of artificial intelligence, experienced a surge in users between 2022–2023.

During this time, we were conducting online focus groups in which participants insisted on responding using the chat box

feature. Based on several chat box responses, we became concerned they were LLM generated. Out of the 42 participants who

typed a chat box response during a focus group, we identify 9 as potentially providing LLM generated answers and present their

responses with the highest similarity score to an LLM answer. Given the growth and improvement in LLMs, we believe that this

issue is likely to increase in frequency. In response to this, in this article we reflect on (1) strategies to prevent participants from
using LLMs, (2) indicators LLMs may be being used, (3) the fallibility of identifying LLM generated responses, (4) philosophical

frameworks that may permit LLM responses to be incorporated into analyses, and (5) procedures researchers may follow to

evaluate the influence of LLM responses on their results.
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Introduction

Large language models (LLMs) are one application of gen-

erative artificial intelligence. Generative artificial intelligence

refers to technology that generates human-like content in

response to prompts (Lim et al., 2023). Their responses de-

pend on the data it is trained on. LLMs are trained on web text

and can respond to a prompt with text, and in some cases,

images (Wu et al., 2023; Yang et al., 2023). More specifically,

LLMs are trained to recognise statistical patterns in vast

amounts of existing data, such as that available on the internet

(Kasneci et al., 2023). Once trained, the model can then be

given an input (i.e. prompt), such as a question or request, to

respond to. To respond to an input, the model first pulls out

tokens from the input. Tokens refer to a unit of text, which can

be as small as a singular character and as large as one word,

depending on the language and tokenisation method used.

Input tokens are then converted into a unique number, and the

model predicts the most probable next unique number, which

is then decoded into a token and will appear in the output as

human-readable text (Trott, 2024). One example of an LLM is

ChaptGPT. The number of people using ChatGPT increased

from 1 million in November 2022 (DeVon, 2023) to 180.5

million users in August 2023 (Tong, 2023). At the time

ChatGPT was experiencing a surge in users, we were con-

ducting online focus groups investigating how sensations

from the body made people feel about its appearance. In 10 of

the 12 focus groups we conducted, several participants in-

sisted on answering using the chat box feature rather than their

microphone.

Adapting qualitative methods of data collection to an

online setting is beneficial in several ways. Moving qualitative

methods online limits the need for participants to travel,
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increasing accessibility and geographical reach (Pellicano

et al., 2024). From the researcher perspective, limiting

participant travel is particularly beneficial for focus groups,

which include multiple participants engaging in a real-time

group discussion focussed on a facilitator’s questions (Guest

et al., 2023). This is because the risk of travel disruption is

negated, eliminating a source of focus group non-attendance

and in turn cancellation (Stewart & Shamdasani, 2017). One

problem with online focus groups is that participants, even if

explicitly asked to use their microphones, might attend focus

groups without doing so (Sharma et al., 2024). This is

something that we encountered during our own online focus

groups. Participants cited microphone problems, poor in-

ternet connection, and concerns over their voice being

recognised outside the session by other attendees as reasons

to not use their microphone. A number of participants then

contributed using the chat box. Reasons why participants

may use the chat box feature to respond to focus group

questions rather than their microphone include feeling more

comfortable when disclosing sensitive information (Walther

& Boyd, 2002), speech difficulties (Williams et al., 2012),

social anxiety (Yarmand et al., 2021), and a fear of being

overheard by family/housemates (Morris et al., 2021). Based

on several chat box responses, we encountered a novel

concern not yet discussed in online focus groups: could

participants be using the chat box to provide LLM generated

responses?

In this article, we provide evidence that participants in our

online focus groups may have been providing LLM generated

responses, detail preventative measures to discourage par-

ticipants from using LLMs or at least use them appropriately,

evidence indicators that LLMs may be being used, discuss the

fallibility of identifying LLM generated responses, examine

scientific philosophical frameworks that may permit LLM

responses to be incorporated into analyses, and describe the

procedures researchers may follow to evaluate the influence of

LLM responses on their results.

Methods

Participant Recruitment

Participants expressed their interest in taking part in a focus

group via an online questionnaire. We wanted to recruit people

who identified as having an eating disorder, gastric disorder, or

neither disorder. We did not ask for proof of diagnosis as we

wanted to honour lived experience and establish a relationship

built on trust between the researcher and participant. People

can experience eating disorders without an official diagnosis

as they are difficult to diagnose in the first place (Dalle Grave,

2011). For example, people with an eating disorder might not

show the stereotypical signs of disordered eating needed for an

official diagnosis, such as meeting the low weight requirement

for a diagnosis of anorexia nervosa (Tse et al., 2022). People

can also experience gastric disorder symptoms without an

official diagnosis due to the long time it takes to receive one

(Blackwell et al., 2021).

The questionnaire link was posted to relevant subreddits

(with moderator’s permission), closed Facebook groups, and

Twitter/X. Physical posters were also distributed around the

university campus. The aim of recruitment was to conduct

online focus groups to explore how hunger, satiation, and

fullness are experienced in the body and how they impact

feelings towards the bodily appearance. This included asking

participants how they physically and emotionally experienced

states of hunger, satiation, and fullness and how this made

them feel about their body. Focus groups were chosen as the

appropriate methodology so we could capture a range of

bodily experiences during a singular session (Rabiee, 2004).

Materials

Participants were given the option to provide demographic

details (age, gender identity, highest level of education, eth-

nicity, weight, and height (for BMI to be calculated)). They

also had the choice to answer questionnaires that would allow

us to gauge the severity of their disorder. For eating disorder

participants, this included the Eating Disorder Examination

Questionnaire-6 (Fairburn, 2008). For gastric disorder par-

ticipants, this included the Gastrointestinal Quality of Life

Index (Eypasch et al., 1995). Information on these measures

can be found in the Supplementary Materials.

Procedure

Participants read an information sheet and gave informed

consent to take part in the expression-of-interest survey hosted

by Qualtrics (Provo, UT). In this, they created a unique

identifier code made up of the last 2 letters of their first name,

the last 2 digits of their mobile phone number, the last two

letters of the street they live on, and the last two digits of their

birth year so their questionnaire responses could be linked to

the focus group they attended. They were also given the option

to provide demographic details and answer questionnaires that

would allow us to gauge the severity of their disorder (see

Materials section). They were then redirected to another

Qualtrics (Provo, UT) online questionnaire which allowed us

to collect their email address (so it was not directly linked to

their responses on the expression-of-interest survey) and

provide their availability. They were then given access to the

debrief document which detailed the aims of this project and a

list of resources if they needed further support.

Participants were then selected to take part in a focus group

based on the availability they had given in the online ques-

tionnaire. They were sent an invite via email which provided

them with the date and time of the focus group, the focus

group link, a Zoom help link, what to expect during a session,

and were all encouraged to use their cameras and microphones

during the session. Data were collected May-June 2023 (in-

clusive) and they could claim a £10 Amazon voucher for
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attending a focus group. Full ethical approval for the ques-

tionnaire and focus group was gained from the University of

York Psychology Ethics Committee April 2023 (ref: 23012).

Respondents gave written consent before starting the ques-

tionnaire and attending a focus group.

Twelve 60-min focus groups with 3–12 people (average =

6.5) were conducted online via Zoom. This wide range in the

size of the focus groups was a result of discrepancies between

the number of participants who confirmed their attendance and

the number of participants who then showed up. The sessions

started with an introduction and ethical reminders from the

researcher. Participants were encouraged to use their micro-

phone and camera if comfortable/possible. A moderator, one

of the supervisors of the project, joined to collect participant’s

unique identifier codes (created in the expression-of-interest

survey) via the chat box. This is so we could connect our focus

group participants to their answers on the expression-of-

interest survey, allowing us to contextualise our research

findings. The researcher then started recording the session and

asking questions on the topic guide. They were asked the

following questions in which chat box responses were

analysed:

- When you have eaten to the point where your hunger has

been satisfied but your stomach does not feel uncom-

fortable, how does this make you feel emotionally?

- When you are hungry, how does this make you feel

emotionally?

- When you have eaten to the point where you could not

eat anymore, how does this impact how you feel about

your body and body size?

- When you have eaten to the point where your hunger has

been satisfied but your stomach does not feel uncom-

fortable, how does this make you feel about your body

and body size?

- When you have eaten to the point where you could not

eat anymore, how does this make you feel emotionally?

- When you are hungry, how does this make you feel about

your body and body size?

After 1 hour, participants were thanked and asked if there

was anything else that they would like to add to the discussion.

They were also told they would receive an email containing

instructions on how to redeem their e-gift card and a debrief

document. After online focus groups, participants were sent a

follow up email containing the debrief details and instructions

on how to get their e-gift card. It also asked if there was

anything they would like to add to their responses and for

feedback.

Participants

Participants were eligible to take part if they were aged 18+,

live in the UK, fluent in English, identified as having an eating

disorder (eating disorder groups), identified as having a gastric

disorder (gastric disorder groups), or identified as having no

eating or gastric disorder (no disorder groups). Exclusion

criteria involved having been involuntarily committed to

eating disorder treatment in the last 6 months (in-patient or

outpatient). People who had experienced involuntary care

were excluded from this research due to concerns about

worsening their condition (Sala et al., 2023).

1022 people accessed the expression-of-interest survey to

take part in an online focus group. 489 provided an email

address to be invited to a focus group. 78 took part in an online

focus group. 57 focus group participants (ED n = 24; GD n =

15, ND n = 18) chose to answer the demographic questions,

and hence could be matched to their responses on the

expression-of-interest survey. See sample demographics for

our online focus groups participants in Table 1. We collected

these demographic details to contextualise our findings and

assess the diversity of the sample. It was important that we

assessed age, gender identity, educational level, and ethnic

origin as these factors can influence how someone feels about

their body; the topic being investigated where the data for this

analysis came from (Gluck & Geliebter, 2002; Kozar &

Damhorst, 2009; McLaren & Kuh, 2004; Richburg &

Stewart, 2024).

Data Analysis and Results

We did not use AI detectors in this analysis as the responses

from participants were not long enough for LLM generated

responses to be reliably detected (Chakraborty et al., 2023).

For example, Turnitin, the most robust AI detector currently

available (Weber-Wulff et al., 2023), requires at least 350

words. Therefore, we compared participant responses to

ChatGPT’s answers to the same questions (Rahman &

Watanobe, 2023).

In 10 of the 12 focus groups conducted, 42 participants out

of the total 78 participants who took part in a focus group

typed at least one response to one of the above questions in the

chat box. These responses and ChatGPT’s responses to the

same questions can be downloaded from https://osf.io/4nzwh/.

To make this analysis as unbiased as possible, we asked

ChatGPT the exact same question (see questions in Procedure

section), without any requests to make it sound human or to

shorten it (i.e. ‘paraphrase’ it).

Similarity scores between each participants’ typed re-

sponse and the ChatGPT answer were calculated using the

levenshteinSim function in the RecordLinkage package

(Winkler, 1990) in R version 4.3.1 (R Core Team, 2013). As

string comparison is case sensitive, participant and ChatGPT

answers were transformed into lowercase strings. An average

similarity score for each participant across the 6 open ques-

tions asked in our focus groups was then calculated, allowing

us to identify suspicious participants. The number of questions

answered by each participant via the chat box varied between

1 and 6, meaning the average similarity score for participants

who typed an answer to just one response was based on that
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lone response. Participants with an average similarity score

above 10% were identified as likely LLM responses in line

with the text similarity rate proposed by the British Medical

Journal (2023) to suggest a redundant publication (https://

www.bmj.com/about-bmj/publishing-model). We acknowl-

edge that 10% may appear a low similarity score to identify

suspicious participants, but there are four factors that we

believe reduced the similarity scores. First, we do not know

which LLM was used by participants. Second, it appears that

participants were pasting only parts of the ChatGPT response

(see data at https://osf.io/4nzwh/). Third, we do not know the

exact prompts participants used. Fourth, LLMs are pro-

grammed to produce a different answer even when the same

question is asked (Cowen & Tabarrok, 2023). With these

justifications considered, 9 out of the 42 participants (21.43%)

who typed a response to at least 1 of the 6 questions analysed

were identified as having provided responses that, on average,

were equal to or more than 10% similar to ChatGPT answers.

For brevity, we have included the answer with the highest

similarity from each of these 9 participants below.

Focus Group 2, Speaker 6. It helps foster a positive body image and

appreciation for my body’s ability to communicate its needs

effectively. Feeling satisfied without discomfort emphasizes the

importance of listening to my body rather than focusing solely on

body size.

- Similarity score for this response: 12.85%

Focus Group 5, Speaker 4. When I’m hungry, it can affect my

emotions in different ways. Sometimes, I feel a sense of frus-

tration or irritability because my body is signalling that it needs

nourishment. Other times, I might feel a bit anxious or unsettled

until I can satisfy my hunger. However, I also recognize that

hunger is a natural bodily sensation and try to address it calmly

and responsibly.

- Similarity score for this response: 15.49%

Focus Group 6, Speaker 2. Well, the feeling of being extremely full

after eating to my limits is a mix of physical discomfort and a

sense of satisfaction. On one hand, there’s a heaviness and bloated

sensation that can be uncomfortable, almost as if my stomach is

stretched to its capacity. This physical discomfort might make me

feel a bit lethargic or even slightly nauseous.

- Similarity score for this response: 16.48%

Focus Group 8, Speaker 4. Hunger motivates me to prioritize self-

care and provide my body with the nourishment it requires. In-

stead of focusing on body size, I focus on nourishing my body

with balanced and nutritious meals, which contributes to my

overall well-being. Hunger prompts me to approach food with

mindfulness. Instead of using hunger as an opportunity to criticize

or judge my body, I focus on making nourishing choices and

listening to what my body truly needs.

- Similarity score for this response: 16.75%

Focus Group 8, Speaker 3. When I feel hungry, it’s a reminder that

my body has its natural way of signaling its need for nourishment.

I try to view hunger as a normal physiological response rather than

associating it with negative feelings about my body or size. I feel I

might reduce in size and weight if I continue staying hungry for

long.

- Similarity score for this response: 13.46%

Focus Group 8, Speaker 5. Feeling satisfied without discomfort

positively impacts my overall emotional well-being. It eliminates

any guilt or negative feelings that may arise from overeating or

under-eating, allowing me to enjoy a balanced relationship with

food and nourishment.

- Similarity score for this response: 13.09%

Focus Group 8, Speaker 2. Rather than feeling heavy or weighed

down, I experience a sense of lightness after a satisfying but not

Table 1. Focus Group Participant Demographic Characteristics by Population.

ED n = 24 GD n = 15 ND n = 18

Age in years (mean) 26.29 (SD = 4.03;
range = 20.00–48.00)

27.90 (SD = 8.39;
range = 20.00–48.00)

23.00 (SD = 2.32;
range = 20.00–26.00)

Undisclosed n = 4 Undisclosed = 5 Undisclosed n = 5

BMI (mean) 22.95 (SD = 5.62;
range = 13.59–36.42

22.40 (SD = 8.22;
range = 19.38–30.22)

23.89 (SD = 4.94;
range = 19.49–38.10)

Undisclosed n = 8 Undisclosed = 5 Undisclosed n = 5

University Undergraduate degree or higher (%) 73.68 70 55.56
Undisclosed n = 5 Undisclosed n = 5 Undisclosed n = 5

White English/Welsh/Scottish/Northern Irish/British/
European (%)

61.91 46.2 40
Undisclosed n = 3 Undisclosed n = 2 Undisclosed n = 3

Identified as female (%) 65 54.55 84.62
Undisclosed n = 4 Undisclosed n = 4 Undisclosed n = 5

Note. For brevity we have reported the percentages of respondents categorised within the majority group for Highest educational level, Ethnic origin, and
Gender identity. Undisclosed refers to people who chose not to answer the question.
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overly filling meal. It’s a pleasant feeling that allows me to

continue my activities without feeling sluggish or lethargic.

Feeling comfortably full without discomfort uplifts my mood and

contributes to a positive outlook on eating and my overall well-

being.

- Similarity score for this response: 17.31%

Focus Group 8, Speaker 1. For me, instead of dwelling on the

negative feelings, I try to focus on practising self-care and en-

gaging in activities that promote a healthy mindset. This might

involve engaging in physical activities I enjoy, finding ways to

relax and de-stress, or reminding myself of the other positive

aspects of my body beyond just its size. Building a positive body

image is an ongoing process that involves self-acceptance, self-

care, and cultivating a healthy relationship with food.

- Similarity score for this response: 16.23%

Focus Group 8, Speaker 6. When I have eaten to the point where I

couldn’t eat anymore, it can sometimes have an impact on how I

feel about my body and body size. It’s important to note that this

feeling can vary from person to person, and everyone’s experience

may be different. In some instances, overeating can lead to

feelings of discomfort or guilt, particularly if I’ve overindulged or

eaten in a way that doesn’t align with my personal health goals.

- Similarity score for this response: 15.92%

One source of similarity in these answers comes from the

construction of the opening sentence. Many of the responses

start with a sentence with two independent clauses. For ex-

ample, “Rather than feeling heavy or weighed down, I ex-

perience a sense of lightness after a satisfying but not overly

filling meal” (Focus group 8, speaker 2), “When I feel hungry,

it’s a reminder that my body has its natural way of signaling its

need for nourishment.” (Focus group 8, speaker 3), and

“When I have eaten to the point where I couldn’t eat anymore,

it can sometimes have an impact on how I feel about my body

and body size.” (Focus group 8, speaker 6).

It is also worth noting that several responses also start by

rephrasing the question they were asked, in particular starting

with the word “when”. This includes, “When I have eaten to

the point where I couldn’t eat anymore, it can sometimes have

an impact on how I feel about my body and body size.” (Focus

group 8, speaker 6), “When I feel hungry, it’s a reminder that

my body has its natural way of signaling its need for nour-

ishment.” (Focus group 8, speaker 3), “When I’m hungry, it

can affect my emotions in different ways.” (Focus group 5,

speaker 4).

Another similarity, pointed out by a reviewer, concerns the

American spellings in responses, highlighted in bold in the

following extracts “Hunger motivates me to prioritize self-

care and provide my body with the nourishment it requir-

es…Instead of using hunger as an opportunity to criticize or

judge my body, I focus on making nourishing choices and

listening to what my body truly needs.” (Focus group 8,

speaker 4), “When I feel hungry, it’s a reminder that my body

has its natural way of signaling its need for nourishment”

(Focus group 8, speaker 3), “Feeling satisfied without dis-

comfort emphasizes the importance of listening to my body

rather than focusing solely on body size.” (Focus group 2,

speaker 6). ChatGPT commonly uses American spelling,

potentially indicating the use of an LLM given we requested

that our participants lived in the UK so we could process their

e-gift card.

Another commonality in these answers concerns the in-

clusion of an alternative point of view in responses. Examples

of this include, “Rather than feeling heavy or weighed down, I

experience a sense of lightness after a satisfying but not overly

filling meal.” (Focus group 8, speaker 2), “For me, instead of

dwelling on the negative feelings, I try to focus on practising

self-care and engaging in activities that promote a healthy

mindset.” (Focus group 8, speaker 1), and “I try to view

hunger as a normal physiological response rather than as-

sociating it with negative feelings about my body or size.”

(Focus group 8, speaker 3)

A final observation refers to the use of soft, cautionary

language, using words such as “may” and “might”. For ex-

ample, “Other times, I might feel a bit anxious or unsettled

until I can satisfy my hunger.” (Focus group 5, speaker 4),

“This physical discomfort might make me feel a bit lethargic

or even slightly nauseous.” (Focus group 6, speaker 2), and “It

eliminates any guilt or negative feelings that may arise from

overeating or under-eating.” (Focus group 8, speaker 5). We

would also like to point to the inclusion of a full cautionary

disclaimer, “It’s important to note that this feeling can vary

from person to person, and everyone’s experience may be

different.” (Focus group 8, speaker 6).

Discussion

Twenty-one percent of participants who typed a response to at

least 1 of the 6 questions asked were identified as potentially

providing LLM responses. We will now discuss why par-

ticipants using LLMs is problematic, provide indicators that

participants may be using LLMs, and discuss how researchers

could resolve this issue.

Is it Problematic for Participants to Use LLMs to

Provide Responses?

Online focus groups may be particularly vulnerable to LLM

use due to the special ethical considerations that come with

them. As focus groups include a group of people that could

potentially recognise each other (Sim & Waterfield, 2019),

researchers often cannot have microphone use as a strict

requirement for participation, instead only being able to

encourage usage (Sharma et al., 2024). As a result, par-

ticipants can choose to respond via a chat box function.

These chat boxes allow users to paste messages into them,

Stafford et al. 5



which we believe is how participants are providing LLM

responses.

We understand that LLMs might be useful for participants

to contribute to an online discussion who struggle to verbalise

their thoughts and feelings. Then, in the best case scenario,

they are using aspects of the generated answer that capture

their experience. Participants who do not have English as their

first language may be using LLMs to better communicate their

experiences (Shahriar & Hayawi, 2023). Indeed, this may be

the case considering we were striving for diversity and in-

clusivity. It may also be true for one of our recruited pop-

ulations in particular: participants with eating disorders. This

is because eating disorders are associated with difficulties in

recognising and interpreting feelings (alexithymia; Westwood

et al., 2017). The impact of malnutrition on the cognition of

two of our populations (those with eating disorders or gastric

disorders) may also mean LLMs are used by participants to

help articulate their thoughts (Himmerich et al., 2021; Lin &

Micic, 2021). We acknowledge that most participants are

willing research collaborators who want to provide mean-

ingful data, but may need the assistance of LLMs to help them

do this. In this case, LLM use does not necessarily make them

fraudulent or imposter participants. Future research might

consider investigating participants’ motivations for using

LLMs for more insight as to whether these participants are

fraudulent or not. Researchers could also ask that participants

disclose use of an LLM, like what is done in academic journals

(Editorials, 2023), and provide guidance on how they would

like them to be used. If participants are asking LLMs the exact

question being asked in focus groups, this could include

asking that participants (1) only use the parts of the answers

that captures their experience, (2) make edits to the answers to

make them more relevant to their experience, and (3) include

more information in the initial prompt to better personalise

their answer (Lingard, 2023).

However, participants using LLMs to provide a response

can be problematic. For one, the data produced by LLMs is not

‘new’. LLMs are trained on existing data, meaning their re-

sponses are essentially the patterns they have detected in data

that has been previously collected (Thirunavukarasu et al.,

2023). Thus, LLM responses can be considered as a rewording

of the data that already exists, surely failing to provide any

new insights into a research topic. Second, LLMs provide

answers representative of Western, Educated, Industrialised,

Rich, and Democratic (WEIRD) participants (Atari et al.,

2023; Cowgill et al., 2020). Thus, if non-WEIRD partici-

pants use LLMs, they might not be providing an answer that

best sums up their own authentic experience. This bias for

WEIRD-like responses by LLMs most likely arises from

training data representative of mostly WEIRD societies (Atari

et al., 2023). Third, LLMs are unlikely to provide answers that

capture the experiences of clinical groups. Given the relative

scarcity of this data in an open ‘format’ (De Lusignan et al.,

2014), it is hard to imagine they have undergone extensive

training to be able to respond in a manner characteristic of a

particular clinical group. Fourth, LLMs can produce responses

that stereotype certain populations. It is important to note that

most LLMs will implement safety measures to prevent

harmful responses. For instance, safety measures can be

implemented to stop LLMs from responding to obvious

damaging requests (Ayyamperumal & Ge, 2024). Indeed,

when given a direct request to respond to a harmful prompt,

ChatGPTwill refuse to answer (Yu et al., 2024). Thus, obvious

intentions to push damaging stereotypes will be halted by

LLMs. However, LLMs can produce stereotyping responses

without even being requested to do so (Deshpande et al., 2023;

Gehman et al., 2020).

How can Researchers Prevent, Identify, and Deal With

Large Language Model Responses in Their Data?

There are many excellent articles that recommend actions to

prevent research data being infiltrated by fraudulent partici-

pants (see Davies et al., 2023; Pullen Sansfaçon et al., 2024).

However, as noted above, participants who use LLMs may not

necessarily be fraudulent. To our knowledge, just one other

paper has provided recommendations on how to prevent the

use of LLMs by research participants, and this was for online

qualitative surveys (Gibson & Beattie, 2024). However, to our

knowledge, there are no recommendations as to how re-

searchers can prevent participants using LLMs in focus

groups. Hence, we provide steps researchers might take to

prevent participants from using LLMs.

One way researchers could prevent participants using

LLMs is to tighten participation requirements. Researchers

could make it clear that in order to participate, participants

must have a working microphone and not respond using the

chat box feature. Researchers could also make it explicit that

participants should not use LLMs for their responses, or

provide guidance about what could be used (i.e. to help ar-

ticulate their own experiences and feelings rather than to

generate answers they think the researchers are looking for).

However, there are a number of reasons why these preven-

tative measures may not be feasible, including ethical, ac-

cessibility, and practicality reasons. In focus groups,

individuals by definition must interact with strangers. Using a

microphone may impact individuals’ anonymity, which is of

particular importance when sensitive questions are being

asked. Further, the target population may have a higher

representation of difficulties speaking aloud, for example

stutters or tics. Thus, requiring the use of a microphone might

reduce the diversity of participants and exclude the experi-

ences of these individuals. It is also unclear how a researcher

should proceed if participants attend focus groups without a

working microphone. It is not ethically or practically possible

to ensure participants use their microphones. The only step a

researcher could take would be to remove participants from

the session. However, this could impact on how other par-

ticipants experience the session and their willingness to re-

spond (Drysdale et al., 2023). It may also reduce the numbers
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who attend a focus group to an unsustainable level, perhaps

warranting cancellation. This would be unfair for compliant

participants. Given these drawbacks, imposing strict partici-

pation requirements may not be suitable.

A related alternative to imposing stricter participation

requirements is to change the settings of the online video

conferencing software. The chat box could be disabled for

participants so they must use their microphone. There are,

however, significant problems with this solution. Disabling

participant use of a chat box reduces accessibility for

people who have speech difficulties, as mentioned above.

Further, participants may also have hearing difficulties,

making a chat box useful for the researcher to paste their

questions into. If a chat box is disabled, this reduces ac-

cessibility and excludes certain experiences from the

research findings.

The harm that strict participation requirements and

changes in chat box settings pose to accessibility means

researchers may instead prevent participants from using

LLMs through screening procedures. Researchers could

invite prospective participants to a screening interview, a

short video call before the date of data collection. This may

help participants feel more comfortable using their micro-

phones, and means anyone without a working microphone

can be removed as a potential participant (Ridge et al., 2023).

At least with a microphone on, researchers could tell if

participants were reading out written answers (i.e. no pauses,

repetition, or fillers) that have perhaps come from an LLM.

However, there is a chance that participants could just read

the LLM answer and then respond with their remembered

points (rather than reading it out line for line). This would be

harder to detect, but may be preceded by a long pause whilst

the participant pastes the prompt into an LLM, waits for the

response, reads the response, and then answers using the

microphone. Like the above preventative measures, these too

are flawed. Even if participants in the screening call have

their microphone and camera on, they may still choose not to

have them on in the actual focus group session. The

screening call may have made them comfortable having their

camera and/or microphone on around the researcher, but does

not resolve concerns about discussing sensitive topics around

other participants. Thus, a better screening method may be to

run a screening focus group. Participants may then have the

chance to become more comfortable with the other people

who will be attending, and thus hopefully feel comfortable

having their camera and microphone on when it comes to the

data collection session. Although useful in theory, the

practicality of running screening focus groups make them

less appealing. Like screening interviews, screening focus

groups demand more researcher time, and additional par-

ticipant payment. Screening focus groups may also pose an

additional burden on participant time. Further, even if par-

ticipants in the screening call have their microphone on, they

may still choose not to have it on in the actual focus group

session.

Given the important limitations of the preventative mea-

sures detailed above, researchers may not choose to use them.

The focus then turns to detecting LLM generated responses.

For responses longer than 350 words, a researcher may

consider using Turnitin to detect LLM responses (Weber-

Wulff et al., 2023). However, this is not suitable for shorter

answers like those in the current study. Further, a drawback of

the analysis included in this paper is that it compares par-

ticipant responses to just one response from an LLM, and

LLMs can produce many different responses to the same

question (Cowen & Tabarrok, 2023). This makes the analysis

less sensitive in detecting AI responses. Therefore, we detail

indicators that a participant may be providing LLM generated

responses.

The first sign a participant may be using ChatGPT is

tone change. We had participants switch from an informal

tone (e.g. spelling mistakes, no punctuation, incorrect

spellings, grammatical errors) to a more formal tone (e.g.

capitalisation, correct spellings, punctuation, and correct

grammar). We had participants firstly answering (initial)

questions in a very informal manner, but when the

questions became more complex, they began giving an-

swers that were very formal, with descriptive adjectives,

correct spellings, punctuation, and capital letters where

appropriate. Gibson and Beattie (2024) and Fleckenstein

et al. (2024) have noted a lack of mistakes (or ‘typos’) as

an indicator of an LLM response. Kabir et al. (2023) and

Cui et al. (2023) also note that LLM responses are often

very formal (unless asked not to be). We provide an ex-

ample of this indicator from our own focus group re-

sponses below:

- Interviewer: Do you experience gastric sensations in

your day-to-day life?

- Participant typed: Yes, i do experience it

- Interviewer: When you have eaten to the point where

you could not eat any more, what kind of sensation do

you perceive from your gastric system?

- Same participant typed: When I reach the point of

being unable to eat any more, I typically experience a

sensation of fullness or satiety in my gastric system. My

stomach feels distended or stretched, and I may feel a

sense of pressure or discomfort in my abdominal area.

The second clue a participant may be using an LLM is they

are providing answers in a very short amount of time. Ev-

eryone has different processing and typing speeds, but pro-

viding a formal answer in such a short amount of time is

suspicious, especially if they were previously taking the same

amount of time or longer to provide very basic answers. In the

example below, this participant took 21 seconds to think about

the question and then supposedly type a 37-word answer out

with correct grammar, spelling, and punctuation. This is

surprising given the average words per minute to merely copy

a sentence is 52 (Dhakal et al., 2018).
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- Interviewer at 12:24:36 pm: When you have eaten to

the point where you could not eat anymore, how does

this impact how you feel about your body and body size?

- Participant at 12:24:57 pm: It can make me feel a bit

indulgent, like I’ve treated myself to something enjoy-

able. There’s a certain pleasure in indulging in delicious

food, even if it means reaching the point of being unable

to eat more.

A third red flag a participant may be using a LLM is that

when they are asked to expand on their answer, they do not

give more details (Pullen Sansfaçon et al., 2024; Sharma et al.,

2024). An example of this can be found below:

- Interviewer said: When you have eaten to the point

where you could not eat anymore, how does this make

you feel emotionally?

- Participant typed: Rather than allowing the sensation

of fullness to trigger self-criticism or negative body

image, I practice self-compassion and remind myself

that listening to my body is a fundamental part of self-

care. I strive to cultivate a mindset that values overall

well-being and respects the natural signals my body

sends.

- Interviewer said: How is listening to your body im-

portant to your self-care?

- Participant did not reply.

The fourth sign a participant may be using an LLM is that

they give vague, general answers that do not draw on any

concrete, lived experience (Cotton et al., 2024; Gao et al.,

2023; Gibson & Beattie, 2024; Rahman & Watanobe, 2023).

For example, they do not describe a particular time they felt

the emotion or sensations described. This is exemplified

below:

- Interviewer: When you have eaten to the point where

you could not eat anymore, how does this impact how

you feel about your body and body size?

- Participant typed: When I reach the point of being

unable to eat any more, it can be a reminder to practice

mindful eating and listen to my body’s signals more

attentively. While it might make me feel a bit dissatisfied

with my body in the moment, I understand that it’s

essential to nurture a positive relationship with food and

my body, focusing on balance and moderation.

A drawback of the indicators mentioned above is that they

may become less relevant as people become more adept at

prompting LLMs. For example, they can be prompted to

provide text with typos, which makes the first indicator less

relevant (Ladha et al., 2023). Another significant problemwith

the indicators listed above is that they are subjective. It is near-

impossible to definitely know if a participant is using an LLM

to provide answers. Researchers looking for more concrete

evidence may ask the same questions they asked the partic-

ipants to a LLM and look out for similarities between answers.

However, it is rare that the exact same response will be given

by a LLM, as they are programmed to give a different answer

each time (Cowen & Tabarrok, 2023). Further, LLM detection

tools have not yet proved robust enough to provide definite

evidence of LLM use (Elkhatat et al., 2023). Together, the

recommendations we give for researchers to detect LLM

generated participant responses rely on combinations of im-

perfect predictors and researcher discretion.

Nevertheless, if a researcher believes they have detected an

LLM generated answer from a participant, they may be unsure

about what to do with this data. Our first instinct may be to

remove suspect responses. However, because a researcher

cannot definitely know if a response is LLM generated, this

runs the risk of researchers ‘cherry picking’ the data to be

included in the analysis. The traditional philosophy under-

lying qualitative research may offer an alternative perspective

to help answer this dilemma. Interpretivism (or constructiv-

ism) is the major philosophy that underlies qualitative analysis

(Petty et al., 2012). According to interpretivism, research data

is subjective and socially constructed by the researcher and

participants, meaning it represents a reality, not the reality of

the phenomenon under investigation (Lincoln et al., 2011). If

researchers accept that their data is representative just of the

personalised interaction between themselves and the partici-

pants at that moment in time (i.e. a reality of many possible

realities, not the only reality), they may be more forgiving of

responses produced by LLMs. LLM generated responses from

participants may not be considered false or noisy data, but

instead part of a subjective reality (i.e. data) constructed by a

participant using a LLM. Researchers may then consider

conducting response validation (or member checks) with a

member of each focus group who answered using the mi-

crophone to ensure that, even with the inclusion of the sus-

pected LLM generated responses in the data set, the analysis

captures how a phenomenon is subjectively experienced.

Although unorthodox in qualitative research, researchers

might adopt a positivist perspective, whereby research data

represents the reality or truth of the phenomena being explored

(Lincoln et al., 2011). From this perspective, LLM generated

responses should not be incorporated into the research data

because they are not responses born out of direct experience

with the phenomenon under investigation, and so do not

represent the reality, or truth, of that phenomenon. Never-

theless, if we consider the fact that LLMs are trained on human

data, a post-positivist researcher may be able to incorporate

LLM responses into their dataset. This is because a post-

positivist researcher understands that there is a truth, or ob-

jective reality of a phenomena, but it is difficult to access

(Ponterotto, 2005). Therefore, the post-positivist researcher

may believe LLM responses can represent the objective reality

of the phenomenon as the responses are based on training data

produced by humans, but it is tough identifying which re-

sponses do in fact represent the reality. Post-positivist
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researchers could check if LLM generated responses in their

data set represent an objective truth by conducting a quali-

tative version of a sensitivity analysis on existing data or new

data. A sensitivity analysis on the existing data would include

conducting analyses with and without the suspected LLM

responses in the data set, and then comparing the findings of

both analyses (e.g. themes and subthemes if doing a thematic

analysis) to see if the data set containing the LLM responses is

producing findings different to the data set excluding LLM

responses. A sensitivity analysis on new data would include

collecting data in-person and then comparing findings from

the in-person data to findings from the online data that in-

cluded suspected LLM responses. If there are substantial

differences in the findings between data sets, a researcher may

decide that LLM responses do not reflect the truth of the

phenomena being studied, and so exclude these responses

from analysis. LLM responses may not reflect the reality of the

phenomena if it has wrongly predicted their output.

Conclusions

The popularity of LLMs has massively increased. From our

recent experience, we believe participants are using LLMs to

take part in online focus groups. Our analysis found that this

may indeed be the case; 9 out of 42 participants who typed a

response during a focus group were found to potentially be

sending LLM generated messages. We note some similarities

in the answers of these participants, including the construction

of the opening sentence, starting a response by paraphrasing

the question, American spellings, the inclusion of an alter-

native point of view, and cautionary language. Participants

using LLMs could be problematic in several ways, with

implications for research in terms of whether it provides new

insights, captures the experiences of clinical populations and

people outside of WEIRD societies, and the spread of mis-

information and harmful stereotypes. Therefore, we have

provided measures to prevent LLM use by participants. In

recognising the drawbacks of these measures, we have also

detailed potential indicators that participants are using LLMs.

However, we have also acknowledged that identifying data

produced by LLMs is fallible and could result in ‘cherry

picking’ data. We thus note philosophical frameworks that

may allow researchers to incorporate LLM data (interpreti-

vism, post-positivism) into their findings and how to decide

whether to do so (member checks, sensitivity analysis).
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