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Deployment Strategy of Intelligent

Omni-surface-assisted Outdoor-to-Indoor

Millimeter-wave Communications

Zhiyu Liu, Xiaoli Chu, Senior Member, IEEE,

David Lopez-Perez, Senior Member, IEEE, and Na Tang, Member, IEEE

Abstract—Intelligent omni-surfaces (IOSs) have been consid-
ered for assisting outdoor-to-indoor millimeter-wave (mmWave)
communications. Nevertheless, the existing works have not ade-
quately investigated how the number or the deployment locations
of IOSs should be optimized for serving multiple indoor users.
In this paper, we study IOS-assisted outdoor-to-indoor mmWave
communications where IOSs are installed in an exterior wall
of a building to refract mmWave signals from an outdoor base
station (BS) to indoor users that locate among indoor blockages.
Given a fixed total number of refracting elements, we formulate
an optimization problem to maximize the downlink energy
efficiency of the outdoor BS while satisfying the dowlink data
rate requirements of the indoor users by jointly optimizing the
number, locations and phase shifts of IOSs and the beamforming
vectors of the BS. To address the varying dimensionality and
the non-convexity of the optimization problem, we decompose
it into two subproblems that optimize the IOSs’ phase shifts
together with the BS beamforming vectors and the number
and locations of IOSs, respectively, and devise successive convex
approximation and Continuous Population-Based Incremental
Learning-based algorithms to solve them alternately. Simulation
results demonstrate that the proposed algorithms can obtain the
optimal number and locations of IOSs, resulting in significantly
enhanced energy efficiency of the outdoor BS compared to
benchmark schemes.

Index Terms—Beamforming, energy efficiency, intelligent
omni-surface, deployment, millimeter-wave.

I. INTRODUCTION

Nowadays, with over 80% of mobile data traffic generated

or terminated indoors [1], the deployment of indoor small-

cell base stations (BSs) for wireless coverage faces challenges.

Managing large numbers of indoor BSs and their associated

wired or optical backhaul involves high costs and complexity

[2]. Moreover, their performance is hindered by inter-cell

interference, especially in dense deployment scenarios [3].
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To address these issues, outdoor-to-indoor communication

utilizing existing outdoor BSs to serve indoor users is gaining

prominence as a promising alternative solution to meet indoor

mobile service demand [4], [5]. Simultaneously, the rise of

millimeter-wave (mmWave) communications is anticipated to

play a crucial role in 5G and future 6G mobile networks [6].

Recent studies on outdoor-to-indoor mmWave communi-

cations mainly aimed to mitigate severe penetration losses

and attenuations experienced by mmWave signals propagating

through walls, windows, or other building materials [2], [7]–

[9]. It was shown in [10] that a relay-aided outdoor-to-indoor

mmWave downlink system achieved a higher indoor cover-

age probability than systems without relays. In [2], outdoor-

to-indoor penetration losses were addressed by deploying

customer premise equipment (CPE), comprising a pair of

connected outdoor and indoor units. The outdoor unit, installed

on an exterior window or wall, receives mmWave signals

from an outdoor BS, while the indoor unit down-converts and

transmits them to indoor users. However, the deployment and

maintenance of CPE, involving signal frequency conversion

and active components, can be costly and power-consuming

[2]. In [11], the authors focused on maximizing the downlink

received signal-to-noise ratio (SNR) by jointly optimizing the

active and passive beamforming of both an outdoor and an

indoor hybrid reconfigurable intelligent surface (RIS). These

RISs sequentially reflect an outdoor mmWave signal to an

indoor receiver. We note that the study in [11] did not

consider penetration losses through building materials and the

reflections by two RISs will result in severe attenuation of the

signal strength.

Different from RISs, intelligent omni-surfaces (IOSs) that

can refract and/or reflect incident signals by changing their

phase and amplitude have recently emerged [12]–[14]. An

IOS is typically a planar array of nearly passive reconfigurable

elements. Recent works explored the idea of installing IOSs

on the exterior walls of buildings to refract signals from an

outdoor BS to indoor users [12], [14]. The authors in [15]

designed new IOS elements and arranged them in a hexagonal

lattice structure. Simulation results showed that substituting

a part of a wall with an IOS can improve the coverage

probability for the outdoor-to-indoor mmWave communication

system. In [16], simulation results demonstrated that replacing

a part of a concrete wall with a refracting RIS that refracts



the mmWave signals from an outdoor BS to indoor users can

significantly increase the coverage probability as compared

with a relay-aided counterpart. The authors in [17] maximized

the downlink data rate in an IOS-assisted outdoor-to-indoor

mmWave cellular network by jointly optimizing the precoding

matrices of both the BS and the IOS. In [18], analytical

results showed that, for a fixed total number of reconfigurable

elements, distributing them to multiple small IOSs evenly

spaced at the same height on a selected wall resulted in a

higher indoor coverage probability than deploying one large

IOS on the same wall. This performance gap became more

evident for a higher indoor blockage density and/or a lower

SNR threshold. We note that, [16] and [17] limited their focus

to a single IOS, and neither [16] nor [18] considered multi-

user interference. Additionally, the optimization of both the

quantity and placements of IOSs was overlooked in these

studies.

In this paper, we study an outdoor-to-indoor mmWave com-

munication system, where an outdoor BS transmits mmWave

signals to indoor users through multiple IOSs deployed on

the exterior wall between the BS and the users1, taking

into account the impact of indoor blockages. Our goal is to

maximize the transmission energy efficiency of the outdoor BS

by investigating whether a fixed number of passive elements

should be distributed across a large number of small IOSs or

centralized in a small number of large IOSs, while maintaining

reliable downlink communications for all indoor users.

The contributions of this paper can be summarized as

follows:

• We formulate an optimization problem to maximize the

transmission energy efficiency of the outdoor BS while

ensuring that the downlink data rate of each user remains

above a threshold. This optimization problem involves a

joint optimization of the number, positions, and phase

shifts of the IOSs, as well as the beamforming vectors of

the BS. The challenges in solving this problem primarily

arise from the intricate coupling of variables, the non-

convexity, and the varying dimensionality of the problem.

This is distinct from the existing works that considered

only a single IOS [12], [13], [15]–[17], or where the

number or locations of IOSs were not optimized [12],

[13], [15]–[18].

• We address the varying dimensionality of the joint op-

timization problem by decomposing it into two sub-

problems. The first subproblem involves optimizing the

phase shifts of the IOSs and the beamforming vectors

of the BS for a given number and locations of IOSs.

For this non-convex subproblem, we devise an Energy

Efficiency Maximization (EEM) algorithm to solve it by

iteratively optimizing the phase shifts of each IOS and the

beamforming vector of the BS. The second subproblem

involves optimizing the number and locations of IOSs for

1Since the IOSs in our system model are mainly used to refract the outdoor
BS’s signals to indoor users, they can also be referred to as reconfigurable
refractive surfaces [14].

a given set of phase shifts and beamforming vectors, and

is solved by leveraging the Continuous Population-Based

Incremental Learning (PBILc) algorithm. By solving the

above two subproblems alternately, we propose the IOS

Locations and Number (IOSLN) Algorithm to iteratively

determine the optimal quantity, placement, and phase

shifts of the IOSs, alongside the beamforming vectors for

the BS. It achieves this through a repeated process that

alternates between the PBILc algorithm and the proposed

EEM algorithm. This iterative approach ensures that the

adjustments to the number and locations of IOSs directly

influence their phase shifts and the BS’s beamforming

strategy, enabling a harmonized optimization of all the

variables toward a maximized transmission energy effi-

ciency of the outdoor BS.

• Our simulation results demonstrate that the proposed

algorithms can identify suitable numbers and deployment

locations of IOSs that maximize the energy efficiency

of the outdoor BS, while maintaining reliable downlink

communications for all indoor users. The results also

indicate that, for a fixed total number of reconfigurable

elements, the optimized number and locations of IOSs

lead to higher energy efficiency of the BS compared to

either centralized or evenly distributed IOS deployment.

The optimal number of IOSs increases with the number

of indoor users, and the optimized IOS locations cluster

in a vertical central area of the wall.

The rest of the paper is organized as follows. In Section

II, we introduce the system model and the channel model. In

Section III, we formulate the BS’s downlink transmission en-

ergy efficiency maximization problem and propose algorithms

to solve it. Section IV presents simulation results. Finally, we

conclude the paper in Section V.

II. SYSTEM MODEL

As shown in Fig. 1, we consider an outdoor-to-indoor

mmWave communication system, where an outdoor BS trans-

mits signals to K indoor users through I IOSs deployed on

the wall between the BS and the users. The BS is equipped

with a uniform linear array (ULA) of M(> 1) antennas.

The K users are distributed on the floor of a room,

which has a length of Lr, width of Wr, and height of Hr

along the x-axis, y-axis and z-axis in Fig. 1, respectively.

Each user is equipped with a single directional antenna. The

locations of the users are denoted by qUE = [q1, · · · , qK ],
where qk = (xk, yk, zk) is the location of the k-th user,

xk and yk follow a distribution Ξ on the 2D horizontal

plane, e.g., a uniform distribution, and zk is the k-th user’s

height that follows an independent uniform distribution from

1m to 2m. In the room, there are R static blockages that

are distributed on the floor following a 2D homogeneous

Poisson point process (PPP) with a density of κ blockage/m2

[20]. We assume that the blockages are cubes with lengths

Lo = [Lo1 , · · · , LoR ], widths Wo = [Wo1 , · · · ,WoR ], and

heights Ho = [Ho1 , · · · , HoR ], where the elements of Lo and

Wo follow independent uniform distributions from 1m to 2m,



Fig. 1: An IOS-assisted outdoor-to-indoor mmWave commu-

nication system.

and those of Ho in the range [1.5m, Hr]. Each IOS contains N
elements that form a uniform rectangular array (URA). The

locations of the IOSs are denoted by qIOS = [q1, · · · , qI ],
where qi = [qi1, · · · , qiN ] contains the locations of the N
elements on the i-th IOS, qin = (xin, yin, zin). For simplicity

in optimizing the locations of the IOSs, the location of the

central element of an IOS’s array is used to present the location

of the IOS, which is denoted by qci = (xci , yci , zci) for the

i-th IOS, i ∈ {1, · · · , I}, with qIOSc
= [qc1 , · · · , qcI ]. Each

IOS is connected to a smart controller that adjusts its phase

shifts and refraction amplitudes via a separate wired link.

A. Channel Model

The channel from the BS to the i-th IOS is modeled as a

Rician channel, and is denoted by Gi ∈ C
N×M . The (n,m)-th

element in Gi denotes the channel between the m-th antenna

at the BS and the n-th element on the i-th IOS, and is given

by [19]

Gi,mn =

√

ϵ

1 + ϵ
GLoS

i,mn +

√

1

1 + ϵ
GNLoS

i,mn (1)

where ϵ is the Rician factor, GLoS
i,mn and GNLoS

i,mn are the LoS

and NLoS components, respectively, and GLoS
i,mn is given by

[19]

GLoS
i,mn =

√

JBS
m JIOS

i,n KA
i,mnK

D
i,mne

(

−j2πdi,mn

λ

)

(4π)
3
4 (di,mn)

α
(2)

where JBS
m and JIOS

i,n are the maximum antenna gain of

the m-th antenna element at the BS and the maximum an-

tenna gain of the n-th element on the i-th IOS, respectively,

di,mn =
√

(xm − xin)2 + (ym − yin)2 + (zm − zin)2 is the

distance between the m-th antenna at the BS and the n-th

element on the i-th IOS, λ is the signal wavelength, α is

the path loss exponent, KD
i,mn and KA

i,mn are the normalized

radiation pattern of the m-th antenna element at the BS in

the direction of the n-th element on the i-th IOS and the

normalized radiation pattern of the n-th element on the i-th
IOS in the direction of the m-th antenna at the BS, and are

given by

KD
i,mn =

∣

∣cos3 ϕD
i,mn

∣

∣ , (3)

KA
i,mn =

∣

∣cos3 ϕA
i,mn

∣

∣ , (4)

where ϕD
i,mn and ϕA

i,mn are the angle of departure (AoD) from

the m-th antenna at the BS to the n-th element on the i-th IOS

and the angle of arrival (AoA) at the n-th element on the i-th
IOS from the m-th antenna at the BS, respectively.

The NLoS component in (1) is given by

GNLoS
i,mn = h̃i,mn, (5)

where h̃i,mn ∼ CN (0, 1) follows independent complex Gaus-

sian distribution with zero mean and unit variance.

The channel from the i-th IOS to the k-th user is given by

ĥik = bik ⊙ hik, (6)

where ⊙ denotes the element-wise multiplication, bik =
[bik,1, · · · , bik,N ] contains N binary indicators, where bik,n =
1 indicates that the link between the n-th element of the i-th
IOS and the k-th user is LoS [16], otherwise bik,n = 0, and

hik = [hik,1, · · · , hik,N ], where hik,n is the channel coefficient

between the n-th element on the i-th IOS and the k-th user,

and is given by [19]

hik,n =

√

ϵ

1 + ϵ
hLoS
ik,n +

√

1

1 + ϵ
hNLoS
ik,n , (7)

where hLoS
ik,n is the LoS component and is given by

hLoS
ik,n =

λ
√

JIOS
i,n JkKD

ik,nK
A
ik,nδxδzγn,ie

(

−j2πdik,n

λ

)

(4π)
3
4 (dik,n)

α
, (8)

where Jk is the maximum antenna gain of the k-th user,

δx and δz are the sizes of each element on the respective

IOSs, γn,i is the power ratio between the signal re-emitted

by the n-th element of the i-th IOS and the incident signal,

dik,n =
√

(xin − xk)2 + (yin − yk)2 + (zin − zk)2 is the

distance between the n-th element on the i-th IOS and the k-th

user, KD
ik,n and KA

ik,n are the normalized radiation pattern of

the n-th element on the i-th IOS in the direction of the k-th

user and the normalized radiation pattern of the k-th user’s

antenna, and are given by

KD
ik,n =

∣

∣cos3 ϕD
ik,n

∣

∣ , (9)

KA
ik,n =

∣

∣cos3 ϕA
ik,n

∣

∣ , (10)

where ϕD
ik,n and ϕA

ik,n are the AoD from the n-th element on

the i-th IOS to the k-th user and the AoA at the k-th user

from the n-th element on the i-th IOS, respectively.

The NLoS component in (7) is given by

hNLoS
ik,n = h̃ik,n, (11)



where h̃ik,n ∼ CN (0, 1).
The LoS probability of the link between the n-th element

on the i-th IOS and the k-th user is given by [16]

Pik,n = Pr [bik,n = 1] = Γ(zin)e
−(βd̂ik,n+p), (12)

where Γ(zi,n) is given by

Γ(zi,n) =
1

2
×
(

1 +
zi,n − E [Ho]

Hr

)

, (13)

where E [Ho] is the average height of the blockages, d̂ik,n =
√

(xin − xk)2 + (yin − yk)2 is the horizontal distance be-

tween the n-th element on the i-th IOS and the k-th user,

and β is given by

β =
2κ (E [Lo] + E [Wo])

π
, (14)

where κblokages/m2 is the density of blockages, E [Lo] and

E [Wo] are the average length and width of the blockages,

respectively, p in (12) is the fraction of the room’s floor area

covered by blockages and is given by

p = κE [Lo] E [Wo] . (15)

B. Downlink data rate

The signal received at the k-th user is given by

yk =

(

I
∑

i=1

ĥikΘiGi

)

wksk + ιk (16)

where k = 1, · · · ,K, Θi = diag
(

ejθi1 , · · · , ejθiN
)

is a N -by-

N diagonal matrix, θin is the refraction phase shift applied

by the n-th element on the i-th IOS, sk is the information

symbol with a zero mean and unit variance (i.e., normalized

power) transmitted by the BS to the k-th user, wk ∈ C
M×1

is the BS beamforming vector towards the k-th user, and
∑K

k=1 wk
Hwk = PT , where PT is the transmit power at the

BS, and ιk is the additive white Gaussian noise (AWGN) at

the k-th user with zero mean and the variance of σ2. For

analytical tractability, we assume that the IOSs’ phase shifts

are continuous. The results of this work can be applied to a

system where the IOS phase shifts are of discrete values by

adding a quantization process, which approximates the optimal

continuous phase shifts of the IOS by the closest possible

discrete phase shift values.

The downlink data rate at the k-th user is given by

rk = Blog2











1 +

∣

∣

∣

∣

(

I
∑

i=1

ĥikΘiGi

)

wk

∣

∣

∣

∣

2

∑K

j=1,j ̸=k

∣

∣

∣

∣

(

I
∑

i=1

ĥikΘiGi

)

wj

∣

∣

∣

∣

2

+ σ2











,

(17)

where B is the bandwidth of the BS transmission to a single

user.

Letting ĥk =
[

ĥ1k, · · · , ĥIk

]

, G = [G1, · · · ,GI ]
H

,

and Λ = [Λ1, · · · ,ΛI ]
H ∈ C

IN×1, where Λi =

[

ejθi1 , · · · , ejθiN
]H ∈ C

N×1,Λin = ejθin ,Θ̂ = diag(Λ) ∈
C

IN×IN, the expression of rk is rewritten as

rk = Blog2






1 +

∣

∣

∣

(

ĥkΘ̂G
)

wk

∣

∣

∣

2

∑K

j=1,j ̸=k

∣

∣

∣

(

ĥkΘ̂G
)

wj

∣

∣

∣

2

+ σ2






. (18)

III. PROBLEM FORMULATION AND SOLUTION

ALGORITHMS

A. Problem Formulation

We formulate an optimization problem to maximize the

downlink transmission energy efficiency of the BS by jointly

optimizing the number and locations of IOSs, the refraction

phase shifts of all the IOS elements, and the beamforming

vectors of the BS, subject to the constraints on the downlink

data rate of each user and the maximum transmission power

of the BS, i.e.,

(P1) : max
I,qIOSc ,Θ̂,w1,···,wK

∑K

k=1 rk
∑K

k=1 wk
Hwk + PC

(19)

s.t. C1 :
∑K

k=1
wk

Hwk ⩽ PT max, (19a)

C2 : 0 ⩽ θin < 2π, ∀i, ∀n, (19b)

C3 : rk ⩾ rmin,k, ∀k, (19c)

C4 : I ⩾ 1, (19d)

C5 :
dI
2

⩽ xci ⩽ Lr −
dI
2
, ∀i, (19e)

C6 : E[Ho] +
dI
2

⩽ zci ⩽ Hr −
dI
2
, ∀i, (19f)

C7 :
∣

∣zci − zcj
∣

∣ ⩾ dI , or
∣

∣xci − xcj

∣

∣ ⩾ dI , i ̸= j, ∀i, ∀j,
(19g)

where I is the number of IOSs and qIOSc
contains the locations

of the IOSs, PT max is the maximum transmit power of the BS,

rmin,k is the minimum downlink data rate required by the k-th

user, dI is the size of an IOS, and the minimum distance we

set between two IOSs to avoid overlapping, PC denotes the

total power consumed by the active transceivers at the BS and

by the circuits of the BS and the users, and it is given by [22]

PC = PBS +NTRPTR +
∑K

k=1
Pk, (20)

where PBS is the circuit power consumed by the BS, NTR

is the number of active transceivers at the BS, PTR is the

power consumed by each active transceiver at the BS, and

Pk is the circuit power consumed by the k-th user. In (P1),

constraint C1 specifies the maximum transmit power at the

outdoor BS, C2 imposes the value range of the phase shift

for each element on the IOSs, C3 ensures that the downlink

data rate at each user is above the minimum downlink data

rate required, C4 guarantees that at least one IOS is deployed,

C5 and C6 delineate the permissible spatial boundaries for

the placement of IOSs, and C7 precludes the overlap of these

IOSs, ensuring their distinct and non-intersecting distribution.



B. EEM Algorithm

We note that it is hard to solve (P1) directly due to the

varying number of variables involved and its non-convexity.

Hence, we first study the case with the number I and the

locations of IOSs fixed, for which (P1) reduces to

(P2) : max
Θ̂,w1,···,wK

∑K

k=1 rk
∑K

k=1 wk
Hwk + PC

(21)

s.t. C1, C2, C3.

Since (P2) is still a non-convex problem and is difficult to

solve directly, we decompose (P2) into two subproblems that

optimize the IOSs’ refraction phase shifts for given beamform-

ing vectors of the BS and the BS’s beamforming vectors for

given refraction phase shifts of the IOSs, respectively.

1) Refraction phase shifts:

For given beamforming vector wk, k = 1, · · · ,K, (P2)

reduces to

(P3) : max
Θ̂,η

∑K

k=1
log2 (1 + ηk) (22)

s.t. C2

C8 : ηk ⩽

∣

∣

∣

(

ĥkΘ̂G
)

wk

∣

∣

∣

2

∑K

j=1,j ̸=k

∣

∣

∣

(

ĥkΘ̂G
)

wj

∣

∣

∣

2

+ σ2

, (22a)

∀k ∈ {1, · · · ,K} ,
C9 : ηk ⩾ 2

rmin,k

B − 1, ∀k ∈ {1, · · · ,K} . (22b)

where η = [η1, · · · , ηK ] ∈ C
1×K is a slack vector that returns

the optimal solution when the equality in constraint C8 holds,

and C9 ensures the minimum rate required of each user.

Letting
(

ĥkΘ̂G
)

wj = ςHkjΛ, where ςkj = diag
(

ĥk

)

Gwj ,

C8 can be rewritten as

C8′ : ηk ⩽

∣

∣ςHkkΛ
∣

∣

2

∑K

j=1,j ̸=k

∣

∣

∣ςHkjΛ

∣

∣

∣

2

+ σ2

, ∀k ∈ {1, · · · ,K} .

(23)

To deal with the non-convexity of C8′, we introduce the

auxiliary variables ζk, k = 1, · · · ,K, ζ = [ζ1, · · · , ζK ], and

convert C8′ to C8.1′ and C8.2′ as follows

C8.1′ :
∣

∣ςHkkΛ
∣

∣

2
⩾ ζkηk =

1

4

(

(ζk + ηk)
2 − (ζk − ηk)

2
)

,

(24)

C8.2′ :
∑K

j=1,j ̸=k

∣

∣ςHkjΛ
∣

∣

2
+ σ2

⩽ ζk, (25)

By substituting C8.1′ and C8.2′ into (P3), we have

(P4) : max
Λ,η,ζ

∑K

k=1
log2 (1 + ηk) (26)

s.t. C8.1′, C8.2′, C9

C2′ : |Λin| = 1, ∀i ∈ {1, · · · , I} , ∀n ∈ {1, · · · , N} .
(26a)

C10 : ζk ⩾ 0, ∀k ∈ {1, · · · ,K} . (26b)

By applying the penalty method, (P4) can be rewritten as

(P5) : max
Λ,η,ζ

∑K

k=1

log
2
(1 + ηk)+A

∑I

i=1

∑N

n=1

(

|Λin|
2 − 1

)

(27)

s.t. C8.1′, C8.2′, C9, C10,

C2′′ : |Λin| ⩽ 1, ∀i ∈ {1, · · · , I} , ∀n ∈ {1, · · · , N} .
(27a)

where A is a positive constant, and the optimal solution will be

achieved when |Λin| = 1, ∀i ∈ {1, · · · , I}, ∀n ∈ {1, · · · , N}.

Then, we use successive convex approximation (SCA) to

solve (P5) iteratively as follows. In the s-th iteration, where

s ⩾ 1, the objective function of (P5) is approximated by

max
Λ,η,ζ

∑K

k=1
log2

(

1 + η
(s)
k

)

+ 2A
∑I

i=1

∑N

n=1
Λ
(s−1)
in

(

Λ
(s)
in − Λ

(s−1)
in

)

(28)

where 2A
∑I

i=1

∑N

n=1 Λ
(s−1)
in

(

Λ
(s)
in − Λ

(s−1)
in

)

is the first or-

der Taylor polynomial of A
∑I

i=1

∑N

n=1

(

∣

∣

∣Λ
(s)
in

∣

∣

∣

2

− 1

)

at

Λ
(s−1)
in , and Λ

(0)
in is the initial value of Λin.

Although C8.2′ is convex, C8.1′ is still non-convex. Since
∣

∣ςHkkΛ
∣

∣

2
and (ζk − ηk)

2
are convex and any convex function is

globally lower-bounded by its first order Taylor polynomial at

any point [23], we approximate both sides of C8.1′ by their

first order Taylor polynomial at Λ
(s−1), ζ

(s−1)
k , and η

(s−1)
k

and have

C8.1′′ : 2ℜ
(

(

ςHkkΛ
(s−1)

)H

ςHkkΛ
(s)

)

−
∣

∣

∣ς
H
kkΛ

(s−1)
∣

∣

∣

2

⩾
1

4

[

(

ζ
(s)
k + η

(s)
k

)2

−
(

ζ
(s−1)
k − η

(s−1)
k

)

(

ζ
(s)
k − η

(s)
k

)

+
(

ζ
(s−1)
k − η

(s−1)
k

)2
]

.

(29)

Based on (28) and (29), (P5) can be approximated to the

following convex problem:

(30)
(P6) : max

Λ(s),η(s),ζ(s)

∑K

k=1
log2

(

1 + η
(s)
k

)

+ 2A
∑I

i=1

∑N

n=1
Λ
(s−1)
in

(

Λ
(s)
in − Λ

(s−1)
in

)

s.t. C8.2′, C8.1′′, C9, C2′′, C10.

Since (P6) is a convex problem, it can be solved by the CVX

toolbox [26]. With the optimal Λ obtained by solving (P6),

we have the optimal Θ̂.

2) Beamforming vector:

Continuing from the previous subsection, with the Θ̂ ob-

tained by solving (P6), (P2) reduces to

(P7) : max
η̃,w1,···,wK

∑K

k=1 Blog2 (1 + η̃k)
∑K

k=1 wk
Hwk + PC

(31)



s.t. C1,

C11 : η̃k ⩽

∣

∣ς̃Hk wk

∣

∣

2

∑K

j=1,j ̸=k

∣

∣ς̃Hk wj

∣

∣

2
+ σ2

, ∀k ∈ {1, · · · ,K} ,

(31a)

C12 : η̃k ⩾ 2
rmin,k

B − 1, ∀k ∈ {1, · · · ,K} , (31b)

where η̃ = [η̃1, · · · , η̃K ] contains K slack variables, and ς̃k =
ĥkΘ̂G.

To deal with the non-convexity of C11, we introduce the

slack variable ζ̃k > 0, k = 1, · · · ,K, ζ̃ =
[

ζ̃1, · · · , ζ̃K
]

. Since

we can express ς̃Hk wk as a real number by arbitrarily rotating

the phase of wk [21], we convert C11 to

C11.1 :

√

η̃k ζ̃k ⩽ ℜ
(

ς̃Hk wk

)

, (32)

C11.2 :
∑K

j=1,j ̸=k

∣

∣ς̃Hk wj

∣

∣

2
+ σ2

⩽ ζ̃k. (33)

Since C11.1 is still non-convex, we apply SCA to it, i.e., by

substituting

√

η̃k ζ̃k with its first order Taylor polynomial, and

in the s-th iteration we have

(34)

C11.1′ : ℜ
(

ς̃
(s)
k w

(s)
k

H
)

⩾

√

η̃
(s−1)
k ζ̃

(s−1)
k

+
1

2

√

√

√

√

ζ̃
(s−1)
k

η̃
(s−1)
k

(

η̃
(s)
k − η̃

(s−1)
k

)

+
1

2

√

√

√

√

η̃
(s−1)
k

ζ̃
(s−1)
k

(

ζ̃
(s)
k − ζ̃

(s−1)
k

)

.

Replacing C11 by C11.1′ and C11.2, (P7) converts to

(P8) : max
η̃(s),w

(s)
1 ,···,w

(s)
K

,ζ̃(s)

∑K

k=1 Blog2

(

1 + η̃
(s)
k

)

∑K

k=1 w
(s)
k

H
wk

(s) + PC

(35)

s.t. C1,C11.1′, C11.2, C12.

We note that (P8) is a convex problem and can be solved by

the Dinkelbach method [24].

Algorithm 1 EEM Algorithm

Input: ĥk, ∀k ∈ {1, · · · ,K} ,G, I, qI , ε
Output: Θ̂opt,w1opt, · · · ,wKopt, EEopt

1: Set the iteration index s = 0 and initialize Θ̂
(0),w

(0)
k and

EE(0) ∀k ∈ {1, · · · ,K}.
2: repeat

3: Update s = s+ 1.

4: Obtain Θ̂
(s) by solving (P6).

5: Obtain w
(s)
k , ∀k ∈ {1, · · · ,K} by solving (P8).

6: Obtain EE(s) by calculating (21).

7: until EE(s) − EE(s−1) < ε.

8: EEopt = EE(s), Θ̂opt = Θ̂
(s),wkopt = w

(s)
k , ∀k ∈

{1, · · · ,K}.

Based on the above solutions to (P6) and (P8), we propose

an iterative algorithm to solve (P2) by solving (P6) and

(P8) alternately in each iteration as shown in Algorithm 1,

where ε is a very small positive value used to terminate the

iteration. It is not difficult to verify that the introduction of the

slack variables does not lose the optimality of the optimization

problem, since all the constraints that include slack variables

can be met with equality.

For subproblems (P6) and (P8), the optimal solutions are

obtained in each iteration of Algorithm 1, and as a result, the

objective function in (P2) is non-decreasing over iterations.

Moreover, the objective function of (P2) is upper bounded due

to the maximum transmit power at the BS. Thus, the proposed

EEM algorithm is guaranteed to converge.

The complexity of Algorithm 1 is analyzed as follows. In

each iteration of Algorithm 1, the complexity of solving (P6)

is O((2K + IN)2(4K + IN)) [25], where 2K + IN and

4K + IN are the number of variables and the total number

of constraints in (P6), respectively; and the complexity of

solving (P8) is O(DQ) [24], where D is the number of

iterations required by the Dinkelbach method and Q is the

complexity per iteration of the Dinkelbach method. The num-

ber of iterations required by the SCA to converge in solving

(P5) is O(
√
4K + IN log2 (1/ε)) [26], where 4K + IN is

the total number of constraints in (P5); while the number of

iterations required by the SCA to converge in solving (P7) is

O(
√
2K + 1 log2 (1/ε)), where 2K + 1 is the total number

of constraints in (P7). So, the complexity of Algorithm

1 is O
(

log2 (1/ε)
[√

4K + IN(2K + IN)2(4K + IN) +

√
2K + 1DQ

]

)

[21].

C. IOSLN Algorithm

For given phase shifts of IOSs and beamforming vectors of

the BS obtained by Algorithm 1, (P1) reduces to

(P9) : max
I,qIOSc

∑K

k=1 rk
∑K

k=1 wk
Hwk + PC

(36)

s.t. C3, C4, C5, C6, C7.

To solve (P9) is to obtain the optimal number and locations

of IOSs that maximize the downlink transmission energy

efficiency of the BS. To this end, we divide the wall area

where the IOSs will be deployed (as defined by C5 and C6)

into Lr

dI
columns each of the same length Hr − E[Ho] and

width dI , where Lr

dI
is assumed to be an integer for simplicity.

This is because dI is much smaller than Lr and we allow

the outermost column at either edge of the wall to be slightly

wider than dI . Each IOS is deployed within a column (not

across any two columns). More than one IOS is allowed to

be deployed in a column. Without loss of generality, if one

of the top corners of the wall is assigned the value of 0 and

its diagonally opposite corner of the considered wall area is

assigned the value of
Lr(Hr−E[Ho])

dI
, then all possible IOS-

deployment locations on the wall form a continuous range



from 0 to
Lr(Hr−E[Ho])

dI
. To obtain the optimal locations of

I IOSs for given I , we employ the Population Based Incre-

mental Learning for continuous space (PBILc) [27], where

a probabilistic model that characterizes a population evolves

over generations instead of the individuals in the population.

Hence, PBILc is more efficient than traditional evolutionary

algorithms such as the genetic algorithm (GA) and particle

swarm optimization (PSO).

In the following, we present the PBILc-based IOSLN al-

gorithm to solve (P9). First, we set the number of IOS(s)

I = 1 and the iteration index s′ = 1, and randomly initialize

a population of Nind individuals, where Nind is an even

number and each individual contains the location(s) of I
IOS(s), qIOSc

= [qc1 , · · · , qcI ]. The initialized location of each

IOS follows an independent, identical Gaussian distribution

N (X(s′), σ
(s′)
X ), where the initialized mean value X(s′) =

Lr(Hr−E[Ho])
2dI

(i.e., the centre of the considered wall area),

and the initialized standard deviation σ
(s′)
X = Lr(Hr−E[Ho])

4dI
.

An individual will be discarded and generated again if any two

of its IOS locations are in the same column and the distance

between them is smaller than dI . Then, Algorithm 1 is used

to obtain wkopt, Θ̂opt, k ∈ {1, · · · ,K} for each individual

and EEopt is taken as the fitness value of the corresponding

individual. The individual with the largest fitness value in

the population is identified, and its wkopt, Θ̂opt and EEopt

are denoted by w
(s′)
koptI , Θ̂

(s′)
optI and EE

(s′)
optI , k ∈ {1, · · · ,K},

respectively.

Update s′ = s′ + 1, and a new half-population of Nind

2

individuals are generated by selecting the Nind

2 individuals of

the highest fitness values from the previous population. Next,

the mean value of the Gaussian distribution is updated as

X(s′) = (1−χ)X(s′−1)+χ(Xbest1+Xbest2−Xworst), (37)

where χ ∈ (0, 1) is a constant relaxation factor, Xbest1

and Xbest2 are the mean values of the two individuals with

the largest two fitness values in the new half-population,

and Xworst is the mean value of the individual with the

smallest fitness value in the new half-population. The standard

deviation of the Gaussian distribution is updated as

σ
(s′)
X = (1− χ)σ

(s′−1)
X + χ

√

√

√

√

∑

Nind
2

j=1 (Xj − X̄j)2

Nind

2

, (38)

where Xj is the mean value of the j-th individual of the

new half-population, and X̄j is the average value of all Xj ,

for j = 1, · · · , Nind

2 . Afterwards, another new half-population

of Nind

2 individuals are generated independently following the

updated Gaussian distribution. An individual will be discarded

and generated again if any two of its IOS locations are in the

same column and their distance is less than dI . The two half-

populations form a new population. Then, for each individual

in the new population, Algorithm 1 is used to obtain wkopt,

Θ̂opt and EEopt, k ∈ {1, · · · ,K}. The individual that has the

largest fitness value among the population is identified, and

its wkopt, Θ̂opt and EEopt are labeled as w
(s′)
koptI , Θ̂

(s′)
optI and

EE
(s′)
optI , k ∈ {1, · · · ,K}, respectively.

The above procedures repeat until EE
(s′)
optI −EE

(s′−1)
optI < ε.

Once the iteration terminates, the individual of the largest

fitness value among the latest population is identified as the

optimal locations of the I IOSs, labeled as qoptI , and its

w
(s′)
koptI , Θ̂

(s′)
optI , and EE

(s′)
optI are labeled as wkoptI , Θ̂optI ,

and EEoptI , k ∈ {1, · · · ,K}, respectively. The above iterative

algorithm for any given value of I is ensured to converge when

the iteration number is large enough [27].

Update I = I + 1 and repeat the above procedures until

EEoptI − EEopt(I−1) < ε. Finally, the value of I that is

associated with the highest value of EEoptI is identified as

Iopt and its corresponding qoptI , EEoptI , wkoptI , Θ̂optI , k ∈
{1, · · · ,K} return the optimal IOS locations, energy efficiency

of the BS, BS beamforming vectors and IOS phase shifts,

respectively.

The above IOSLN Algorithm is summarized in Algorithm 2.

It has a complexity of O
(

Iopt
∑

I=1

(

log2 (1/ε)
[√

2K + IN(2K+

IN)2(4K+IN)+
√
2K + 1DQ

]

Nind
NPI+1

2

)

)

, where NPI

is the number of iterations required for the PBILc to converge

for I ∈ {1, · · · , Iopt}.

IV. SIMULATION RESULTS

In this section, we present simulation results to evaluate

the performance of the proposed algorithms. The simulated

system model aligns with the description in Section II, and the

parameter values used in the simulation are listed in Table I

unless otherwise specified. In the simulations, we compare the

performance of Algorithm 2 with three benchmark schemes:

(i) an evenly distributed IOS deployment scheme [18], where

the IOSs are evenly spaced on the wall at the same height, and

the number and height of IOSs are optimized using Algorithm

2; (ii) centralized deployment (i.e., a single IOS) with an

optimal location on the wall obtained by Algorithm 2 using

I = 1; and (iii) the case without deploying any RIS. In all

compared schemes, the IOSs are deployed on the same wall,

as shown in Fig. 1, and the total number (IN ) of elements on

IOS(s) is kept constant.

In Fig.2, we plot the energy efficiency of the outdoor BS

versus the number of iterations in Algorithm 2 for different

population sizes (Nind) used in the PBILc. The energy ef-

ficiency of the outdoor BS first increases with the iteration

number and finally converges to a stable value. Algorithm 2

converges faster for a larger value of Nind, because it is likely

to obtain a larger fitness value in each iteration with a larger

population size.

In Fig. 3, we present a plot of the downlink transmission

energy efficiency of the outdoor BS against the number of

users in the indoor environment under consideration. The

energy efficiency for all four schemes is observed to decrease

as the number of users increases, given that a larger number



Algorithm 2 IOSLN Algorithm

Input: Nind, ε, K, Ξ.

Output: Iopt, qoptI , EEoptI , wkoptI , Θ̂optI , k ∈
{1, · · · ,K}.

1: Initialize I = 0 and EEopt0 = 0.

2: repeat

3: Update I = I + 1
4: Set the iteration index s′ = 1, and randomly initialize

a population of Nind individuals, where each indi-

vidual contains I independent IOS locations, qi ∼
N (X(s′), σ

(s′)
X ), i ∈ {1, · · · , I}, where X(s′) =

Lr(Hr−E[Ho])
2dI

and σ
(s′)
X = Lr(Hr−E[Ho])

4dI
. Run Algo-

rithm 1 for each individual and take EEopt as its

fitness value.
5: repeat

6: Update s′ = s′ + 1.

7: A new half-population is formed by the Nind

2
individuals with the largest fitness values of the

previous population.

8: Update X(s′) and σ
(s′)
X based on (37) and (38),

respectively.

9: Generate Nind

2 individuals independently following

N (X(s′), σ
(s′)
X ). The two half-populations to form

a new population.

10: Run Algorithm 1 for each individual in the new

population. The individual that has the largest

fitness value returns w
(s′)
koptI , Θ̂

(s′)
optI and EE

(s′)
optI ,

k ∈ {1, · · · ,K}.

11: until EE
(s′)
optI − EE

(s′−1)
optI < ε.

12: wkoptI = w
(s′)
koptI , Θ̂optI = Θ̂

(s′)
optI , EEoptI =

EE
(s′)
optI , k ∈ {1, · · · ,K}.

13: until EEoptI − EEopt(I−1) < ε.

14: Iopt = arg
I

max {EEoptI} and return its qIopt, EEoptI ,

wkoptI , Θ̂optI , k ∈ {1, · · · ,K} as output.
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Fig. 2: Energy efficiency versus the iteration number.

TABLE I: Parameter Values Used in the Simulation

Parameter Value

M number of antennas at the BS 16
NTR number of active transceivers at the BS 4
PTR circuit power of each active transceiver 30dBm
PBS circuit power of the BS 35dBm
PTmax maximum transmit power at the BS 35dBm
IN total number of elements on IOSs 120
qB location of the BS (−50, 5, 5)m
K number of users 40
Pk circuit power of each user 10dBm
σ2 noise power −85dBm
B bandwidth 1GHz
rmin minimum data rate required 5Mbps
κ blockage density 0.15blockages/m2

Lr room length 10m
Wr room width 10m
Hr room height 10m
Ξ users’ spacial distribution uniform distribution
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Fig. 3: Energy efficiency versus the number of users.

of users necessitates higher transmit power at the BS. For a

specific number of users, the proposed algorithm consistently

achieves significantly higher energy efficiency compared to the

benchmark schemes. It is noteworthy that the energy efficiency

of the BS without deploying any IOS is notably low due to

severe penetration losses and attenuations of signal strength at

mmWave frequencies.

In Fig. 4, we plot the energy efficiency of the outdoor

BS versus the number of users for three different indoor

user spatial distributions: (i) the uniform distribution that is

considered in the system model; (ii) a Poisson distribution

where xk and yk of user k (k = 1, 2, · · · ,K) each follow an

independent Poisson distribution with the expected occurrence

rate of λ = 3, i.e., the users are gathered toward the point

(3, 3) in the 10m× 10m room; and (iii) a multivariate normal

distribution (MND) where xk ∼ N (5, 5) and yk ∼ N (5, 5)
for user k (k = 1, 2, · · · ,K) independently, i.e., the users are

gathered around the center point (5, 5) of the room, where

the unit of xk and yk is meter. For all the three considered
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Fig. 4: Energy efficiency versus the number of users for

different user distributions.

user distributions, zk of user k (k = 1, 2, · · · ,K) follows

an independent uniform distribution from 1m to 2m. The

figure demonstrates that the proposed algorithm is applicable

to different user distributions and is able to achieve a higher BS

transmission energy efficiency than the even IOS deployment

[18] in all the considered spatial distributions of indoor users.
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Fig. 5: Optimal number of IOSs versus the number of users.

In Fig. 5, the optimal number of IOSs obtained by Al-

gorithm 2 is plotted against the number of users. The total

number of elements of the IOSs is fixed at 360. As the number

of users increases, the optimal number of IOSs also increases,

albeit at a diminishing rate as the user population grows larger.

This trend is attributed to the need for more distributed IOSs

to establish LoS links with a larger number of users. However,

increasing the number of IOSs while maintaining a fixed total

number of elements results in a reduction in the refraction

beamforming gain per IOS.
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Fig. 6: Optimal number and locations of IOSs and locations.

In Fig. 6, we illustrate the optimal locations of the ideal

number of IOSs on the wall for different numbers of users,

with a total of 360 elements in the IOSs. Observing the figure,

it is evident that, for each considered number of users, the

optimized IOS locations converge in the vertical central area

of the specified wall. This concentration is attributed to the

likelihood that IOSs deployed in the vertical central area are

more likely to establish LoS links for a greater number of users

compared to those deployed on the left or right side of the wall.

Furthermore, the outdoor BS’s antenna array is positioned at

(−50, 5, 5), facing the center of the wall. Deploying an IOS

closer to the center results in a shorter distance from the BS

antenna array to the IOS, thereby reducing the path loss of

the link. It is noteworthy that some IOSs are deployed above

the height of the BS antenna array due to the presence of

blockages and the locations of users. In other words, certain

IOSs need to be positioned higher than the blockages to

establish LoS links for users obstructed by tall obstacles.

In Fig. 7, we depict the transmission energy efficiency of

the outdoor BS against the minimum rate requirement of each

user. Across all schemes compared, the energy efficiency of

the BS decreases as the user rate requirement increases. This

trend is attributed to the heightened transmit power needed at

the BS to meet the higher minimum rate requirement, resulting

in a reduction in energy efficiency. Notably, the proposed

algorithm consistently outperforms the other schemes for each

considered value of the user rate requirement due to the

optimized number and locations of IOSs.

In Fig. 8, we illustrate the transmission energy efficiency

of the outdoor BS against the blockage density. Across all

considered schemes, the energy efficiency of the BS experi-

ences a decline with increasing blockage density. This decline

is attributed to the reduction in LoS links between the IOSs

and the users as the blockage density rises. The proposed

algorithm outperforms the other schemes significantly due

to the optimized number and locations of IOSs, ensuring a
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Fig. 7: Energy efficiency versus minimum rate requirement per

user.
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Fig. 8: Energy efficiency versus the blockage density.

larger number of LoS links between the IOSs and the users.

The performance gap between the centralized IOS deploy-

ment scheme and the proposed algorithm/even deployment

scheme becomes smaller for higher blockage densities. This

is because, under scenarios of the proposed algorithm/even

deployment scheme, the number of LoS links significantly

decreases with the increase in blockage density. In contrast,

for the centralized IOS deployment scheme, the decrease is

slight since many LoS links have already been blocked even

for a small blockage density.

In Fig. 9, we present the transmission energy efficiency of

the outdoor BS against the total number of elements on the

IOSs for the three IOS deployment schemes. Notably, for each

scheme, the BS’s energy efficiency increases with the total

number of elements on the IOSs, as the channel gain of the

IOSs grows with the total number of elements. For a given
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Fig. 9: Energy efficiency versus IOSs’ total number of ele-

ments.

total number of elements, the proposed algorithm consistently

achieves the highest energy efficiency for the BS, followed by

the evenly distributed IOS deployment [18]. The centralized

IOS deployment (i.e., the proposed algorithm with I = 1)

achieves the lowest energy efficiency for the BS. This order is

attributed to the proposed algorithm having the most LoS links

between the IOSs and the users, enhancing the utilization of

the increased elements in the IOSs, while the centralized IOS

deployment scheme has the fewest LoS links.

V. CONCLUSION AND FUTURE WORK

In this study, we explored the dynamics of multiple IOSs

in outdoor-to-indoor mmWave communications for multiple

indoor users in the presence of indoor blockages. To maximize

the transmission energy efficiency of the outdoor BS while

ensuring each user’s downlink data rate surpasses a specified

threshold, we introduced the EEM algorithm and the IOSLN

algorithm. These algorithms jointly optimize the number, lo-

cations, and phase shifts of IOSs, along with the beamforming

vectors of the BS. Simulation results demonstrate that the pro-

posed algorithms significantly enhance the downlink energy

efficiency of the BS compared to benchmark schemes that

either neglect IOS deployment or do not optimize the number

or locations of IOSs. The optimized number and locations of

IOSs play a crucial role in maximizing LoS links to users.

The optimal number of IOSs increases with the number of

users, but the rate of increase diminishes as the user population

expands. This is attributed to the trade-off, as distributing

a fixed total number of refracting elements to an increasing

number of IOSs results in a reduced refraction beamforming

gain per IOS. Optimal IOS locations concentrate in the vertical

central area of the wall. This strategic placement allows central

IOSs to create LoS links for more users compared to those

on the left or right sides. Additionally, central IOSs are

closer to the outdoor BS, which faces the center of the wall.



Furthermore, the transmission energy efficiency of the BS

exhibits a positive correlation with the total number of IOS

elements but experiences decreases with the number of users,

user rate requirements, and blockage density. These findings

provide valuable insights into optimizing multiple IOSs for

efficient outdoor-to-indoor mmWave communications.

In our future studies, we plan to extend this work to more

complex scenarios, where an outdoor BS provides services to

both outdoor and indoor mobile users. Such scenarios will

necessitate the use of IOSs’ capabilities of both reflecting

and refracting incident signals, while considering the dynamic

channel conditions and potentially different mobility patterns

of outdoor and indoor users. This approach promises to

unveil interesting possibilities for enhancing communication

efficiency and user experience.
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