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Abstract. With the increasing adoption of robotic and AI systems in

our daily activities, understanding how people interact with and trust

these systems or may have biases towards them is becoming important

for their development and safety. This paper investigates people’s level

of trust and potential biases towards three robotic systems i.e. an Alexa

device, robot Pepper and ChatGPT using “The Chameleon” game. In

this experiment, the same words were presented to two of groups of

participants, the first group played the game through an online form

and the second group played the game in person with Alexa, Pepper

and ChatGPT in a lab space. The game consisted in spotting the player

who is the chameleon i.e. pretending to know a target word that only

the other players are supposed to know. The results showed that both

the online and in-person participants had similar levels of spotting the

chameleon. However, participants were less able to spot Pepper when it

was the chameleon, suggesting that they trusted Pepper a bit more than

Alexa and ChatGPT.
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1 Introduction

To explore conscious and unconscious biases towards robotic and artificial in-
telligence (AI) systems, we intend to detect and compare human biases to-
wards building trust with autonomous systems using different communication
modalities such as embodiment with a humanoid robot (Pepper), voice with a
smart speaker (Alexa) and text with a chatbot screen (ChatGPT) through “The
Chameleon” game. We chose these three robotic and AI systems, because they
have distinctive features and people would have different levels of familiarity or
trust towards them based on their individual experiences and preferences during
human-robot interactions (HRI). For example, Rauchbauer et al. [1] suggested
that when engaging with conversational agents there is less engagement of brain
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areas involved in everyday social cognition, compared to human-human interac-
tions.

“The Chameleon”, as used in this work, is a game developed by Big Potato
Games. Each player is dealt a card as shown in Fig1. One of the cards says Youre
the Chameleon, the rest of the cards have a key that is used to look up a word
on a separate topic card. Then all the players say one word (or short phrase) to
show that they are not the chameleon, without revealing what the target word
is to the chameleon. The Chameleon does not know the target word and has
to try and blend in. At the end of each round, the players vote for who they
think is the chameleon. The aim of the game is for the other players to spot
the chameleon and for the Chameleon to blend in. The key part of the game is
that the Chameleon did not know what the target word was when everyone was
thinking of a word, however they could have figured out what the word was by
the time it was their turn to say a word.

Fig. 1: Example cards from “The Chameleon” game.

Our theory behind this experiment is that in a normal game of “The Chameleon”,
there are several reasons why a player is more or less likely to be voted for as the
chameleon. A big factor in who gets voted for is the word chosen by each player.
For example if a player says a really vague word, they might be more likely to be
voted for. Other reasons such as the order in which the players say their words
and where they are sat in relation to the other players have an impact too. The
main part of our theory is that how much the player is trusted and how good
they are thought to be at the game are the remaining factors that determine
how likely someone will be voted for.

Hence in this work, we made two main hypotheses:
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1. the more familiarity/experience that a participant has with a robot, the more
likely they will trust it;

2. individual participants will have biases towards a particular robot, and these
will be dependent on past experience with each robot.

Previous work such as [2] performed a meta-analysis of factors that affect
trust in HRI, the results showed that performance of the robots was the most
important factor for people to trust them. Sanders et al. [3] investigated the
relationship between trust and the use of a robot where it was found statistical
support indicating that “trust leads to use”. Cross et al. [4] suggested that in-
teracting with a robot does not change behaviour or neural empathetic response
towards the robot, so in this study we do not expect to find a changed measure
of trust after taking part in the game. Natarajan and Gombolay [5] measured
the effects of anthropomorphism on human trust towards robots and found that
the behaviour and anthropomorphism of an agent are the most important fac-
tors in trusting them or not. More recently, Alarcon et al. [6] explored biases
in human-human vs human-robot interactions, their results showed that there
are differences in trust between a human and robot partner and that human
biases towards robots are more complex. In the present work, we explore trust
and biases towards robots through a party game, “The Chameleon”, we assess
participants’ levels of trust and familiarity with each robot before and after the
experiment and we also compare the in-person game results to online partici-
pants’ responses. To our knowledge, this is the first time a trust experiment is
carried out with robot Pepper, an Alexa device, and ChatGPT.

This work was split into three main steps: (1) words were collected from
human players in advance from card-based “The Chameleon” games; (2) an
online study was performed where participants looked at the words (collected
from steps 1) to try and spot which word was said by the chameleon; (3) a robot
experiment took place where a separate group of participants made judgements
on the same words pronounced by Alexa, Pepper and ChatGPT in a 4-player
game. A diagram of the experimental protocol is shown in Fig.2. Ethical approval
was sought from and approved by the Department of Sociology at the University
of York.

2 Words Collection

To generate target words and player contributions for our online and robot ex-
periments, we recorded a series of card-based games played by humans (cf. Fig.
1). Three groups of four or five people played the game for approximately 40
minutes each. The words pronounced by each player were recorded including
the word used by the chameleon in each round was written down by the experi-
menter. These lists of words were then used for the online and robot experiments
detailed below.
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Fig. 2: Diagram of the experimental protocol.

Fig. 3: An example of a round from the online study. The Chameleon said “Fast-
paced”, a word often associated with several film genres, however it did not fit
with foreign Language as well as Words and Confusing, so the example person
reviewing the round in part 2 of the study spotted that it was the chameleon
word.
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3 Online Experiment

In order to quantify the effect of each word revealing or not the chameleon’s iden-
tity to other players, words collected from the card-based games were presented
to participants in an online study. Participants were shown twelve rounds of the
game and for each round they had to rank the words from the most to least likely
said by the chameleon. An example round can be seen in Fig.3. 78 participants
(59 females, 17 males, 1 non-binary, 1 prefer not to say) aged between 19 and 71
years old completed the online experiment, with an average age of 33 years old.
The aim of this online study was to serve as a baseline whose results can be used
in comparison to the robot experiment. Through the online experiment, we can
get an average score rating for each word for a given target word i.e. this gives
a baseline measure of how obvious a word can be associated with the chameleon
without knowing who said it, hence online participants cannot have any bias
towards a particular player because the rounds and words were presented in a
random order.

4 Robot Experiment

4.1 Setup

Fig. 4: In-person experimental setup.

We programmed three robotic systems (an Amazon Alexa Echo smart speaker,
a Pepper robot from Aldebaran Robotics and a chatGPT user interface) to play
a simplified version of The Chameleon with human participants, while an ex-
perimenter followed a script controlling when and what each robot should say



6 C. Jones et al.

at each round, as shown in Fig.4. This was done in order to control the robots’
behaviour and avoid unexpected actions during the experiment.

Alexa Using the open source Node-RED software [7], it is possible to control
Alexa from a computer to say any word. However there may be some problems,
for example Alexa does not connect to the University wifi network – Eduroam –
a solution was to use mobile hotspot, as Alexa does not have to be connected to
the same network as the computer. Alexa randomly stops working after about
15 minutes, possible cause is that mobile hotspot switches off when not in use
and Alexa doesnt reconnect without being switched off.

Pepper Using Choregraphe (version 2.5.10) software[8], Pepper can be con-
trolled to say target words and make movements. The text to speech routine
from Pepper takes a while to load, it takes from 3-15 seconds, which is not ideal
when trying to get Pepper to say a word at a particular time. So the Chore-
graphe routine was a loop where Pepper says the word and then there is a 3
second delay. This allowed us to mute Pepper until it was her go and then Pep-
per was unmuted until it had said the word once, making sure not to unmute
Pepper midway through a word. Pepper is very difficult to understand, so her
voice was adjusted to be of the voice shaping settings of 71% and speed of 80%.
This made individual words easier to understand. If the participant did not un-
derstand what pepper had said, they could ask the experimenter to say what
Pepper had said, to make it fair the word that Pepper said could be repeated
by the experimenter too. For example words such as Stu, Filthy, Gen X, Props,
Moody and String(from practice rounds) often needed repeating when they were
said by Pepper and occasionally when they were said by Alexa.

ChatGPT We have mimicked a ChatGPT user interface by taking a screenshot
of a ChatGPT screen and editing out the text from that chat. Then we used
Psychopy software [9] to display text on the screen in the same style as ChatGPT.
The experimenter ensured that the participant had read the word displayed on
the ChatGPT screen by watching the participant on the video feed from Pepper’s
eyes. When the experimenter saw that the participant had looked at the screen,
they then moved the experiment on to the next player’s turn to speak.

4.2 Data Collection

18 participants took part in the robot experiment, they were aged between 19 and
44 years old, with an average age of 22 years old. Participants were familiarised
with the game and robots through two practice rounds, where they were allowed
to ask questions to the experimenter and check their understanding of the rules
of the game. The layout of the experimental setup is illustrated in the labelled
photograph (Fig.4). First, participants were asked to rate on a scale from 0 to 10
their familiarity and trust towards each robot before and after the experiment, as
shown in Fig.5. The results of these questions are discussed in the next section.
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Fig. 5: An example of pre- and post- experiment questions assessing participants’
familiarity and trust towards the robots.

Fig. 6: Screen capture from a game round during the robot experiment.
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Fig. 7: Rating screen from the robot experiment.

Then participants played the game and after each round (cf. example shown
in Fig.6), they indicated which robot was more likely to be the chameleon
through a card sorting exercise. The participants dragged and dropped pictures
of the robots, scoring them from most likely (scored 2) to least likely to be the
chameleon (scored 0) and uncertain (scored 1), as shown in Fig.7. Then the next
target word is shown and then the players say the next round of words. The
same twelve rounds of the chameleon that were used in the online study were
acted out by Alexa, Pepper and ChatGPT. All controlled by the experimenter
behind a screen. After the third round, participants were told that they are the
chameleon and they cannot see the target word. This was to make the game more
realistic, the participants did not vote in this round and the same words were
used for each participant. In the experiment, the words that each robot said was
randomised and the order in which all the players (human and robots) presented
their words was also randomised. The order of the rounds was randomised in
a spreadsheet generating a random number for each round and then ordering
the rounds by their assigned random number. For each participant, new random
numbers were therefore assigned to each round, making the order of the rounds
independently random for all the participants.

5 Results

5.1 Trust vs familiarity

Before and after the robot experiment, participants were asked to respond to a
list of statements about their familiarity and trust towards the robots using a
sliding scale (cf. Fig5). Fig.8 shows the effect of participants’ familiarity on their
trust towards a robot before the experiment. For example, participants appeared
to be very familiar with ChatGPT and trusted it more, compared Alexa that
they were also very familiar with but they trusted a lot less. Participants were
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less familiar with Pepper but they trusted it in a similar level to Alexa. Fig.9
shows participants’ levels of trust for each robot before and after the experiment.
These results show that participants appear to trust each robot a bit more after
the experiment, with the highest increase being for Alexa (moving from 3 to
4.7 rating). This result is different from the findings in [4] which suggested that
trust levels would not change.

Fig. 8: Participants’ trust and familiarity with each robot.

Fig. 9: Participants’ trust levels before and after the robot game.

5.2 Chameleon identification

If the participant correctly identified the chameleon word, we considered this
as a “chameleon hit”. Fig.10 shows the chameleon hits for both the online and
robot experiments. The average number of chameleon hits in the robot game
is similar to that of the online experiment. However, if we look more closely
at the chameleon hit per robot, we can see that participants were better at
spotting when Alexa was the chameleon than for ChatGPT or Pepper who seems
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Fig. 10: Chameleon hits.

have been trusted a bit more, hence indicating some form of participants’ biases
towards Alexa and ChatGPT for being the chameleons. These biases could be
potentially linked to participants’ prior familiarity and trust levels towards each
robot. Fig.11 shows the detailed average ratings that each word received for
being the chameleon from participants in the online and robot experiments.

6 Discussion & Conclusion

This work provides a new quantitative method for testing biases towards different
robotic and AI systems. We have collected and analysed data from 78 online and
18 in-person participants with the results suggesting some form of bias towards
Alexa and ChatGPT that participants were familiar with but they tend to trust
Pepper a bit more despite knowing her less.

Whilst differences between the ratings of Alexa, Pepper and ChatGPT are
not statistically significant, there appears to be a trend of Pepper being favoured
slightly more than ChatGPT and Alexa. This may be in line with the results from
Rauchbauer et al. [1] where it was shown that participants may behave differently
with conversational agents such as Alexa and ChatGPT, hence participants may
have trusted Pepper a bit more because of its anthropomorphism [5].

There are some limitations with this study. For example, the reasons why we
might not have found a significant effect in the bias and trust towards a robot
include the small number of participants in the robot experiment, future work
should have more participants and possibly from different cities, countries and
even continents, as several studies have shown the impact and importance of tak-
ing cultural differences into account in human-robot interactions e.g. [10]. Also,
some words alone were more obvious than others to come from the chameleon,
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Fig. 11: Average ratings for each word used in the online and robot experiments.



12 C. Jones et al.

hence future experiments might use words with less effects i.e. less obvious an-
swers. We have used a broad range of robots with many differences between
them. We do not know exactly why there are biases towards a particular robot.
Hence in future work, more information should be gathered from debrief inter-
views with participants in order to provide some reasoning behind their ratings,
and prompt a discussion about their trust or mistrust towards the autonomous
systems. These debrief interviews could help explain why the in-person partici-
pants’ trust levels increased after playing the game with the robots.

Further research could repeat the experiment but have players with more
subtle differences between them. For example, if an Alexa is trusted more than
Pepper, we might hypothesise that this is because people are more familiar with
smart speakers. Future research could have people spend longer time with Pepper
to see if this increases their trust. Finally, this experiment could be repeated as
the technologies become more widely used, as a measure of how biases change
over time with the use of automated technology increasing. In future work, we
could also consider making the responses of the robots such as Pepper more
animated to utilise their features e.g. moving its arms, changing the voice etc.
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