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Abstract

The Data Acquisition System (DAQ) for the LUX-ZEPLIN (LZ) dark matter detector is described. The signals from
745 PMTs, distributed across three subsystems, are sampled with 100-MHz 32-channel digitizers (DDC-32s). A basic
waveform analysis is carried out on the on-board Field Programmable Gate Arrays (FPGAs) to extract information
about the observed scintillation and electroluminescence signals. This information is used to determine if the digitized
waveforms should be preserved for offline analysis.

The system is designed around the Kintex-7 FPGA. In addition to digitizing the PMT signals and providing basic
event selection in real time, the flexibility provided by the use of FPGAs allows us to monitor the performance of the
detector and the DAQ in parallel to normal data acquisition.

The hardware and software/firmware of this FPGA-based Architecture for Data acquisition and Realtime monitoring
(FADR) are discussed and performance measurements are described.

Keywords: Dark Matter, Data Acquisition, Firmware, FPGA

1. Introduction

LUX-ZEPLIN (LZ) is the G2 Dark Matter Search ex-
periment deployed at the Sanford Underground Research
Facility (SURF) as a successor to the Large Underground
Xenon (LUX) detector [1]. Figure 1 depicts the main parts
of the experiment. The center of LZ is a dual-phase xenon
Time Projection Chamber (TPC), surrounded by a Skin
detector. The cryostat with the TPC and the Skin detec-
tor is surrounded by an Outer Detector (OD) of gadolin-
ium loaded scintillator (GdLS). The OD is used to tag
neutron-scattering events within the TPC. The OD is in-
stalled inside a large water tank to shield the TPC from
external gamma rays and neutrons. More details about
the LZ detector components can be found in Ref. [2].

The principle of operation of the TPC is shown in
Fig. 2. Scattering events in the liquid xenon (LXe) cre-
ate both a prompt scintillation signal (S1) and ionization
electrons. The S1 signals typically have a full width at
half maximum (FWHM) of less than 100 ns. Electric fields
are employed to drift these electrons to the liquid surface,
extract them into the gas phase, and accelerate them to
create a proportional scintillation signal (S2) that occurs
up to 700µs after the S1 and typically have widths of sev-
eral micro seconds (FWHM). The electric fields are created
by various grids at the top and bottom of the xenon vol-

ume and a PTFE-clad field cage. The S1 and S2 signals
are detected by arrays of 3-inch diameter photomultiplier
tubes (PMTs), 253 of those in the gas above the LXe (top
array) and another 241 immersed in the liquid below the
active LXe volume (bottom array). The profile of the S2
light distribution on the top array provides information
on the horizontal position of the point of interaction. The
time difference between the S1 and the S2 signals provides
information about the depth of the interaction.

The xenon Skin layer includes the xenon between the
field cage and the inner wall of the cryostat as well as the
region beneath the bottom PMT array. There are 93 1-
inch × 1-inch PMTs located outside the top of the field
cage, looking down towards the xenon Skin layer and 20
2-inch diameter PMTs looking up at the same region. In
addition, there are 18 2-inch diameter PMTs located in
the Dome region, below the bottom PMT array. Events
in the Skin produce S1-like signals.

Interactions in the OD are observed with 120 8-inch di-
ameter PMTs, mounted inside the water tank on stainless
steel ladders. Events in the OD produce S1-like signals.

The Skin and the OD suppress backgrounds in the TPC
by tagging γ-rays and neutrons correlated with dark mat-
ter candidates. The Skin is tagging prompt γ-ray coinci-
dences with the S1 signals in the TPC. The OD also sees
prompt coincidences but the typical capture times of neu-
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Figure 1: Schematic of the LZ detector with its main components
indicated. The liquid xenon time-projection chamber (1), located
in the center of a water tank (2), is monitored by two arrays of
photomultiplier tubes (PMTs), the top TPC PMT array (3) and the
bottom TPC PMT array (4). The TPC is contained in a double-
walled vacuum insulated titanium cryostat (5) and surrounded on
all sides by a gadolinium-loaded liquid scintillator (6). Scintillation
light emitted when background radiation interacts with the liquid
scintillator is observed with an array of PMTs (7), mounted inside
the water tank. The Skin PMTs are installed in the Dome (8) and
around the vertical section of the TPC. The signal and HV cables
from the TPC and Skin PMTs are routed through the top (9) and
the bottom (10) conduits to the breakout area where the analog
electronics are installed.

trons in the GdLS and the water are 30 µs and 220 µs,
respectively Ref. [2].

This paper describes the data acquisition system used
to digitize the signals from the PMTs and identify events
of interest for offline analysis. The system described is an
FPGA-based Architecture for Data acquisition and Real-
time monitoring (FADR). The system was designed based
on our experience with the data acquisition and trigger
systems of the Large Underground Xenon (LUX) detector
[3, 4]. Instead of using separate systems for making trig-
ger decisions and acquiring and building events, as was
done in LUX, FADR uses the same digitized waveforms
for both functions. Since the number of channels to be
digitized in LZ is significantly larger than the number of
channels used in LUX, reducing the per-channel duplica-
tion resulted in significant cost savings. Since we are in
full control of the firmware on the FPGAs that processes
the digitized waveforms, we can implement novel acquisi-
tion modes and detector monitoring tools that would be
difficult to implement on commercial digitizers.

This paper is organized as follows. Section 2 describes
the processing of the analog signals before digitization.
The hardware of FADR is described in Sec. 3. The de-
sign of FADR is presented in Sec. 4 and the firmware de-
veloped for FADR is discussed in Sec. 5. Section 6 de-

Table 1: Abbreviations used in this paper.

Abbreviation Description

ADC Analog-to-Digital Converter
DAC Digital-to-Analog Converter
ADCC ADC Count (0.122 mV for a 14-bit 2-V

ADC)
DAQ Data Acquisition System
DD Neutron calibration source that uses deu-

terium fusion to generate neutrons
DDC-32 32-channel Digitizer
FADR FPGA-based Architecture for Data ac-

quisition and Realtime monitoring
FIR Finite-Impulse-Response
FPGA Field Programmable Gate Array
LEMO® Type of push-pull self-latching connec-

tors, Registered trademark of LEMO, SA
LMR® Type of low-loss coaxial cables, Reg-

istered trademark of Times Microwave
Systems

LVDS Low-Voltage Differential Signaling
LVTTL Low-Voltage Transistor Transistor Logic
NIM Nuclear Instrumentation Module
LXe Liquid Xenon
OD Outer Detector
POD Pulse Only Digitization
PPS Pulse Per Second
RAID Redundant Array of Independent Disks
SPHE Single Photoelectron
SR1 LZ’s first Science Run
VHDL Very High-Speed Integrated Circuit

Hardware Description Language
VME Versa Module Europe, one of the early

open-standard backplane architectures
WIMP Weakly Interacting Massive Particle

scribes the process of event selection based on information
from various trigger sources. Typical event sizes obtained
during normal operation and during calibrations are sum-
marized in Sec. 7. Extended functionality, implemented
in firmware, is discussed in Sec. 8. The performance of
FADR is presented in Sec. 9 and the paper is summarized
in Sec. 10. Abbreviations used in this paper are listed in
Table 1.

2. The Signal Chain

Block diagrams of the PMT signal chains for the xenon
and the OD PMTs are shown in Fig. 3. The PMT sig-
nals from within the cryostat are routed via thin coaxial
cables to custom-made vacuum flanges with four DB-25
feedthroughs each. These flanges are mounted on break-
out boxes located on the side of the water tank, shown
in Fig. 4. A set of four 8-channel dual-gain amplifiers are
mounted on each signal flange and connect to the PMT sig-
nal lines using the DB-25 connectors. The amplifiers are
housed in 5-card mini crates that mount directly onto the
signal flanges. The fifth card in each crate is a control card

3



Figure 2: Principle of operation of a dual-phase xenon detector,
showing the initial interaction, producing prompt scintillation pho-
tons (S1) and ionization electrons that drift towards the surface of
the liquid xenon where they produce an electroluminescence signal
(S2). A typical S2 pattern is shown on the top PMT array.

used for power distribution and slow-control monitoring.
The outputs of the amplifiers are routed to FADR, which is
installed in three dedicated electronics racks. These three
electronics racks contain the digital electronics used to dig-
itize all PMT signals (TPC, Skin, and OD). The OD PMT
signal cables are routed to the OD amplifiers located in a
dedicated electronics rack. The outputs of the OD ampli-
fiers are routed to FADR.

The TPC and Skin PMTs operate at a negative high-
voltage (HV). The HV filters for the TPC and Skin PMTs
are connected to custom-made HV vacuum flanges, in-
stalled on the breakout boxes. Each HV flange has 7 HV
feedthroughs; each feedthrough supports up to 6 HV con-
nections. The OD PMTs operate at a positive HV. The
OD HV filters are installed in the electronics rack for the
OD, next to the HV supplies.

The total number of PMT channels processed by FADR
is summarized in Table 2. The signal properties for single
photoelectrons (SPHEs) at the input of the digitizers are
shown in Table 3. The numbers quoted are for signals
processed by the high-gain channels of the amplifiers and
include the effects of cable attenuation. For comparison,
the total noise in the system is less than 4 ADC Count (1σ)
for all PMT channels. Note that 1 ADC Count (ADCC)
corresponds to 0.122 mV for a 14-bit 2-V ADC.

Table 2: Number of PMTs and channels. All PMT signals are pro-
cessed with high-gain amplifiers with an area gain (the increase in
the pulse area of the output pulse) of 40 and a Gaussian shaping time
of 60 ns full-width at one-tenth maximum (FWTM). The TPC and
OD PMT signals are also processed with low-gain amplifiers with an
area gain of 4 and a shaping time of 30 ns (FWTM). All PMTs were
manufactured by Hamamatsu [9].

Detector
Volume

PMT
Model

# of
PMTs

High
Gain

Low
Gain

Total
Chan-
nels

TPC R11410-
20

494 494 494 988

Top Skin R8520 93 93 0 93
Bottom
Skin

R8778 20 20 0 20

Dome
Skin

R8778 18 18 0 18

OD R5912 120 120 120 240

Total 745 745 614 1359

Table 3: The response to SPHE signals from the TPC, Top and
Bottom Skin, Dome Skin, and OD PMTs, processed with the high-
gain channels of the amplifier, at the input of the digitizer. The
values reported here are average values and their standard deviations
of all SPHE PMT signals obtained for each detector volume during
LED calibrations. The TPC, Bottom Skin, Dome, and OD PMTs

are operating at a gain of 2×10
6
but use different values for the load

resistor in the PMT base. The Top Skin PMTs are operating at a

gain of 1×10
6
.

Detector
Volume

Amplitude
(mV)

Amplitude
(ADCC)

Area
(ADCC
sample)

TPC 5.9 ± 0.4 49 ± 3 170 ± 12
Top Skin 6.1 ± 0.7 50 ± 5 180 ± 20
Bottom
Skin

6.1 ± 0.3 50 ± 3 175 ± 10

Dome Skin 5.5 ± 0.6 45 ± 5 160 ± 20
OD 14 ± 1 120 ± 5 415 ± 15
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Figure 3: Left: signal chain of the PMTs installed in the xenon space. The xenon PMTs operate at negative high-voltage (HV) supplied
by MPOD EDS 20130n 504 distribution modules from WIENER Power Electronics [5]. HV filters are mounted onto HV flanges. The PMT
signals are connected to dual-gain amplifiers that are mounted onto signal flanges. The output signals of the amplifiers are digitized by
FADR. The coaxial cables in the xenon space were made by Axon Cable S.A.S. [6]. The LMR cables between the amplfiers and FADR were
produced by Times Microwave Systems [7]. The signal and HV flanges were made by Accu-Glass [8]. Right: signal chain of the OD PMTs.
The signal chain of the OD PMTs does not involve signal and HV flanges. The PMT signal and HV cables are an integral part of the OD
PMT assemblies. The cables leave the water tank through a cable port on top of the water tank and connect directly to the amplifiers and
HV supplies. The OD PMTs operate at positive HV.

3. Digital Hardware

FADR uses 47 32-channel 100-MHz digitizers (DDC-
32) and 24 logic boards. Of these 47 DDC-32s, 45 digi-
tize the PMT waveforms and one digitizes the waveforms
from the fast sensors, such as loop antennas and acoustic
sensors, that are used to monitor the electrostatic envi-
ronment of the detector [2]. One additional DDC-32 is
used to provide the analog signal used for the DAQScope,
discussed in detail in Section 8.2. The digitizers and logic
boards, shown in Fig. 5, were developed by Skutek [10]
and are based on the Series-7 Kintex FPGA from Xilinx
[11]. The boards provide Gigabit Ethernet, RS-232, and
Low-Voltage Differential Signaling (LVDS) interfaces, and
four logic outputs, which can be changed to deliver ei-
ther Low-Voltage Transistor Transistor Logic (LVTTL) or
NIM signals. Waveform memory (3578 kB) and very high
processing power are provided by the FPGA. The onboard
clock can be driven externally in order to synchronize mul-
tiple boards to the same clock source. An Arm Cortex-8
(AM3358) processor [12] is connected to the FPGA with a
16-bit wide General Purpose Memory Controller (GPMC).
The processor is installed on a MicroBone Single Board
Computer (SBC), developed by SkuTek [10], which pro-
vides 512 MB of DDR3 RAM. The processor is running
Linux, allowing each digitizer to perform online diagnos-
tics. Diagnostic readout of the FPGA data can be per-
formed via the AM3358 GPMC memory bus. Power con-
sumption is minimized by using low-voltage chips. The
DDC-32s are installed in 6U VME crates.

Each DDC-32 has two 14-bit, 100-MHz Analog-to-Digital
Converter (DAC) ”spy” outputs, allowing for diagnostics
and monitoring. Individual incoming channels or their dig-

ital sum can be sent to the spy outputs. Digital-filter out-
puts, individual or summed, or any other signal internal to
the FPGA can also be viewed using the spy outputs. This
feature is very useful, especially during the development
and deployment stages.

A schematic for one channel of the digital electronics
is shown in Fig. 6. The DDC-32 digitizes the PMT signal,
stores zero-suppressed data in memory, and carries out a
basic waveform analysis, discussed in detail in Sec. 5. The
results of this analysis is sent to one of the Data Sparsifiers.
The information aggregated by the Data Sparsifiers is sent
to the Data Sparsifier Master where the decision is made
if an event of interest has been observed. If an event of
interest has been observed, the Data Sparsifier Master in-
forms the DAQ Master. The DAQ Master determines the
time window of the event and instructs the Data Extrac-
tor to extract the relevant data from the DDC-32s. The
extracted data are stored on one of the Data Collectors.
The Data Extractor, Data Sparsifier, the Data Sparsifier
Master, and the DAQ Master use the same hardware (the
logic board shown in Fig. 5) with different firmware.

4. FADR

The design of FADR was based on our experience with
LUX [3, 4] and the required calibration rates and data
volume [2]. The TPC internal source calibration rates are
limited by the maximum drift time of 700 µs. A 150 Hz
calibration rate in the TPC results in a 10% probability of
detecting a second calibration event within the drift time
of the previous calibration event. Neutron calibrations are
carried out to define the nuclear-recoil band in the TPC
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Figure 4: Panoramic image of the two breakout boxes used to provide transitions from xenon to air for the signal and HV cables. The
breakout box on the left-hand side (1) connects to the bottom TPC and Skin PMTs; the breakout box on the right-hand side (2) connects to
the top TPC and Skin PMTs. The top half of each vertical section (3) connects the signal lines; the bottom half of each vertical section (4)
connects the high-voltage lines. Also visible are the cable conduits for the bottom (5) and top (6) xenon-space cables. This image was taken
before the installation of the analog electronics and the external signal and HV cables.
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Figure 5: Left: The 32-channel digitizer (DDC-32). (1) Logic NIM/TTL inputs, (2) HDMI connection to Data Extractor, (3) HDMI connection
to Data Sparsifier, (4) 32 analog LEMO inputs, (5) two spy LEMO outputs, (6) 4 NIM outputs, (7) gigabit Ethernet connection, (8) four-
channel AD9253 ADCs, (9) KINTEX-7 FPGA before its heatsink was installed, (10) Arm Cortex-8 (AM3358 processor), and (11) VME
connectors used for power. Right: The logic board used to extract data from the DDC-32s and to make event selections. (1) + (3): 15 HDMI
links to up to 15 digitizers, (2) HDMI link to higher level event selection, (4) stacked ethernet connectors: one FPGA driven link for data
offloading and one MicroBone link for setup/control, (5) oscillator, (6) 4 NIM MMCX inputs, (7) 4 NIM MMCX outputs, (8) KINTEX-7
FPGA with heatsink, (9) AM3358 processor, and (10) VME connectors for power.

Figure 6: Schematic of the digital signal flow for one PMT channel.

and to calibrate the response of the OD to neutrons. These
calibrations use external neutron sources and a DD neu-
tron generator. External radioactive sources, inserted into
the source tubes around the central cryostat, are used to
calibrate the TPC, Skin, and OD PMTs. Monthly LED
calibrations are performed to monitor the SPHE response
of the PMTs. These calibrations can be carried out with
rates as high as 4 kHz. Typical rates used during LED
calibrations are 1 kHz for the TPC and Skin PMTs and
0.7 kHz for the OD PMTs. With these rates, an LED
calibration can be carried out in less than 10 minutes.

The top-level architecture of FADR system is shown
schematically in Fig. 7. The DDC-32s continuously digi-
tize the incoming PMT signals and store waveform data
in circular buffers. When an event is detected, the Data
Extractors collect the data of interest from all DDC-32s
and send them to Data Collectors for temporary stor-
age. Event Builders take the data, organized by channels,
and assemble the buffers into full event structures for on-
line and offline analysis. The system runs synchronously
with one global clock, which is discussed in more detail in
Sec. 4.5.

A detailed view of FADR is shown in Fig. 8. The sys-
tem contains four parallel processing chains, one for the
high-gain TPC PMTs, one for the low-gain TPC PMTs,
one for the high-gain Skin PMTs, and one for the high-
and low-gain OD PMTs. For the TPC PMTs, up to three
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Figure 7: Schematic view of the operation of FADR. Digitized data from the ADCs are stored in circular buffers on the FPGA. The digitized
data are also processed by digital filters (DSP) that provide information to the Sparsification System for real-time event selection. Once an
event of interest has been identified, the waveform samples within the event window are extracted from the circular buffers and used to build
events. Individual or summed waveforms can be viewed in real time on the DAQScope whose video stream is archived. The results of various
monitoring utilities on the FPGA are stored in the DAQ database (DB) and are available to monitor the performance of the detector and
the electronics system.
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Table 4: Hardware distribution across the four parallel processing
chains.

Processing
chain

Channels DDC-
32s

Data
Extrac-
tors

Data
Sparsi-
fiers

TPC High Gain 494 16 6 2
TPC Low Gain 494 16 6 2

Skin 131 5 1 1
OD 240 8 1 1

Sensors 21 1 1 1

DDC-32s are connected to one Data Extractor; the 32
TPC DDC-32s require a total of 12 Data Extractors (see
Table 4). The five DDC-32s serving the Skin PMTs are
connected to one Data Extractor, and the eight DDC-32s
serving the OD PMTs are also connected to a single Data
Extractor. The number of DDC-32s connected to a Data
Extractor is determined by the expected data volume to be
extracted from the DDC-32s and the data transfer limita-
tions between each Data Extractor and its Data Collector.
Details on the distribution of hardware elements across the
four parallel processing chains are provided in Table 4.

The event selection is made by the data sparsification
system. Data Sparsifiers collect information about the
waveform analysis that is carried out on each DDC-32,
described in detail in Sec. 5.2, and send it to the Data
Sparsification Master. The Data Sparsifier Master makes
the final event selection, based on the trigger information
provided by the four trigger chains shown in Fig. 8 and the
external triggers received by the Data Sparsifier Master.
When the Data Sparsifier Master detects an event of inter-
est, it contacts the DAQ Master which instructs the Data
Extractors to extract the relevant data from the DDC-32s.
The time range of waveform data extracted from the DDC-
32s is defined by the pre- and post-event windows, shown
schematically in Fig. 9.

The Data Extractors, Data Sparsifiers, DAQ Master,
and Data Sparsifier Master use the same hardware, shown
in Fig. 5(right), but different firmware. The boards are
connected via a total of 114 HDMI cables. The HDMI ca-
bles are used as the physical connection, carrying custom-
developed communication protocols. The physical HDMI
cable has five truly differential pairs (twisted and shielded)
and four single-ended wires which are configured as two
lower-performance differential pairs. All seven pairs are
connected directly to the FPGA’s LVDS serial/deserializer
(IOSERDES) elements. One true differential pair is ded-
icated to the precise distribution of the global 100-MHz
clock to all the boards. The two lower-performance pairs
are used as an 800 Mbps (2×400 Mbps) control channel,
while the remaining four true pairs are used as 3.2 Gbps
(4×800 Mbps) data sparsification and data transfer chan-
nels. Details on error checking of the data is provided in
Sec. 9.4.

Table 5: Key parameters of the Data Collectors.

Processor: Intel Xeon E3-1270V3 3.5GHz Quad-
Core

Motherboard: ASUS P9D-V ATX
Memory: 16GB Kingston DDR3 SDRAM ECC
NIC: Intel Ethernet Server Adapter I350-T2
Disk 1: SAMSUNG 860 Pro Series 1TB SSD
Disk 2: Western Digital RE 4TB 7200 RPM
Case: NORCO RPC-270 2U Server Case
Hot Swap: ICY DOCK 3.5” and 2.5” SATAIII 6Gps

HDD Rack Tray

Table 6: Summary of the performances of the DAQ links and their
measured utilization levels during WIMP search.

Link Sustained

Maximum

Performance

Measured

Maximum

Usage

LVDS over
HDMI

190 MB/s 0.9 MB/s

Gigabit UDP 115 MB/s 4.3 MB/s

4.1. Digitization

The DDC-32s sample at 100 MHz with 14-bit resolu-
tion over a 2-V range. A 0.8-V offset is applied to the input
signal to provide an effective dynamic range between -1.8 V
and +0.2 V. During normal operation, the DDC-32s col-
lect waveforms in a Pulse Only Digitization (POD) mode,
discussed in more detail in Sec. 5.1, which reduces the raw
waveform data volume by a factor of up to 50 [3]. The
POD waveforms are stored in dual-buffered memory that is
divided into sections that separately hold the header infor-
mation and the actual POD samples, as shown in Fig. 10.
Separate POD header and payload memories improve the
performance of extracting waveform data when the Data
Sparsifier Master detects an event of interest [13].

4.2. Data Extraction

Each Data Extractor can serve up to 14 DDC-32s us-
ing LVDS links. The number of DDC-32s connected to
each Data Extractor and Data Sparsifier is based on the
maximum expected data volume. For the TPC PMTs, the
S2 signals produce a significantly higher data volume per
event compared to the Skin and OD PMTs which only see
S1-like signals. Each Data Extractor connects to one Data
Collector over a dedicated Gigabit Ethernet connection

The Gigabit Ethernet links between the Data Extrac-
tors and the Data Collectors utilizes the User Datagram
Protocol (UDP). UDP is used since it was significantly eas-
ier to implement a pure VHDL 1G UDP stack compared
to a 1G TCP/IP stack. To guarantee that we only record
uncorrupted data, we implemented custom checksumming
at the event and packet level. Dedicated ethernet links in
a point-to-point topology are used to eliminate congestion
and packet loss. All UDP packets formed by each Data
Extractors FPGA are sent over a single Gigabit Ethernet
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Figure 8: Diagram of the architecture of FADR. Groups of DDC-32s capture the amplified and shaped signals from the TPC, Skin, and
OD PMTs. The waveforms of interest are extracted from the DDC-32s by the Data Extractors before they are passed to Data Collectors
for temporary storage. One additional Data Collector captures reduced sparsification quantities to be merged by the Event Builder with
the waveform data in full event files. The DAQ Master coordinates the high-speed operation of FADR when the Data Sparsification Master
signals the detection of an event to be preserved. The global clock is distributed over HDMI links.

Figure 9: Event definition. The time range of an event is defined by
two parameters: the pre-event and the post-event window. These
in general have different widths and differ for different acquisition
modes. The vertical line in the center of the figure is the time at
which the Data Sparsifier Master detects an event of interest.

cable to a dedicated network port on the corresponding
Data Collector.

4.3. Data Collectors

The Data Collectors are rack mountable 2U servers
with the parameters shown in Table 5. After fine tun-
ing the network interface card driver parameters, we were
able to transfer data to each Data Collector at a rate of
109.8 MB/s without any data loss or corruption. Table 6
summarizes link performances and their utilization.

4.4. Event Builders

The data stored on the Data Collectors are processed
by Event Builders. Five Dell PowerEdge R530/R540 servers
are used for event building. The data flows from the Data

Collectors to the Event Builders via a dedicated 10 Gb/s
switched network.

For a given acquisition, every newly acquired Data Col-
lector file will contain the same number of events, typically
between 50 and 250. The Event Builders build events by
polling the SSDs on all Data Collectors and collecting all
information associated with a given event. Each event file
contains the same number of events as the individual Data
Collector files. Each individual Event Builder file is called
a sequence file and during a typical run, 500 to 2,000 se-
quence files are collected. Each Event Builder has 72 TB of
disk space where the sequence files are stored, before being
transferred to two RAID arrays, located on the surface at
SURF. From there, the data is transferred to the US data
center at the National Energy Research Scientific Comput-
ing Center (NERSC) [14] at Lawrence Berkeley National
Laboratory. The RAID arrays at SURF have sufficient
storage capacity for a full month of data taking so that
data collection at SURF can continue even during periods
when data transfer to NERSC is not possible. The data
can also be transferred to the data center in the United
Kingdom [15]. This option is important if NERSC will
not be available for extended periods of time.

4.5. Time Stamping

FADR runs off one global 100-MHz clock source, dis-
tributed via one of the differential pairs of the HDMI ca-
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Figure 10: The memory organization of the POD waveform storage on the FPGA for a single buffer (out of two) of a single channel. The
separation of POD header and POD samples improves the performance and ease of extracting information from memory.

bles. The 48-bit time-stamping counters are implemented
using dedicated high-performance DSP48 slices on the FPGA
[16]. These counters are reset at the beginning of each run.
The 48-bit counters, running at a 100-MHz increment rate,
overflow after 32 days, long after the typical acquisition
length of between 2 and 4 hours.

Time derived from GPS is integrated into the data
stream. A schematic of the GPS timing system is shown
in Fig. 11. A GPS antenna is mounted on the roof of
the administration building at SURF. Optical Zonu GPS-
over-Fiber extenders are used to get the GPS signal to the
underground master clock. A Trimble Mini-T GG Multi-
GNSS Disciplined Clock is used as our GPS master clock.
It is designed to provide the 1 pulse-per-second (PPS) sig-
nal with a 15 ns (1-sigma) accuracy. When an acquisition
is started, the Data Sparsifier Master resets FADR’s inter-
nal 48-bit timestamping counter to zero and aligns it with
the rising edge of the PPS pulse coming from the GPS
master clock. The PPS pulse train is digitized, using a
spare ADC channel, along with the PMT signals.

4.6. FADR Control

The configuration, acquisition control, and monitor-
ing is done using the DAQ Control computer. For im-
proved robustness, the DAQ Control computer communi-
cates with all elements of FADR on an isolated local-area
network, using Remote Python Calls (RPyC) as the com-
munication framework [17].

Run Control (RC) is the web-based user interface to
FADR. The user can start and stop acquisitions, sched-
ule new acquisitions, and monitor event building and data
flow. For each acquisition, the user can select pre-defined
configuration settings. Only one user can be operator, but
multiple users can view the Run Control interface at the
same time. Run Control uses Internet Communication
Engine (ICE) middleware as the communication frame-
work [18].

5. Firmware

5.1. Zero suppression

During normal operation, the baseline of the waveform
is defined as the rolling average of the 32 ADC samples be-
fore the current sample. A deviation of a sample from the
baseline by more than the user-defined threshold, which is
constant during a run, initiates the process that stores the
waveform in memory. This process is called Pulse Only
Digitization and the stored waveform is called a POD. In
addition to the region of the waveform above the POD
threshold, the 32 samples before the POD threshold cross-
ing (the pre-samples) are stored as well as the 32 sam-
ples after the waveform returns to values below the POD
threshold (the post-samples). If another threshold cross-
ing occurs during the post-sample period, the overlapping
PODs are merged. An example of a POD is shown in
Fig. 12.

5.2. Data Sparsification

To achieve a high SPHE efficiency, the effect of slow
baseline variations must be reduced. In addition, the base-
line of different channels will be slightly different due to
small DC offsets in the signal chain. This effect is illus-
trated in Fig. 13(top) which shows SPHE waveforms for
seven PMTs, obtained with LEDs. The baseline variations
of the different PMTs are clearly visible. In order to reduce
the sensitivity to baseline variations, the waveforms are
processed by digital Finite-Impulse-Response (FIR) filters
[19] which perform signal integration and baseline subtrac-
tion.

The FIR filters used in FADR are called the S1 and
S2 filters and are shown schematically in Fig. 14. For each
filter, the central lobe is chosen to be wider than the widths
of the pulses of interest in order for the filter output to be
proportional to the pulse area. The FIR filters process the
raw waveforms, not the PODs discussed in Section 5.1.
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Figure 11: Schematic of the GPS timing system.

Figure 12: Example of a POD, including the pre- and post-samples.
This POD was generated with a POD threshold of 25 ADCC.

The filter output F for the S1 filter at time t is calcu-
lated from the previous 3N samples of the waveform a:

F =
1

2

−2N−1
∑

i=−3N

a (i)−
−N−1
∑

i=−2N

a (i) +
1

2

−1
∑

i=−N

a (i) (1)

The total S1 filter width is three times the width of the
central lobe. The effectiveness of the S1 filter is demon-
strated in Fig. 13(bottom) which shows the S1 filter output
for the waveforms shown in the Fig. 13(top). The baseline
of the filter outputs are centered around 0 and the ampli-
tudes are proportional to the area of the SPHE waveforms
above their baseline.

The wider S2 filter uses significantly more LookUp-
Table (LUT) resources on the FPGA. To reduce the LUT
resources used by S2 filters, the side lobes are four times

narrower than the central lobes. The filter value F for
the S2 filter at time t is calculated from the previous 6M
samples of the waveform a:

F = 2

−5M−1
∑

i=−6M

a (i)−
−M−1
∑

i=−5M

a (i) + 2

−1
∑

i=−M

a (i) (2)

The total S2 filter width is 1.5 times the width of the
central lobe.

The S1 filters operate with central lobes of up to 16
samples (160 ns integration time) while the S2 filters op-
erate with central lobes of up to 512 samples (5.12 µs in-
tegration time). The filter parameters used for each of the
four trigger systems shown in Fig. 8 can be different.

Event selection is based on the number of S1 or S2 fil-
ter threshold crossings within a configurable coincidence
window. The S1 and S2 filters are continuously applied
to the waveforms and information about which PMTs are
above the filter threshold is communicated to the Data
Sparsifiers. Each time a PMT has a filter output that is
above threshold, it will contribute to the total multiplic-
ity for the next C samples, where C is the width of the
coincidence window in samples. The multiplicity infor-
mation is shared with the Data Sparsifier Master where
the final event selection is made. The decision to preserve
the current event is sent to the Data Acquisition Master.
The time range of the waveform data extracted from the
DDC-32s is defined by the pre-event window and the post-
event window, shown schematically in Fig. 9. The lengths
of the pre- and post-window are configurable parameters
that can be adjusted for each acquisition. During WIMP
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Figure 13: Top: SPHE calibration waveforms from seven PMTs. Bottom: The S1 filter output of the seven waveforms shown in the top part
of this figure are processed by an S1 filter with a central lobe of 4 samples.

Figure 14: The FIR filters used to process the incoming waveforms.
The S1 and S2 filters are used to look for S1 and S2 signals, respec-
tively.

Search acquisitions, the pre-event window was 2 ms and
the post-event window was 2.5 ms.

After an event is captured, a post-event holdoff is ap-
plied. During the holdoff period no triggers initiate event
capture. The post-event holdoff is applied to reduce the
probability of retriggering on the tails of a large S2 pulse.
The holdoff period used during LZ’s first Science Run
(SR1) was 2 ms. The event selection parameters used dur-
ing SR1 are listed in Table 7. Figure 15 shows an example
of the S2 trigger operation.

Much of the information on which a given event selec-
tion was made, such as the PMT channels that contributed
to the event selection, is stored alongside the waveform
data in the event files. This allows for cross-checking and
verification of the performance of the system offline. When
an event is selected for readout, the waveforms from all
PMT channels are included in the event, independently of
which detector volume generated the trigger.

Table 7: Event selection parameters used during SR1. Shown are
filter type, width of the central lobe, filter threshold, width of the
coincidence window, and the required multiplicity.

System/
Filter

Filter
Width

(samples)

Threshold
(ADCC)

Coincidence
Width

(samples)

Multiplicity

TPC/S2 244 1500 500 6
OD/S1 15 3000 32 15

Table 8: Summary of two major waveform-selection modes.

Trigger Mode Description

S1 mode Detection of coincident S1-like signals
across selected channels. No fiducializa-
tion.

S2 mode Detection of coincident S2-like signals
across selected channels. Fiducialization
in the x,y plane is possible for the TPC
PMTs.

The two major waveform-selection modes used are sum-
marized in Table 8. The signals in the Skin and the OD
are S1-like signals. The Skin and OD use the S1 trigger
mode to trigger on these detector volumes. In order to be
sensitive to S2-only events in the TPC, the TPC trigger
uses the S2 trigger mode.

5.3. Rate and Noise Monitoring

The FPGA on each DDC-32 continuously monitors
various rates that are important to ensure the proper op-
eration of the detector and the electronics. These rates are
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Figure 15: An example of a S2 pulse with 190 photons detected across 50 PMTs. The top figure shows the individual baseline subtracted
waveforms of these 50 PMTs. The middle figure shows the S2 filter values for the ten brightest PMTs of this event. The red dashed line
indicates the S2 filter threshold. Six PMTs cross the S2 filter threshold. The bottom figure shows the multiplicity array that is used to make
the event selection. The red dashed line indicates the multiplicity condition for the S2 trigger. At sample 55,274, the multiplicity condition
is met.
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sensitive to electronic noise, sensitive to light emission in
the detector, and/or sensitive to the various trigger rates.
The extracted rates are written to a MySQL database
that can be accessed using tools such as Grafana [20] and
Tableau [21] to look at long-term trends in these rates and
set alarms on short-term changes. The following rates are
captured every 10 s:

• S1 filter threshold crossing rates for each PMT chan-
nel. Two different S1 filter parameters are used for
each PMT channel: one set of parameters are chosen
to make the filter rates sensitive to electronics noise,
the other set of filter parameters is selected to mon-
itor the SPHE rates in the PMTs. These S1 filters
operate in parallel to the S1 filters that are used for
event selection.

• S2 filter threshold crossing rates for each PMT chan-
nel. The parameters of this filter can be different
from the parameters of the S2 filters that are used
for event selection.

• POD threshold crossing rates for each PMT channel.

• The number of samples above the POD threshold
per second for each PMT channel.

• The individual trigger rates for all detector systems,
including the external triggers.

An example of the use of the two S1 monitoring rates
for a TPC PMT is shown in Fig. 16. During the period
shown in Fig. 16, a grounding problem developed with
one of the amplifiers. This caused the noise rate in the
channels associated with this amplifier to increase signifi-
cantly (top trace). The impact of the added noise was suf-
ficiently small that it did not impact the measured SPHE
rates (bottom trace). At 58 hours, the connection of the
grounding braid to the amplifier was retightened and the
noise rate returned to normal value.

6. Event Selection

During normal operation, the event selection is based
on multiple trigger sources. In this section we will consider
the detector and the external triggers separately.

6.1. WIMP-search Triggers

During normal WIMP-search operation, the detector-
based event selection is the logical OR of the following
triggers:

• The TPC S2 trigger. This trigger is based on an
analysis of the S2 filter response of the high-gain sig-
nals of the top TPC PMTs.

• The Skin S1 trigger. This trigger is based on an anal-
ysis of the S1 filter response of the high-gain signals
of the Skin PMTs.

Figure 16: Noise (top trace) and SPHE (bottom trace) rates used to
monitor the performance of the detector, the electronics, and FADR.
The rates shown are the rates for one TPC PMT during a three-day
period.

• The OD S1 trigger. This trigger is based on the
S1 filter response of the high-gain signals of the OD
PMTs.

The Skin and OD triggers are used to monitor the health
of these detector volumes during WIMP-search operation.
The trigger settings for the Skin and OD are such that
the corresponding trigger rate is a small fraction of the
TPC trigger rate. When the rate of a particular trigger
is too high, a downscale factor can be applied to the trig-
ger source before an event selection decision is made. The
length of the pre- and post-event window around the trig-
ger time is independent of the trigger source. If additional
triggers occur during the post-event window, that infor-
mation will be captured in the data stream, but it will not
change the length of the post-event window.

To monitor the background, the health of the detector,
and FADR, the following additional external triggers are
used:

• A random trigger. This trigger operates with a ran-
dom rate of around 4 Hz and provides an unbiased
sample, allowing us to monitor the background in the
detector and the efficiency of the S1 and S2 triggers.

• The GPS trigger. This trigger runs at exactly 1 Hz,
independent of detector signals, to monitor detector
health. This trigger also allows us to measure the
live time of FADR online and offline.

6.2. Calibration Triggers

External triggers are used primarily during certain cal-
ibrations. The following external triggers are used:

• DD trigger. This trigger is generated by the pulsed
neutron generator.

15



Table 9: Examples of calibrations modes, count rates, and average
event sizes. For comparison, the typical rate during WIMP search is
15 Hz with an event size of 0.9 MB.

Calibration
Source

System Count Rate
(Hz)

Event Size
(MB)

83m
Kr TPC <150 0.8

22
Na TPC/Skin/OD 10 0.9

57
Co Skin 135 0.2

DD
neutrons

TPC <150 2.1

AmLi
neutrons

TPC/OD 55 3.0

LEDs TPC/Skin/OD 1,000 0.06

• LED triggers. Multiple LED systems are used to
calibrate and monitor the health of the PMTs [22].
Each of these systems generates a trigger signal when
the LEDs are fired.

The calibration trigger is the logical OR of the DD and
LED triggers.

7. Event Size

The event size is defined as the ratio of the size of
the event files and the number of events contained within
them. DuringWIMP search the event size is about 0.9 MB.
The size of each event is dominated by the width of the S2
signals in the TPC. During LED calibrations of the TPC
PMTs, only S1-like signals are observed, and the measured
event size is about 60 kB. During neutron calibrations, the
event size is 2.1 MB due to the multiple scattering of these
neutrons in the LXe and the corresponding multiple S2 sig-
nals. The measured event size for other calibration modes
are listed in Table 9.

8. Extended Functionality

Since we are in full control of the firmware of FADR, we
developed additional features that enhance our ability to
test, troubleshoot, monitor, and expand the information
on which event selection is based. In this section, a few
examples are discussed.

8.1. Arbitrary Waveform Injection

Firmware was developed to allow arbitrary waveform
injection at the front-end of the DDC-32. This mode of
operation is shown schematically in Fig. 17. The injected
waveforms are injected after the ADCs and the measured
response to the injected waveforms thus includes the real
ADC noise.

We have used this mode of operation in various ways.
For example, by injecting well defined pulses at the front
end, we tested the logic of the Data Sparsifier system. By
changing the properties of the injected pulses (e.g. the
pulse area and/or the pulse multiplicity) we verified that

the Data Sparsifier system was treating different pulses
properly.

8.2. DAQScope

DAQScope was developed to allow us to monitor indi-
vidual signals connected to the DDC-32s without the need
to move/unplug/replug any signal cables. The key ele-
ments of DAQScope are shown in Fig. 18. The operator
can look at any one or a sum of selected PMT channels on
a regular oscilloscope, connected to one of the spy outputs
of the DDC-32s. The multiplexing/summing and digital-
to-analog conversion is done at the full 100-MHz sample
rate with no zero-suppression. The video output of the
Tektronix scope is connected to a Video-to-IP Encoder
[23]. This allows the individual signals to be monitored
remotely, using VLC [24]. In the control room, an IP-to-
Video Decoder [25] is used to display the scope image con-
tinuously on a large display. The DAQScope video stream
is recorded, and the recordings are preserved for a limited
time to allow delayed diagnostic of unusual detector behav-
ior. The settings of DAQScope (e.g. the channels being
displayed) are controlled via the Run Control interface.

8.3. Digital Sum

The firmware allows the creation of the digital sum
from all or a subset of DDC-32 channels. The first step is
the summation of the waveforms of each DDC-32. In or-
der to ensure that the sum waveform fits into 17 bits, the
three least significant bits are truncated from the sum on
each DDC-32. The sum waveform from up to 8 DDC-32s
are sent to Data Sparsifiers where they are added. The
two least significant bits of the sum of eight sums is trun-
cated to fit into 18 bits before this sum is sent to the Data
Sparsifier Master. At the Data Sparsifier Master, the digi-
tal sums of the top and bottom PMTs are combined. The
final digital sum has 19 bits and a noise of 1.6 LSB. The
total digital sum is available to the Data Sparsifier Mas-
ter and allows the inclusion of total area cuts in the event
selection process.

9. Performance

The performance of each element of FADR has been
characterized during the Quality Assurance (QA) proce-
dures used after the production of the hardware. Other
tools have been developed to monitor the performance of
FADR during regular operation. A selection of these tools
and the results of performance measurements are described
in this section.

9.1. DDC-32 Noise

The intrinsic noise of each DDC-32 channel was mea-
sured as part of our QA procedures. The channel noise
was measured as function of the applied baseline offset.
The average channel noise for 1408 DDC-32 channels is
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Figure 17: Schematic of the operation of arbitrary waveform injection.

Figure 18: Key elements of DAQScope. Two spy outputs are displayed on an oscilloscope in one of the electronics racks. The graphics output
of the oscilloscope is connected to a Video-to-IP encoder. This allows the screen of the oscilloscope to be monitored by local and remote
users. An IP-to-Video decoder is used to provide a permanent display of the image on the oscilloscope on a large display in the control room.
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shown in Fig. 19. These measurements show that the low-
est RMS noise is 1.3 ADCC, obtained when the baseline
offset is 0 V. When the baseline offset is changed to ±1 V,
the RMS baseline noise increases to 1.5 ADCC. During
normal operation, a baseline offset of +0.8 V is applied.

9.2. DDC-32 Linearity

The integral and differential nonlinearity of each DDC-
32 channel was measured using a low distortion sine wave
generator. For these measurements, we used the DC1858A
from Analog Devices [26] which is suitable for testing ADCs
with resolutions up to 18 bits. The information collected
during these measurements is preserved and can be used
to correct the measured data. The data collected for all
1632 DDC-32 channels are shown in Fig. 20. The inte-
gral nonlinearity is less than ±3 ADCC. The differential
nonlinearity varies between -0.5 ADCC and +1.0 ADCC.

9.3. System Noise

The electronic noise in the system is monitored in mul-
tiple ways. In this section, two different approaches are
discussed.

The first sequence of each run is used to extract infor-
mation about the baseline noise for each channel. The first
30 samples of each POD are used to determine the RMS
baseline noise. For all PMTs, the observed baseline noise
is less than 4 ADCC. For most PMTs, the RMS baseline
noise is between 2.2 and 2.4 ADCC. This is a non-intrusive
measurement.

To look for changes in noise of the electronics system,
false trigger rates for both S1 and S2 filters are captured
as function of filter threshold. Examples of these distribu-
tions for a few PMTs are shown in Fig. 21 for a measure-
ment carried out when the PMTs were not biased. The
filter threshold at which the trigger rate due to noise is
1 Hz is called the 1-Hz false trigger threshold and it is
one of the parameters used to monitor system noise. This
measurement requires a dedicated noise acquisition since
it requires the high voltage of the PMTs to be off. When
the PMTs are biased, the trigger rates at higher thresholds
are dominated by the dark count rates in the PMTs. The
1-Hz false trigger threshold can still be extracted by ex-
trapolating the rate distributions for low thresholds down
to 1 Hz.

The difference in the 1-Hz false trigger thresholds for
the S1 and S2 filters is due to filter noise. Since the filter
calculations involve the sum over many ADC samples, the
filter noise is significantly larger than the ADC sample
noise. The filter noise for the S1 filter (Eq. 1) is equal to

σS1 =

√

3

2
NσADC (3)

The filter noise for the S2 filter (Eq. 2) is equal to

σS2 = 2
√
3MσADC (4)

The ratio of the 1-Hz false-trigger thresholds shown in
Fig. 21 is larger than the ratio of the filter noise values for
the S1 and the S2 filters shown in Eqs. 3 and 4. This in-
dicates a contribution of coherent noise to the waveforms.

9.4. Data Transfer

Each channel of the DDC-32 has two circular buffers.
Data can be written to one buffer while data from the other
buffer is being transferred. For each buffer, the start and
end times are captured in the data stream. The buffer
start time is the time that a buffer is ready to receive
data; the buffer end time is the time of the end of the
event or when the first buffer of a particular digitizer is
filled. Different digitizers can have different buffer start
and end times. If the buffer stop time of event n is larger
than the buffer start time of event n+ 1 there is no dead
time associated with switching buffers. If the buffer stop
time of event n is less than the buffer start time of event
n + 1 there is period when no data could be captured
and dead time is incurred. This happens when one buffer
is transferring data and the second buffer is waiting to
transfer data. To offload one full buffer (18,412 samples)
requires 340 µs. The maximum data transfer time when all
32 channels have a full buffer is 11 ms. The data from the
14 Data Extractors are transferred to 14 Data Collectors.
Currently we can sustainably acquire data at 1200 MB/s.

The average time to process data files on the Data Col-
lectors and create event files on the Event Builders is 22 s.
The average time to transfer the event files from the Event
Builders to the RAID arrays on the surface is 4 s. If writing
to disk fails, our monitoring system will raise an alarm.

To ensure data integrity we have implemented multi-
ple levels of checksumming. First, every byte of data for
each event is checksummed (CRC32) as it is read out from
the Block RAMs of the DDC-32 FPGAs. The Data Ex-
tractors, as they split individual event data into jumbo
frame-sized chunks with a maximum size of 8,800 bytes,
checksum each UDP packet payload that is sent to the
Data Collectors. The Data Collectors cross-check the pay-
load checksums of each received UDP packet, and perform
an event-level checksum cross-check once a given event is
stitched back together. All the server machines in the data
pipeline (Data Collectors, Event Builders, etc) use ECC-
enabled memory modules and all file systems in the data
chain use data and metadata checksumming. As ROOT
sequence files are being generated on the Event Builders,
their SHA256 checksums are calculated and stored in a
data-tracking DB. These SHA256 checksums are recal-
culated and cross-checked at NERSC, before a sequence
file is marked as successfully transferred and permanently
stored.

9.5. Livetime

Using the buffer start and stop times discussed in Sec. 9.4,
a detailed calculation of the livetime can be carried out.
The buffer information can be used to determine the exact
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Figure 19: The average measured ADC noise for all 1408 DDC-32 channels as function of the applied baseline offset. The error bars show
the standard deviation of the measured ADC noise distribution for the 1408 channels.

Figure 20: Integral (left) and differential (right) non linearity of all 1632 DDC-32 channels.

19



Figure 21: False trigger rates for the S1 (left) and S2 (right) filters, as function of filter threshold for the top TPC PMTs. The central lobe
of the S1 filter is 5 samples wide while the central lobe of the S2 filter is 500 samples wide. The dark black curve shows the median of the
distributions for the individual PMTs.

times at which the DDC-32s are unable to accept triggers
and thus the livetime. An example of the measured live-
times during WIMP Search and detector calibrations is
shown in Fig. 22 as function of event rate. The livetime
is also a function of event size. This is clearly visible in
Fig. 22 which shows a 98% livetime obtained for 83mKr
calibrations at 122 Hz while the livetimes obtained during
AmLi and DD neutron calibrations is around 63% at simi-
lar event rates. The event sizes for AmLi and DD neutron
calibrations are about 3 times as large as the event sizes
during 83mKr calibrations.

During WIMP Search, the livetime due to filled buffers
is 99.5 ± 0.2%. With a trigger holdoff time of 2 ms, the
livetime is reduced to 95.9 ± 0.4%.

FADR also provides information about the inability to
write PODs to the circular buffers during periods of high
detector activity. Under these circumstances, the buffers
of some channels may become filled, preventing complete
PODs from being written to these buffers. If this happens,
the PODs are flagged as truncated PODs. During offline
analysis, decisions can be made on how to handle this type
of events.

9.6. Event Selection

To verify proper event selection, the properties of cap-
tured events are compared to the configuration settings of
FADR. Since it is known what trigger caused the event
capture, the raw waveforms can be processed by the cor-
responding S1 or S2 filter, and the reconstructed PMT
multiplicity can be compared with the multiplicity require-
ment used for that trigger. As an example, the S1 trigger
for the OD will be discussed.

During SR1, the OD waveforms are processed by an S1
filter with the following parameters:

1. Filter threshold = 3,000 ADCC

2. Filter width = 15 samples (central lobe)

3. Coincidence window = 32 samples

4. Minimum required multiplicity = 15

For events triggered by the OD trigger, the captured PODs
were processed with an S1 filter and the multiplicity of
threshold crossings within the coincidence window was de-
termined. A histogram of the reconstructed multiplicity
is shown in Fig. 23. None of the 26,174 events examined
have a multiplicity less than 15. The multiplicity require-
ment is met about 93 samples (930 ns) before the trigger
time stamp of the event, indicating the latency involved
with the propagation of the S1 filter signals in the Data
Sparsifier chain.

Similar studies are also carried out for the S2 filters.

9.7. Zero suppression

Since only PODs are preserved, a thorough study of the
POD algorithm implemented on the FPGA was carried out
to verify that no loss of information occurs when PODs are
extracted from the raw waveforms.

The proper operation of the POD algorithm was veri-
fied by collecting LED data in a special mode, where the
waveform from specific ADC channels are directed to two
FPGA channels. This mode is shown schematically in
Fig. 24. One FPGA channel captures the 500 samples
of the waveform after the trigger signal while the other
channel operates in POD mode and only captures data
when the POD threshold is crossed. Such data sets allow
us to determine the efficiency of the POD algorithm by
performing the studies that are described in detail in this
section.

9.7.1. Bit and Timestamp Consistency

To determine the bit and timestamp consistency of the
captured PODs, the samples in each POD were compared
to the corresponding samples in the raw waveforms. An
example is shown in Fig. 25 where two PODs were cap-
tured by the FPGA. In this Figure, the PODs are over-
layed with the raw waveform. showing a perfect match,
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Figure 22: Measured FADR livetime during WIMP search and various calibration measurements as function of event rate. The livetime
shown is the raw DAQ livetime and reflects the fraction of time the DAQ is able to accept triggers. The livetime is not only a function of
event rate, but also event size. This is clearly shown by the measurements with the AmLi source and DD neutrons. For these sources, the

event size is three times larger than the event size during WIMP Search (WS). Measurements with
83m

Kr for which the event size is similar
to the WS event size obtained a 98% DAQ livetime at a rate of 123 Hz.
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Figure 23: OD multiplicity of events associated with a valid OD S1 trigger. The S1 trigger required a threshold crossing of the S1 filter of at
least 15 PMTs during a 320 ns coincidence window.
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Figure 24: Simultaneous data collection of raw and POD data. In this mode, the output of even or odd ADCs are directed towards
adjacent FPGA channels. For example, if ChMux10=0, ChMux11=1, ZS OnOff10=On, ZS OnOff11=Off, then the ADC Channel 10 data
will simultaneously be recorded in zero-suppressed form in the waveform memory of Digital Channel 10 and raw format in the waveform
memory of Digital Channel 11.
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Figure 25: Example of a raw waveform with the corresponding PODs that were extracted by the FPGA. In this example, two PODs were
identified.
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both in time and in amplitude. A total of about 6 × 107

PODs, equivalent to about 4 × 109 ADC samples, were
compared with the corresponding raw waveforms. No in-
consistencies between the sample values in the PODs and
in the raw waveforms were observed.

9.7.2. POD Consistency

Two additional studies were carried out to verify the
proper operation of the POD algorithm. We simulated the
FPGA code to compare POD crossings observed in the raw
waveforms to the PODs captured by the FPGA. To en-
sure that the POD algorithm did not miss any peaks, we
compared the PODs captured by the FPGA with peaks
identified in the raw waveforms by a peak finding algo-
rithm that is part of the python package SciPy [27]. These
studies used data files collected in the dual-capture mode
discussed above with a POD threshold of 25 ADCC.

9.7.3. Simulate the FPGA code.

In this analysis, the code that is used on the FPGA to
determine if a POD crossing is observed in the raw wave-
form is simulated in python. If a POD crossing is observed,
we determine if the corresponding POD is also captured.
0.00007% of the POD crossings in the raw waveforms are
observed to have no corresponding POD, all of which have
an amplitude within 1 ADCC of the POD threshold. No
POD inconsistencies were observed for amplitudes greater
than 1 ADCC above the POD threshold.

9.7.4. Studies using scipy.signal.find peaks.

In this analysis, scipy.signal.find peaks [28] is used to
identify peaks in the raw waveforms. The peaks found
are then compared to the captured PODs. All of the ob-
served inconsistencies are due to differences in the way the
FPGA and scipy.signal.find peaks define the baseline. On
the FPGA, the baseline is defined by the previous 32 sam-
ples; in scipy.signal.find peaks, the baseline is defined by
the local minimum of the samples surrounding an iden-
tified peak. The deviation from the baseline of peaks
found by scipy.signal.find peaks may be larger than 25
ADCC, but this larger value is entirely due to differences
in the estimated baseline. In the 4 × 107 PODs studied,
no inconsistencies were found between peaks identified by
scipy.signal.find peaks in the raw waveforms and the cap-
tured PODs that were not due to differences in baseline
evaluation.

10. Summary

The design of the data acquisition system for LZ, FADR,
was based on our experience with LUX and the required
calibration rates and data volume for LZ. The RMS base-
line noise of the entire signal processing chain for most
PMTs is between 2.2 and 2.4 ADCC (≈0.3 mV), ensuring
a high efficiency for the detection of single photoelectrons
with amplitudes of around 50 ADCC (6 mV). In order to

reduce the impact of slow baseline variations, the PMT
waveforms are processed with digital filters that perform
automatic baseline subtraction and waveform integration
before event selection. The design of FADR is optimized
for data transfer. The data for a specific event are written
to 14 Data Collectors. The overall performance of the sys-
tem is limited by the Data Collector that sees the highest
data volume. Currently we can sustainably acquire data
at 1200 MB/s.

The hardware and firmware of FADR were developed
by SkuTek [10] and the University of Rochester. The
system is designed around the Kintex-7 FPGA. FADR
digitizes 1359 PMT channels with 14-bit, 100-MHz, 2-V
ADCs. The waveforms are processed by digital filters that
are sensitive to S1 and S2 signals. Event selections are
made using the information provided by these digital fil-
ters.

Pulse Only Digitization reduces the raw waveform data
volume by a factor of up to 50. The PODs extracted from
the raw waveforms are stored in circular buffers. Once
an event of interest has been defined, the PODs that fall
within the event window are preserved and written to disk.
Several detailed studies were carried out to verify that no
loss of information occurs when PODs are extracted from
the raw waveforms.

Using the buffer start and stop times for each PMT,
a detailed calculation of the FADR livetime can be car-
ried out. During WIMP Search, the livetime due to filled
buffers is 99.5 ± 0.2%. With a trigger holdoff time of 2
ms, the livetime is reduced to 95.9 ± 0.4%.

Since we are in full control of the firmware of FADR, we
developed additional features that enhance our ability to
test, troubleshoot, monitor, and expand the information
on which event selection is based. The flexibility provided
by the FPGAs allows us to monitor the performance of the
detector and FADR in parallel to normal data acquisition.
Examples were presented.
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