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False vacuum decay is a potential mechanism governing the evolution of the early Universe,
with profound connections to non-equilibrium quantum physics, including quenched dynamics, the
Kibble-Zurek mechanism, and dynamical metastability. The non-perturbative character of the false
vacuum decay and the scarcity of its experimental probes make the effect notoriously difficult to
study, with many basic open questions, such as how the bubbles of true vacuum form, move and
interact with each other. Here we utilize a quantum annealer with 5564 superconducting flux qubits
to directly observe quantized bubble formation in real time — the hallmark of false vacuum decay
dynamics. Moreover, we develop an effective model that describes the initial bubble creation and
subsequent interaction effects. We demonstrate that the effective model remains accurate in the
presence of dissipation, showing that our annealer can access coherent scaling laws in driven many-
body dynamics of 5564 qubits for over 1us, i.e., more than 1000 intrinsic qubit time units. This work
sets the stage for exploring late-time dynamics of the false vacuum at computationally intractable
system sizes, dimensionality, and topology in quantum annealer platforms.

Nearly half a century ago, Coleman proposed the idea that our Universe may have cooled down into a metastable
“false vacuum” state after the Big Bang and the time of tunneling to the ground state or “true vacuum” was estimated
to be comparable to the lifetime of the Universe [1]. The idea was then further developed and applied to various
cosmological observations and theories [2—8], with ongoing attempts to observe the signatures of false vacuum decay
in gravitational waves [9)].

The dynamics of false vacuum decay are believed to consist of “bubbles” of true vacuum forming in the background
of false vacuum, where the size of a bubble is determined by balancing the energy gain proportional to the bubble
volume and energy loss proportional to the bubble surface. Bubbles are typically assumed to undergo isolated quantum
tunneling events, growing classically at a model-dependent speed [9]. The quantum process is difficult to study due
to the non-perturbative nature of the dynamics. To circumvent this issue, early theoretical works have explored
the possibility of directly creating new Universes in a laboratory setting [10] and in engineered platforms based on
condensed matter systems [11]. With the advances in ultracold atomic gases, certain aspects of the false-vacuum
decay dynamics can now be studied in table-top experiments [12].

Recently, there has been a flurry of interest in simulating quantum field theories using synthetic platforms of
ultracold atoms in optical lattices, superconducting circuits, trapped ions and Rydberg atoms [13-15], with different
proposals addressing specifically the decay of the false vacuum [16-22]. Two main approaches to quantum simulation
involve either using quantum gates on a digital quantum computer to directly emulate the quantum field theory in
question, or setting up an analogous system that exhibits a controllable first-order quantum phase transition, where it
is possible to initialize in the false vacuum. In this paper, we take the latter approach and set up a quantum annealer
with 5564 superconducting flux qubits, which had previously been used to study the spin glass transition [23] and the
Kibble-Zurek mechanism [24-26]. We arrange the qubits in a ring by coupling them via ferromagnetic interactions
in the presence of a transverse magnetic field, thus realizing the quantum Ising model. By then tuning the uniform
longitudinal field, we initialize the system in the metastable false vacuum state and observe the decay into the true
vacuum. The discrete nature of the qubit lattice gives us a direct window into the quantized bubble creation, whereby

a cascade of bubble sizes is seen to emerge by tuning the longitudinal field. Moreover, the longitudinal field in the
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quantum annealer exhibits intrinsic modulation throughout the decay, driving the dynamics and extending the regime
where we observe the same scaling laws as in coherent quantum dynamics up to 1000 qubit time units.

Quench dynamics of the Ising chain in transverse and longitudinal fields have recently attracted much interest
due to the confinement effect imposed by the longitudinal field [27-31]. The latter has direct implications for false
vacuum decay enabling analytic predictions of the decay rate [32, 33]. Our simulation targets a different regime where
quantized bubbles dominate the out-of-equilibrium dynamics, originally proposed in the context of the generalized
Kibble-Zurek effect [34]. This enables us to access false vacuum decay dynamics beyond the initial bubble creation and
into the previously unexplored regime of interacting bubbles. In contrast to the typical false vacuum decay mechanism
[1, 9, 33], we find that a large quantized bubble cannot spread in isolation. It is only through the interaction of two
neighboring bubbles that one bubble can enlarge itself by reducing the size of the other. Once reduced to the smallest
size of one lattice site, the bubble can then move freely along the system. These results suggest a new physical picture
of the false vacuum dynamics as a heterogeneous gas of bubbles, where the smallest “light” bubbles bounce around
in the background of larger “heavy” bubbles that directly interact with each other.

I. QUANTUM SIMULATION OF FALSE VACUUM DECAY

We study the ferromagnetic quantum Ising model in transverse and longitudinal fields on a ring with N sites:
N N N
j=1 j=1 j

= j=1

where 6% are the Pauli matrices, J > 0 is the ferromagnetic interaction strength between nearest-neighbor spins, h,
and h, are the transverse and longitudinal fields, respectively. We apply periodic boundary conditions by identifying
spin 63, = 01. The field h, drives the quantum dynamics of the system, while . imposes an energy bias between
the states 1) and |).

In the regime 0 < h, < J and h, = 0, there are two degenerate ground states |1 ... 1) and [{ ... }). When h, > 0,
the |1 ... 1) state becomes the ground or true vacuum state and || ... |) a metastable or false vacuum state, see Fig. la.
By first setting h, > 0 and adiabatically turning on h, to a small value h, < J, we initialize the system in the |1 ... 1)
product state. Then we induce a first-order quantum phase transition by flipping the sign of h., swapping the true
and false vacuum states, and observe the dynamics for a time duration ¢. Finally, we turn h, back to zero as fast as
possible and measure the spin configuration in the 6% basis. Fig. 1b illustrates the described protocol, while Fig. 1c
shows the embedding of the spin chain in a qubit array used in our quantum simulations. We note here that h,(t) was
determined experimentally through single-qubit measurements and exhibits large modulation around the final target
value after the flip. This modulation extends up to ¢ ~ 0.75us in the evolution time and it will play an important
role in the interpretation of our data.

Our quantum simulations are performed in the small h, < J regime, where we can apply semiclassical intuition
based on the diagonal part of the Hamiltonian in the z-basis. In this case, it is useful to gather possible configurations
of the system into sectors with the same value of magnetization, M = (3", 67 /N), separated by energy gaps determined
by the value of h.. For general values of h,, the initial |1 ... 1) state stays an eigenstate in its own M-sector after
the h, sign flip and no dynamics of M are observed. This is due to the large energy separation between different
M sectors that cannot be hybridized by a small h,. However, for specific values of h, = —2J/n, where n > 0
is an integer, the surface energy cost for flipping a domain of n spins, 4J, is exactly balanced out by the volume
energy gain, 2h.n [34]. Hence, an arbitrarily small h, is sufficient to hybridize the classical computational basis
states into eigenstates consisting of a superposition of the |1 ... ) state and so-called n-bubbles, i.e., domain walls
in the background of |1 ...1). For example, [t111/L{111) is a state with a single 3-bubble. Fig. 1d shows the spin
configurations measured in our quantum simulations with bubble sizes up to 306 spins, which is consistent with the
theoretical prediction in which we can form increasingly larger bubbles by decreasing h, according to h, = —2J/n.
For these discrete values of h,, the initial state is no longer an eigenstate and undergoes nontrivial quantum dynamics,
resulting in large changes in M. Fig. le shows the observed n = 1 and n = 2 resonances, where large changes in M
can be seen at h, = —2J and h, = —J, respectively, in contrast to other values of h,.

We note that significant changes in M can also be observed in Fig. le at values of h, ~ —4.J, where no dynamical
resonances are expected. Such a large magnitude of h, leads to thermally assisted adiabatic dynamics [36], where
the system can follow the instantaneous ground state during time evolution. The adiabatic theorem is applicable if
the time scale of Hamiltonian changes is slower than or comparable to ¢, o A;ﬁn, where A, is the minimum gap
between the instantaneous ground and first excited state. In the case |h.| > J, h,, the gap becomes large enough
for the time scale of h,(t) to match t,. Therefore, no bubble creation takes place and the spins turn simultaneously
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FIG. 1. Realizing false vacuum decay on a quantum annealer. a The semi-classical energy landscape V' as a function
of magnetization M of a ferromagnetic Ising chain in a transverse h, and longitudinal h, field. The landscape exhibits a local
metastable minimum dubbed as the false vacuum, represented by the polarized |11 --- 1) state. The global minimum or true
vacuum is the other polarized ||| --- |) state. The false vacuum decay unfolds via creation of quantized true-vacuum bubbles
of size n, determined by the energy balance between the surface (4.J) and volume energy contributions (2h.n). b False vacuum
decay observation protocol. We initialize all qubits in the |11 - -- 1) state by setting h. > 0 and adiabatically switch hy from 0
to a small value hy < J over 10us (0.27us is used in the plot for clarity purposes). Then we flip the sign of h, swapping the
true and false vacuum states, and observing the dynamics for a time duration ¢. Finally, we turn h, back to 0 as fast as possible
(> 0.18 ps) and measure the spin configuration in the 6* basis. This protocol is repeated 1000 times for each value of ¢t. ¢
Embedding of a 5564-qubit ring on the Pegasus graph of the 5614-qubit device D-Wave Advantage_system5.4. The Pegasus
graph contains 15 x 15 x 3 8-qubit Chimera cells with complete bipartite connectivity (colored crosses) that are coupled by
additional external and odd couplers (gray lines) [35], such that each qubit is connected to 15 other qubits on average. Qubits
within the 8-qubit cells are connected along randomly sampled one-dimensional chains (inset). d Spin configurations measured
in our quantum simulation. The inner ring shows the initial false vacuum state comprised of 5564 spins (for clarity, only 1000
out of 5564 spins in a single configuration are shown). The outer 3 rings show configurations measured at h, = —0.1, —0.5, —2
with h, decreasing radially. An example of a large n = 306 quantized bubble shown in purple highlights the extent of the
observed bubble sizes. e Magnetization M heat profile versus time ¢ and longitudinal field magnitude h, at transverse field
strength hy, = 0.002. The color scheme is split into two separate linear scales, a larger scale from —1 to 0.999 (bottom half)
and a smaller scale from 0.999 to 1 (upper half). The adiabatic dynamics and the n = 1-bubble resonance are easily observed
on the larger scale, while the n = 2-bubble resonance can only be resolved in the 4th decimal of M, due to the decrease of the
rate of dynamics by an order of magnitude. The apparent resonance at h, = —4 is identified with adiabatic dynamics rather
than bubble creation, where the system follows an instantaneous ground state during the evolution.

t(us)

and in accordance with h,(t) initially, changing the state from fully polarized and triggering more complex resonant
processes, see Supplementary Section 2.

II. OBSERVATION OF QUANTIZED BUBBLES AND DYNAMICAL SCALING LAWS

To ascertain which bubbles are involved in magnetization changes, we measured the n-bubble density A\, =
(1/N) Zi\;l <PJ[H;L=1 Piij]lenH), where P = |o) (o] is a projector on the local ¢ =1,| spin state. Figures
2a-d show the detected n = 1,2, 3,4, 5, 6-bubble resonances. We observe a strong suppression of all other bubble sizes



except the expected ones. According to the theoretical analysis presented in Methods, the leading-order effective
Hamiltonian describing an n-bubble resonance is proportional to hl. If we assume h, < J, 1-bubbles are the fastest,
then 2-bubbles, etc., arbitrarily slowing down the dynamics as n increases. Figures 2a-d show that we need to increase
h; by at least two orders of magnitude to begin to observe hints of higher resonances through low-density bubble
formation, which is consistent with the theoretical prediction.
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FIG. 2. Observation of quantized bubbles. a-d Bubble density measurements at J = 1 and different h., magnitudes,
with hy, = 0.002, t = 2us in a,b, hy; = 0.05, t = 1us in ¢, and hy = 0.1, t = 1us in d. The bubble sizes n = 1,2,...,6 are seen
to be dominant around their respective resonances h. = —2.J/n, indicated by vertical dotted lines. Error bars across the entire
figure are smaller than the size of the symbols.

In a two-level approximation [34], tunneling events to different n-bubbles can be thought of as Landau-Zener
transitions, where the metastable state |1 ... 1) and an n-bubble state at the appropriate resonant conditions are
the two states involved in the anticrossing. According to Landau-Zener theory, it follows that n-bubble density
An o< Tgh} should be proportional to the product of the time it takes for the Hamiltonian to traverse the anticrossing
70, determined by h,(t) in our case, and the n-th power of h,. Using our single-qubit measurements we show that
the time it takes for h,(t) to reach zero during its sign flip is proportional to the square of its magnitude (rg o< |h,|?),
see Supplementary Section 3 for details. This means that A, (t) curves measured at different pause times between the
initialization and measurement ramp ¢ should collapse onto a single curve if we multiply ¢ by h2. Figure 3a shows
that the Ag curves indeed exhibit a collapse according to this law.

Nevertheless, in order to fully understand the dynamics in our quantum annealer, it is necessary to account for
all dominant processes and not only the creation of bubbles. We will focus on the dynamics from the initial state
[t---1), for which the creation of n-bubbles happens at h, = —2J/n. For each resonance, we have derived the
corresponding effective model using the Schrieffer-Wolff transformation [37] and we present the effective Hamiltonians
at leading orders in the Methods section. The effective Hamiltonian describing the dynamics at the 2-bubble resonance
at h, = —J is proportional to h2. Figure 3b shows magnetization measurements taken at this resonance using the
quantum annealer and how the M (t) curves collapse when scaling the time axis with h2. Our numerical emulation
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FIG. 3. Scaling laws for bubble dynamics. a 2-bubble density at h, = 0.002 as a function of time at various h, magnitudes
(color bar). Inset shows the collapse of different curves when time is rescaled by h2 in accordance with Landau-Zener theory [34].
b-c Magnetization at h, = —J resonance as a function of rescaled time hit, for different values of h, indicated on the color
bar. Both the measured magnetization curves in b and the 3-spin Bloch-Redfield numerical simulations in ¢ follow the same h2
scaling law, suggesting that the effective Hamiltonian governing the dynamics is proportional to k2. The inset in b shows the
raw data obtained on the quantum annealer without rescaling. The unscaled results of the numerical simulations are shown
in the inset of ¢, where the black curves show the magnetization in the effective model describing the h., = —.J resonance (see
Methods). Error bars across the entire figure are smaller than the size of the symbols.



of the quantum annealer in Fig. 3¢ suggests that the h2 scaling law is the same as in the case of coherent quantum
dynamics. Figure 3b shows only the initial behavior of M (t), which follows the h,(t) modulation at later times;
however, after the h,(t) modulation stops, an h2 scaling law emerges as a consequence of thermalization combined
with a relatively slow quantum simulation measurement ramp, see Supplementary Sections 6-9 for more details.

III. BUBBLE INTERACTIONS

The measured dynamics of different bubble sizes at h, = —2.J resonance in Fig. 4a is consistent with the picture
that 1-bubbles remain approximately quantized and do not grow with time. On the quantum annealer, this persists
until thermalization kicks in and 1-bubbles start to transform into 3- and 5-bubbles, with 2- and 4-bubbles remaining
suppressed throughout the time evolution. The exploration of this peculiar thermalization effect is beyond the scope of
this work, as thermalization and bubble interaction effects cannot be easily separated from each other in our quantum
annealer due to decoherence effects. Nevertheless, we now argue that bubble interactions play a crucial role in the
dynamics at higher n > 1 resonances if a system is perfectly isolated from the environment. We will demonstrate this
in the framework of effective models, presented in Methods and previously mentioned in the context of Fig. 3.

At the n = 1 resonance, 1-bubbles can be created with a rate proportional to h;. These 1-bubbles can then hop
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FIG. 4. a Time series measurements of the bubble density at the 1-bubble resonance h, = —2J and h, = 0.002. During the
initial h.(t) modulation, the profile of which is shown by the black curve on the right axis, the 1-bubble density (color bar)
governs the dynamics. After about ~ 0.75us (dashed line), thermalization effects take over by transforming 1-bubbles into 3-
and 5-bubbles. b Measurement of the emergent blockade @p and magnetization M (right axis) at hy = 0.002 and ¢ = 0.38us,
plotted as a function of h. magnitude. The blockade condition is violated (deviates from 0) only at h. values significantly off
the 1-bubble resonance (h, < —3.5), accompanied by large changes in M. Near the resonance (h, = —2), even though large
changes in M occur, the blockade condition is respected. c-d Dynamics at the resonance h, = —J with fixed h; = 0.0203 and
hz = 0.002, respectively. Matrix-product state simulation with 100 qubits in ¢ captures some of the key aspects of the data
obtained on the quantum annealer in d. The black dashed lines in ¢ show the sudden change in the number of 2-bubbles when
hz(t) is exactly at the resonance point. The inset magnifies the low-density regime, where only 1- and 3-bubbles can be seen.
The increase of 1- and 3-bubbles at later times is likely due to 2-bubbles interacting. The quantum simulation using h; = 0.002
in d shows good agreement with the theoretical prediction in c. For all the measured data, error bars are smaller than the
symbol size. e Matrix-product-state simulation of the dynamics after an instantaneous quench from a product state shown at
the bottom, containing two large bubbles (n1 = 23 and n2 = 24 spins) next to each other in a system with 50 spins in total.
The system undergoes coherent evolution with fixed h, = —1 and hy = 0.02, and the color bar shows the “bubble interface
density”, (13l PTPJ Jrl) on a log scale and for all sites j. The moving front corresponds to the two bubbles exchanging |-spins
and changing their sizes. The final state at the end of the evolution is a quantum superposition, with one of the classical
configurations shown at the top.



along the chain with a rate proportional to h2/.J, but they cannot merge with each other to create large bubbles.
In fact, even when accounting for higher-order processes, there is still no path to create (n > 1)-bubbles when
starting from the |11 ---) state. This dictates that, at the n = 1 resonance, there can never be two |-spins next to
each other. The system therefore experiences an emergent kinetic constraint, reminiscent of the Rydberg blockade
phenomenon [38]. We quantify the blockade by measuring the operator Qp = (1/N)> ; ]5]“—:’} +1, which counts the

density of neighboring |-spins. We expect <Q B) to be strongly suppressed around h, = —2J, rising towards 0.5 in
other dynamical settings. Figure 4b shows a good match between these predictions and quantum simulation data.
Meanwhile, total magnetization strongly deviates from the initial value of 1, showing that the lack of neighboring
excitations is not trivially due to frozen dynamics.

Now we consider higher-order resonances h, = —2J/n, with n > 1, where bubbles contain n spins and are created
at a rate proportional to h?/J" 1. Once these large bubbles are created, they cannot hop around. However, bubbles
can now take or give |-spins to neighboring bubbles, allowing them to change size. This occurs with a rate oc h2/J
which, for large n, is much faster than bubble creation. This can also lead to a bubble shrinking all the way down
to a 1-bubble, which can then hop along the chain. This means that, despite large bubbles being stuck in place,
information can still flow through inter-bubble interactions and movement of 1-bubbles.

Our theoretical predictions imply that, in a quantum simulation tuned to a n > 1 resonance, the size of bubbles is
not limited to n, even if the system is perfectly isolated from the environment. This can be seen in a fully coherent
matrix-product state simulation of a system with N = 100 spins at n = 2 resonance in Fig. 4c. While 2-bubbles
dominate, 1- and 3-bubbles are also visible. This is expected as they are produced by interactions of 2-bubbles.
Qualitatively similar behavior is also seen in the quantum simulation data in Fig. 4d.

The data in Figs. 4c-d also highlights another important property for n > 1: the number of 2-bubbles changes
abruptly at some times, while staying approximately constant during the rest of the simulation. The timings of
abrupt changes coincide exactly with h,(t) hitting the appropriate resonant value, while the rest of the time the
system is slightly away from the resonance. This highlights the sensitivity to the detuning, 6 = h, + 2J/n, which
competes with h? /J"~1. As h,/J < 1, even a small § is enough to overpower the bubble creation terms for n > 1.
As the detuning is a diagonal contribution, it leads to the suppression of all dynamical processes, including bubble
creation. This pattern of sudden changes due to the fluctuation of h, is clearly captured in the numerical simulation
in Fig. 4c but it is also visible in the annealer data in Fig. 4d. We note that this sensitivity to detuning is expected
to be less strong for n = 1, as in that case § only competes with h,.

To further highlight the importance of bubble interactions, we have studied a closed system with two large bubbles
next to each other and essentially occupying the entire system, see Fig. 4e. This setup leaves no room for new
bubbles to appear, and the only resonant process left is the exchange between the two bubbles. We can then track
the interface between them by measuring lequpjlﬂv which is plotted on a log scale in Fig. 4e at the h, = —J
resonance. While the interface density is 1 at a single location at time ¢t = 0 and zero everywhere else, as time goes on
the interface steadily delocalizes due to the bubbles exchanging |-spins and thereby changing their sizes. We expect
similar behavior to hold at other n > 1 resonances.

IV. DISCUSSION AND OUTLOOK

We have performed a quantum simulation of the false vacuum decay and identified its underlying mechanism — the
formation of quantized bubbles of true vacuum. The large size of our 5564-qubit quantum annealer allowed us to
observe considerable bubble sizes comprising up to 300 spin flips, confirming the standard cosmological scenario where
the size of the formed bubble is determined by the competition between the volume energy gain and surface energy
loss. Our central finding is that interactions between bubbles are the key next-order effect after bubble creation, and
we have argued that their understanding is crucial for a comprehensive description of of false vacuum decay. Previous
studies of false vacuum decay in quantum spin chains [32, 33] have explored a different parameter regime where h,
is not small and the energy spectrum forms a continuum. While the possibility of resonances was pointed out as
a subleading effect [32], these analytical considerations still assume a dilute bubble picture, neglecting interactions
between bubbles. Our results therefore call for a deeper understanding of the interaction effects between bubbles,
not only in microscopic models such as the one studied here, but also in quantum field theory approaches, including
cosmological models of the Big Bang.

More broadly, our work showcases that current quantum annealing devices can be useful in probing complex
many-body dynamics, e.g., as demonstrated here through external field modulation on a scale of 1000 individual
qubit time units. Extensions of our model to two or three spatial dimensions with various lattice topologies are, in
principle, straightforward on the same type of device, potentially reaching intractable computational complexity with
a multitude of implications. Let us mention a few examples of other interesting non-equilibrium phenomena that
can be accessed in the platform established here. False vacuum decay, as a specific instance of a first-order quantum



phase transition, allows to probe generalizations of the Kibble-Zurek scaling laws [11, 39-41] in such transitions,
in particular comparing the predictions for the rate of defect formation after crossing the transition with quantum
simulations. Quantum metastability — the cornerstone of the false vacuum decay phenomenon — also underlies reaction
rate theory [42—-47], allowing the use of quantum simulation for estimating the transition rate of decay processes from a
metastable minimum to a lower energy state in the presence of temperature, which is challenging to compute otherwise.
In the regime of stronger longitudinal fields, confinement effects are expected to become important, possibly localizing
bubbles in space and giving rise to an emergent prethermalization regime [48]. Finally, at the 1-bubble resonance, our
model displays an emergent kinetic constraint that maps exactly to the so-called PXP model [49, 50] (see Methods),
which hosts quantum many-body scars [38, 51, 52], and possibly other types of ergodicity breaking, such as Hilbert
space fragmentation and many-body localization, in higher dimensions [53, 54]. This opens the way to probing non-
ergodic phenomena in large systems in the presence of dissipation and potentially new types of scars in constrained
models at other n > 1 resonances.

V. METHODS
A. Quantum simulation on D-Wave’s quantum annealer

Our quantum simulations utilized D-Wave’s quantum annealing device Advantage_systemb.4, which features N, =
5614 qubits and is kept at a cryostat temperature of 16.4 £ 0.1mK. The annealer implements the Hamiltonian

Als) [ B [\ o

~ S o S ~z Az Az
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where 677 are the Pauli matrices for the ith qubit, h; is the longitudinal external field at qubit i, J;; are the couplings
between qubits ¢ and j, which are non-zero and user-tunable only if they are physically connected in the quantum
processing unit (Fig. 1¢). A(s) and B(s) represent the energy scales of their respective terms and are driven in time
by the annealing schedule s(t), which is linearly interpolated from a series of user-specified points [(t;, s;)].

Finding a ring embedding in a given graph is an instance of an NP-complete Hamiltonian circuit problem [55]. We
generate our ring embedding on 5564 qubits of the Advantage_systemb.4 graph by first connecting all 8-qubit Chimera
cells in the Pegasus topology, see Fig. 1c. We start in the upper-left corner and proceed horizontally, changing the
horizontal direction at the end of every row, until we reach the bottom-right corner. The chain of qubits within each
8-qubit Chimera cell is chosen along a random suitable path, see Fig. 1c inset. The ring is closed by proceeding along
the outer qubits at the right and top edge of the graph (black part of the chain in Fig. 1c). This procedure yields a
ring of 5446 qubits. We then iteratively add qubits to the chain from the set of omitted remaining qubits by adding
detours into the ring until we obtain the final 5564-qubit closed chain. We note that a few of the qubits and couplers
in the full Pegasus graph are not present on the device due to fabrication defects; these are accounted for individually.

We are interested in probing the dynamics of H in Eq. (1) at a certain value of h,. Therefore, we specify the
annealing schedule as [(0,1), (irt, sp, ), (irt + pt,sp, ), (irt + pt + mt,1)], where sp_ is obtained from the relation
hy = A(sn,)/B(sh,), obtained by rewriting Hpw as (B(s)/2)H. We choose uniform h; = h, J;; = —1 and define
hy = A(s)/B(s), h. = —g(t)h. At time t = 0, we specify the initial state for all qubits as the product state |1 ... T).
Then, within the initial ramp time irt, we bring the system to the desired h, value, which drives the dynamics we
are interested in, and keep it constant for time pt. We replace pt with ¢ in all plots. Finally, we bring h, to 0 within
time mt, which constitutes a measurement. Only after h, is brought back to 0 is it possible to read out the state of
the qubits in the computational or 6% basis.

Typical time scales that we used on the D-Wave device are irt = 10us, mt = 272ns, and pt ranging from 0
to 2us. After the initial state preparation, the system remains in the |1 ... 1) state due to the small values of h,
compared to h,. During the entire time evolution, which lasts for a time irt + pt + mt, the system is subject to open
system dynamics, governed by two main effects; measurement by the environment and thermalization. Our single
spin measurements show that measurement by the environment is dominant whenever the system is being driven by
the longitudinal external field h,. Whenever h, becomes constant, thermalization effects become more evident and
are heavily dependent on the value of h,, which drives the quantum dynamics of the system — see Supplementary
Sections 7 and 9.



B. Simulations of thermalization dynamics

To capture thermalization effects on the system’s dynamics, we employed the Bloch-Redfield master equation [56]

d ’ sec
@pab(t) = _Zwabpab(t) + Zd: Rabcdpcda (3)

where p is the density matrix of the system, wqp = w, — wp with w, = E,/h and E, being the eigenenergies of the
system. sec denotes the secular approximation, which states that we can neglect all fast-rotating terms in the sum,
and Rgpeq is the Bloch-Redfield tensor [56]

Raped = T op2 Z{ébd Z AgnAﬁcSaB (wWen) — AgcAngaﬁ (wWea) + Gac Z AgnATBLbSa:B (wan) — AgcAngaﬁ (wap) },

(4)
where A, are the matrix elements in the system’s eigenbasis of the operator A that couples bilinearly to the bath.
Here we choose A® = ¢, where o runs through all the spins of the system. Syp(w) = nwé(w) exp (w/w.) is the noise
power spectrum of the bath, chosen to be Ohmic in our case, where 6(w) is the Heaviside step function, 7 the coupling
strength of the system-bath coupling that ranges from 0.1 to 0.2 in our case, and w. a cutoff frequency higher than
any other relevant energy scale.

The numerical simulations in Figs. 4c,e were performed under the assumption of a closed system using matrix-
product state (MPS) formalism [57]. For efficiency, the simulated system has open boundary conditions, but we
discard the boundary sites when computing observable expectation values in order to minimize boundary effects.
To reach the long times required for the simulation, a 4th-order time-evolving block decimation (TEBD4) was used
[58, 59]. For Fig. 4c, the timestep is 6t = 0.01 while the maximum MPS bond dimension is y = 128, which was never
saturated during the simulation. For Fig. 4e, the timestep is t=0.05 while the maximum bond dimension is x = 200.

C. Effective models at different resonances

To fully understand the dynamics beyond bubble creation in the vicinity of resonances, we have derived the corre-
sponding effective Hamiltonians using the Schrieffer-Wolff transformation [37]. We quote the main results here, while
the derivation and detailed analysis of the models are provided in Supplementary Section 5. For n = 1, in the sector
containing the state |1 --- 1), the combined effective Hamiltonian at first and second order reads:

N N N
70 + + X A1 e A1 AL LBl
effn 1= ~he ZP fPJ+1 52 Z+7[ZPJ 1(U+UJ+1+UJ ++ )P+2+2ZP]-—§ZP PJ+1} (5)
; =

j=1 j=1

where § = h, + 2J is the (weak) detuning away from the n = 1 resonance, 6 = (6% £ i5¥)/2 are the standard spin
raising and lowering operators, and P+ = 4y (4, Pt = [1) (1] are local spin projectors.

The dynamics generated by the Hamiltonian in Eq. (5) can be understood as follows. The P67 P? term allows
the creation of single-site bubbles (i.e., single |-spins in a background of f-spins), while the Pt (676~ +6-6+) PT
allows these bubbles to hop around. A sequence of allowed processes is illustrated in Fig. 5. Importantly, due to the
projectors, the bubbles cannot merge to form larger ones. This is also impossible to do using higher-order processes.
A simple argument is that there are no states with larger bubbles at the same classical energy (i.e., the energy
contribution of the 6% terms) as the [111 ---) state, so it is impossible to reach these states resonantly.

In the main text, we have demonstrated that one measurable consequence of the effective Hamiltonian in Eq. (5) is
a robust emergent kinetic constraint reminiscent of the Rydberg blockade [38]. The quality of this emergent blockade
can be assessed using the operator Q p introduced in the main text, which measures the density of neighboring |-spins
and can be equivalently expressed in the spin language as @p = 1/4 + (1/(4N)) >_; 6565, — (1/(2N)) 32, 65

i%-
For n > 1 resonances, the bubble creation term is no longer dominant as it happens at order n according to

N n

. h )

Hestn = cn g pa <H ﬁk) i1 T hee, (6)
j=1
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FIG. 5. Schematic of the allowed dynamical processes at n = 1 and n = 2 resonances. At n = 1, the 1-bubbles can be directly
created and move along the chain. However, they cannot merge and their size is fixed. By contrast, for n > 1 (here illustrated
for n = 2) only n-bubbles can form. While these larger bubbles cannot move, neighboring bubbles can exchange |-spins to
change their size. If 1-bubbles are formed that way, they can hop along the chain unlike bigger bubbles.

| T | 1A

where ¢, is a coefficient that depends on the multiple subprocesses involved, e.g., we have co = —1 and ¢5 = —81/64.
Instead, regardless of n there are always other terms at order one and two that read

N R
N P 107 zpt
(1,2) 105 +1 Pt sz AT +1
Hy) ,=—6Y 67 4J ( " 1J +P] 67 Py +P 67 Pl - le)
Jj=1
N (7)
hgn® T (ats— L a—s+ \ DT han® Db (st a— s—at VPl
+WZPJ~—1 (6, 6541+656,51) Pj+2_m Py (656501 + 67 6541) P s
=1 =1

The terms on the second line create different dynamics. The first one leads to 1-bubbles hopping (as for n = 1), while
the second one allows larger bubbles to exchange down-spins in order to grow or shrink. This allows bubbles of size
other than n to develop. This includes the case of larger bubbles shrinking all the way down to 1-bubble and then
moving on their own. A sequence of these allowed processes is illustrated in Fig. 5 for n = 2, with higher n values
displaying qualitatively similar behaviors. The dynamics at n > 1 resonances are clearly much richer than at n = 1.
Indeed, while the bubble interaction term should also be present for n = 1, it cannot act between two 1-bubbles. This
would require one of them to shrink to 0, which is not resonant. Thus, in the sector of the |1 --- 1) state where only
1-bubbles appear, the bubble interaction term vanishes.

Finally, it is worth noting that the first term of the effective Hamiltonian at the n = 1 resonance [Eq. (5)], up to a
global spin flip, is identical to the PXP model used to describe chains of Rydberg atoms [49, 50]. The second term can
then be recast as —28 ) ; ]5} up to an irrelevant constant, and then becomes the chemical potential for the effective
PXP model. On the other hand, to the best of our knowledge, the effective Hamiltonians for n > 1 resonances,
Eq. (7), do not map to the models previously studied in the literature.
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