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Exactly solvable models for 2+1D topological

phases derived from crossed modules of

semisimple Hopf algebras
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We deőne an exactly solvable model for 2+1D topological phases of matter on a triangu-
lated surface derived from a crossed module of semisimple őnite-dimensional Hopf algebras,
the Hopf-algebraic higher Kitaev model. This model generalizes both the Kitaev quantum
double model for a semisimple Hopf algebra and the full higher Kitaev model derived from
a 2-group, and can hence be interpreted as a Hopf-algebraic discrete higher gauge theory.

We construct a family of crossed modules of semisimple Hopf algebras, (FC(X)⊗CE
∂
−→

FC(Y ) ⋊ CG, ▷), that depends on four őnite groups, E,G,X and Y . We calculate the
ground-state spaces of the resulting model on a triangulated surface when G = E = {1}
and when Y = {1}, prove that those ground-state spaces are canonically independent of
the triangulations, and so depend only on the underlying surface; and moreover we őnd a
2+1D TQFT whose state spaces on surfaces give the ground-state spaces. These TQFTs are
particular cases of Quinn’s őnite total homotopy TQFT and hence the state spaces assigned
to surfaces are free vector spaces on sets of homotopy classes of maps from a surface to
homotopy őnite spaces, in this case obtained as classifying spaces of őnite groupoids and
őnite crossed modules of groupoids.

We leave it as an open problem whether the ground-state space of the Hopf-algebraic
higher Kitaev model on a triangulated surface is independent of the triangulation for general
crossed modules of semisimple Hopf algebras, whether a TQFT always exists whose state
space on a surface gives the ground-state space of the model, and whether the ground-
state space of the model obtained from E,G,X, Y can always be given a homotopical
explanation.
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1 Introduction

In his seminal paper Kitaev [1] deőned a lattice model, henceforth called the Kitaev quantum double
model, or simply the Kitaev model, for (2+1)-dimensional, (2+1D), topological phases of matter on an
oriented surface Σ, with a triangulation, L. Initially proposed in the context of quantum computing,
as a model for an error-correcting quantum code, the so-called toric code, it allows for fault-tolerant
quantum gates by braiding (non-abelian) anyons [1, 2]. Due to its relation [3] to the Turaev-Viro
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/ Barrett-Westbury constructions [4, 5] of quantum invariants of 3-manifolds from spherical fusion
categories, the Kitaev model also provides a link between low-dimensional topology, Hopf algebras and
tensor categories. In this paper we extend the Kitaev model to handle crossed modules of Hopf algebras
more generally, hence extending it to Hopf-algebraic higher gauge theory, as we now elaborate.

The Kitaev model on L, a triangulation of a surface Σ, has as input a őnite group G, and can
be seen as a lattice gauge theory model [6]. The total Hilbert space of the Kitaev model on L is
HKit
L := CGL

1
, where L1 is the set of edges of L. This vector space is the free vector space on the

set of discretised G-connections over (Σ, L), called in [7, ğ2.1] gauge G-configurations over (Σ, L).
One can then deőne vertex operators, V g

v : HKit
L → HKit

L , and plaquette operators, F δaP,w : H
Kit
L → HKit

L ,
where g, a ∈ G, v ∈ L0 is a vertex of L, and P ∈ L2 is a plaquette of L, with a vertex w ∈ ∂P .
The operator V g

v : HKit
L → HKit

L performs a discrete gauge transformation supported on v, whereas the
operator F δaP,w : H

Kit
L → HKit

L ‘chooses’ the discrete gauge conőgurations whose holonomy around the
plaquette P , with initial point w, is a ∈ G. These operators extend respectively to representations
of the Hopf algebras CG, the group algebra of G, and FC(G) = spanC{δa | a ∈ G}, the algebra
of functions on G, (and if V g

v and F δaP,v, for the same v, are put together, of the quantum double
D(G) = FC(G)⋊CG). The local operator algebra of the Kitaev quantum double model is the algebra
of operators HKit

L → HKit
L generated by all vertex and plaquette operators. The topological excitations

of the Kitaev model are naturally those that are given by representations of the local operator algebra,
as these are the excitations that cannot be destroyed by local operators [1, 8].

The Hopf algebras CG and FC(G) are both semisimple (and so is the quantum double D(G) =
FC(G)⋊CG). In particular [9] they have unique Haar integrals, which take the form ℓ = 1

|G|

∑

g∈G g ∈

CG and λ = δ1G ∈ FC(G). Deőne, given a vertex v, a projector Vv := V ℓ
v = 1

|G|

∑

g∈G V
g
v , called a vertex

projector, and given P ∈ L2, the projector FP := F λP,w, called a plaquette projector. (These plaquette
projectors turn out to be independent of the vertex w in the boundary of P .) The Hamiltonian of the
Kitaev model is H0 : H

Kit
L → HKit

L [1, ğ5], where

H0 =
∑

v∈L0

(1− Vv) +
∑

P∈L2

(1− FP ). (1)

Here L0 and L2 are the sets of vertices and plaquettes of L. All projectors appearing inH0 : H
Kit
L → HKit

L

are mutually commuting. It is for this reason that the Kitaev model is called an exactly solvable model
[10]. Given that the Hamiltonian is the sum of commuting projectors, it is diagonalisable, and it has
a lowest-energy eigenspace, the ground-state space.

Even though the Kitaev model deőned on (Σ, L) explicitly depends on the triangulation (or cell
decomposition) L of Σ, its ground-state space is naturally a topological invariant, canonically given
by the free vector space on the set of homotopy classes of maps Σ → BG, where BG is the classifying
space of G. A 2+1D topological quantum őeld theory (TQFT) exists, sending a surface Σ to the
ground-state space of the Kitaev quantum double model on Σ derived from G. Namely consider the
Dijkgraaf-Witten TQFT [11, 12] with group G and trivial cocycle. The latter TQFT is a special case
of Quinn’s őnite total homotopy TQFT QB [13, Lecture 4][14, ğ4], which depends on the choice of a
homotopy őnite space B, and sends a surface Σ to the free vector space on the set of homotopy classes
of maps Σ → B. (Dijkgraaf-Witten TQFT with group G and trivial cocycle ω ∈ H3(G,U(1)) is just
QBG

.)

The Kitaev quantum double model has been extended in a number of ways. In [15], see also [3], a
generalised 2+1D model, henceforth called the Hopf-algebraic Kitaev model was deőned. The latter
takes as input, instead of a őnite group G, a őnite-dimensional semisimple complex Hopf algebra H,
with Haar integral ℓ ∈ H, and can be formulated in the context of Hopf algebra gauge theory on a
lattice [6]. The Hopf-algebraic Kitaev model is an exactly solvable model deőned on the vector space
HHKit
L := H⊗L1

. This is a Hilbert space, and the vertex and plaquette projectors are Hermitian, if
one takes as input a őnite-dimensional Hopf C∗-algebra H [15]. The local operator algebra of the
Hopf-algebraic Kitaev model likewise contains vertex operators V h

v,P : HHKit
L → HHKit

L , where v ∈ L0,
h ∈ H, and P ∈ L2 is an adjacent plaquette to v, which is used [3, Deőnition 2.2] to deőne a total order
on the set of edges adjacent to v (a cyclic order is given by the orientation, and P is used to specify
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an initial edge adjacent to v). This additional data to deőne vertex operators is essential when H is
non-cocommutative. We also have plaquette operators FψP,w : H

HKit
L → HHKit

L , where ψ ∈ H∗, P ∈ L2

and w a vertex in the boundary of P . Note that the dual vector space H∗ is also a őnite-dimensional
semisimple Hopf algebra [9] and hence it has a unique Haar integral Λ ∈ H∗. As in the Kitaev model,
we can deőne mutually commuting vertex projectors Vv := V ℓ

v,P : HHKit
L → HHKit

L (this is independent
of the adjacent plaquette [3, ğ2.4], because the Haar integral ℓ is cocommutative [9] and hence any
coproduct of it cyclically invariant) and plaquette projectors FP := FΛ

P,w : H
HKit
L → HHKit

L . (Likewise
FP,w is independent of the vertex in the boundary of P .) The Hamiltonian of the Hopf-algebraic Kitaev
model is also given by (1), and hence reduces to the Kitaev quantum double model if H = CG.

The ground-state space of the Hopf-algebraic Kitaev model deőned on a triangulated surface (Σ, L)
is, as for the Kitaev model, canonically independent of the triangulation L of Σ. This follows from
[3, Theorem 4.1] since the Turaev-Viro TQFT for the spherical fusion category H–mod of modules
of a semisimple Hopf algebra H is such that the state space assigned to a surface Σ is canonically
isomorphic to the ground-state space of the Hopf-algebraic Kitaev model for the Hopf algebra H, on
any triangulation of Σ, see also [16]. However, the Hopf-algebraic Kitaev model does not describe
the state spaces of every Turaev-Viro TQFT: only those coming from spherical fusion categories that
arise as representation categories of őnite dimensional semisimple Hopf algebras. More generally, for
any spherical fusion category the Levin-Wen string-net construction [17, 18] provides a commuting-
projector Hamiltonian model whose ground-state spaces recover the state spaces assigned to surfaces
by the corresponding Turaev-Viro TQFT. Those Hilbert spaces are smaller than the ones derived from
the Hopf-algebraic Kitaev model in the cases when both models are deőned.

The model constructed in the present paper generalizes the Kitaev model in a different direction,
which we describe in the following.

A higher gauge theory ‘lifting’ of Kitaev’s quantum double model was constructed in [7, 19, 20].
This model, here called higher Kitaev model, can be deőned on manifolds of arbitrary dimension. In
loc cit, instead of generalising to Hopf algebras, the Kitaev model was extended to 2-groups [21], from
the point of view of discrete higher gauge theory [7, 22]. Let us give some details. Higher gauge theory
is a categoriőed version of gauge theory over a manifold M where one has not only path-holonomy
but also 2D holonomy along surfaces [23, 24] any time a 2-connection is deőned on a manifold M . In
higher gauge theory, instead of having gauge groups, we have their categoriőed version usually called
2-groups [21]. A (in this paper always strict) gauge 2-group is faithfully represented by a crossed

module G = (E
∂
−→ G, ▷) of groups [21][25, ğ2.1 & 2.7]. Here G and E are groups, the boundary map

∂ : E → G is a homomorphism and ▷ is a left action of G on E by automorphisms, satisfying appropriate
compatibility relations (the Peiffer relations). Roughly speaking, path-holonomies take values in G and
surface holonomies in E, with a compatibility relation stating that the boundary of the 2D holonomy
along a surface coincides with the path holonomy around its boundary. This compatibility relation
was called fake-flatness in [7]. (This term originates from the closely related notion of fake-curvature
of a 2-connection [26], where its vanishing is essential for surface holonomy to be deőned, and implies
the above compatibility relation between path and surface holonomy [23, 24].)

As for discrete connections [27], discrete gauge 2-group 2-connections on a manifold M can be
discretised given a triangulation, or 2-lattice decomposition, L of M [7, 22], by specifying their local
holonomies along edges (with a őxed orientation) and plaquettes P , provided with a choice of (őxed)
vertex vP in the boundary of P , its base-point. The underlying set of 2-gauge conőgurations in (M,L)
is hence GL

1
× EL

2
[7, ğ3.2][19]. Inside the set of 2-gauge conőgurations there is a subset of fake-ŕat

conőgurations which satisfy the fake-ŕatness relations for all plaquettes [7]. These are the conőgurations
that have well-deőned 2-dimensional holonomy operators.

The higher Kitaev model deőned in [7, 19] is a model deőned on the free vector space, Hff
L, on the

set of all fake-ŕat 2-gauge conőgurations, and features vertex operators V g
v , where g ∈ G, v ∈ L0:

they implement gauge transformations supported on a vertex v; edge operators Eet , where t ∈ L1

and e ∈ E, which implement gauge transformations supported on an edge t, and also blob operators
Bδa
b , where a ∈ ker(∂) and b ∈ L, which choose those fake-ŕat conőgurations that have 2D holonomy

equal to a around a 3-cell (a blob) b ∈ L3. In order for the latter blob operators to be well-deőned
(and commute with all edge operators) it is essential to restrict to fake-ŕat gauge conőgurations [19].
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That restriction is not necessary in the 2+1D case as there are no blob operators since a 2-lattice
decomposition of a surface has no 3-cells. However note that if fake-ŕatness is dropped, there are also
issues with commutativity between edge operators, which require imposing additional conventions in
the model, as elaborated below.

Following on from the previous paragraph, the starting point for the model constructed in this paper
is a generalisation of the 2+1D version of the higher Kitaev model, whose construction was sketched in
[19, pages 7 and 8], here called the full higher Kitaev model. This model and the 2+1D case of the higher
Kitaev model have the same ground-state space, however the full higher Kitaev model has a larger
Hilbert space Hfull

L := C(GL
1
×EL

2
), the free vector space on the set of all 2-gauge conőgurations, and

a larger repertoire of operators, also containing plaquette operators F δgP , where g ∈ G. Those plaquette
operators choose the conőgurations whose fake curvature around the plaquette P , with initial point vP ,
is g. Passing to the Haar integrals, ℓ = 1

|G|

∑

g∈G g ∈ CG, Λ = 1
|E|

∑

e∈E e ∈ CE, and λ = δ1G ∈ CG∗,

we can deőne mutually commuting vertex projectors Vv := V ℓ
v , plaquette projectors FP := F λP and

(after őxing conventions) edge projectors Et := EΛ
t , on Hfull

L . The full higher Kitaev model is given by
the following Hamiltonian on Hfull

L (see [19, Equation (35)]):

∑

v∈L0

(1− Vv) +
∑

t∈L1

(1− Et) +
∑

P∈L2

(1− FP ). (2)

This model reduces to Kitaev’s quantum double model when considering crossed modules of the form

({1}
∂
−→ G); see [19]. We note that the commutation relations between edge projectors in the full

higher Kitaev model strongly depend on the convention chosen for edge operators, as we will clarify
in this paper, in the context of crossed modules of Hopf algebras. In particular in order that all edge
projectors commute in (2), we will stay in what we call here adequate lattice decompositions of surfaces,
as deőned in ğ3.1.1. This restriction is mild, and satisőed for instance by triangulations with a total
order on the set of vertices.

In this paper, we deőne a Hopf-algebraic generalisation of the full higher Kitaev model in 2+1D,
henceforth called the Hopf-algebraic higher Kitaev model. It takes as input a crossed module of semisim-

ple Hopf algebras (A
∂
−→ H, ▷), as deőned in [28], and also considered in [29, 30, 31]. Here A and H

are Hopf algebras, ▷ is a left action of H on A making A an H-module algebra and coalgebra, and
∂ : A → H is a Hopf algebra map, which together with ▷ satisőes two compatibility conditions (the
Peiffer relations, for crossed modules of Hopf algebras). Crossed modules of Hopf algebras were char-
acterized as a class of quantum 2-groups in [28]. Given an oriented surface Σ, with a triangulation
L = (L0, L1, L2), with a total order on the set of vertices, or a more generally an adequate cell decom-
position (see Deőnition 22), where each plaquette P ∈ L2 comes with a choice of base-point, the total
space of the Hopf-algebraic higher Kitaev model is:

HL := H⊗L1
⊗A⊗L2

.

Combining the Hopf-algebraic setting in [15, 3] with the 2-group setting of [19, 7], in the model we can
deőne:

• Vertex operators, V h
v,P : HL → HL, where v ∈ L0, P is an adjacent plaquette, and h ∈ H. For

each pair (v, P ), these operators deőne a representation of H on HL. A vertex projector is deőned
as Vv := V ℓ

v,P , where ℓ is the Haar integral in H. This does not depend on the chosen adjacent
plaquette P , for ℓ is cocommutative.

• Edge operators, Eat : HL → HL, where t ∈ L1 and a ∈ A. For each edge t, we have a representa-
tion of A. The Haar integral Λ ∈ A gives the vertex projector Et := EΛ

t .

• Plaquette operators, FψP : HL → HL, where ψ ∈ H∗. Again this deőnes for each plaquette P ,
which recall comes equipped with a base-point vP , a representation of H∗. If λ is the Haar
integral of H∗, the plaquette projector FP is deőned as F λP .

We explicitly compute the commutation relations between these operators. It follows from the
commutation relations, and the properties of Haar integrals for crossed modules of semisimple Hopf
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algebras, that the vertex, edge and plaquette projectors are mutually commuting, as long as we use
adequate cell decompositions. Therefore the Hamiltonian deőned as in (2) deőnes an exactly solvable
model. This is our proposal for the Hopf-algebraic higher Kitaev model.

The Hopf-algebraic higher Kitaev model reduces to the Hopf-algebraic Kitaev model when A = C in

(A
∂
−→ H, ▷). (Here ∂ : C → H is z ∈ C 7→ z 1H , the unique Hopf algebra map. The action of H is given

by the counit map ε : H → C.) More precisely, the total spaces HL and HHKit
L of both models coincide,

and so do the Hamiltonians and vertex and plaquette operators. The additional edge operators Eze ,
e ∈ L1, z ∈ C, that were not in the Hopf-algebraic Kitaev model, amount to multiplication by z.

If (E
∂
−→ G, ▷) is a crossed module of groups, then, passing to the group algebras, we have a crossed

module of semisimple Hopf algebras (CE
∂
−→ CG, ▷). The resulting Hopf-algebraic higher Kitaev model

coincides with the full higher Kitaev model in [19] for (E
∂
−→ G, ▷). Given that the ground-state space of

the full higher Kitaev model coincides with that of the higher Kitaev model on the same triangulated
surface (Σ, L), it hence follows from [7, ğ5.2], and also [19, 20], that the ground-state space of the

full higher Kitaev model for (E
∂
−→ G, ▷) on (Σ, L) does not depend on the triangulation of Σ and is

canonically isomorphic to the free vector space on the set of homotopy classes of maps from Σ to B,

the classifying space of the crossed module (E
∂
−→ G, ▷); see [32, 33, 34]. (This was interpreted in terms

of the Yetter homotopy 2-type TQFT in [19]). Therefore Quinn’s őnite total homotopy TQFT, QB,
[13, Lecture 4][14, ğ4] again gives a TQFT whose state spaces give the ground-state spaces of the full
higher Kitaev model.

The crossed module of Hopf algebras (CE
∂
−→ CG, ▷) derived from a crossed module of groups can be

generalised. Indeed if f : Y → X is a homomorphism of groups, and we have a left action of G on X and
Y by automorphisms, such that f preserves the actions, and such that ∂(E) ⊆ G acts trivially on X

and Y , we can deőne a crossed module of semisimple Hopf algebras, (FC(X)⊗CE
∂
−→ FC(Y )⋊CG, ▷).

Here ∂ means f∗ ⊗ ∂, and the action is the product of the obvious action of CG on FC(X)⊗ CE and
the trivial action of FC(Y ).

We unpack the Hopf-algebraic Kitaev model derived from (E,G,X, Y ), and the remaining data,
in some particular cases and compute its ground-state space, proving that in these particular cases
the ground-state space is canonically independent of the triangulation L of the surface. In all of
these cases, the ground-state spaces can be derived from Quinn’s őnite total homotopy TQFT QB, for
some homotopy őnite space B. At this point we will not be self-contained, and use a deep result of
BrownśHiggins [32, Theorem A] (see also [33] and the recent monograph by BrownśHigginsśSivera
[25, ğ11.4.iii]), describing the set of homotopy classes of maps M → BA, where A is a crossed complex
and M is CW-complex, in terms of homotopy classes of crossed complex maps Π(M) → A, where
Π(M) denotes the fundamental crossed complex of a CW-complex M [33]. (Below note that a crossed
complex homotopy between groupoid functors [35] boils down to a natural transformation.) These
techniques to prove triangulation independence have already been applied in [34, 7], and are further
developed in [14, ğ8.2].

The cases of the (E,G,X, Y )-model that we will consider, on triangulated surfaces, (Σ, L), are:

• The (1, G,X, 1)-case, where E = Y = {1}. (Our data reduces to a group G acting on another
group X by automorphisms.) In this case we obtain a coupling between the Kitaev model for G
and the |X|-state Potts model [36][37, ğ1.1.]. The ground-state space for (Σ, L) is given by the
free vector space on the set of equivalence classes of functors π1(Σ,Σ0

L) → X//G, considered up
to natural transformations, where X//G is the action groupoid of the action of G on X. Here
π1(Σ,Σ

0
L) denotes the fundamental groupoid of Σ, with set of base-points being the set of vertices

v ∈ L0 in Σ.

By applying BrownśHiggins theorem, [32, Theorem A], the latter space is canonically isomorphic
to the free vector space on the set of homotopy classes of maps Σ → BX//G. Here BX//G is the
classifying space of the action groupoid X//G. Hence the ground-state space does not depend
on L. Quinn’s őnite total homotopy TQFT, QBX//G

, [13, Lecture 4][14, ğ4], gives a TQFT whose
state space on a surface Σ coincides with the ground-state space on (Σ, L), for any triangulation
of L of Σ.
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• More generally, the (E,G,X, 1)-case, where Y = {1}. This includes the full higher Kitaev model
as a special case (when X = {1}). In this case, the ground-state space for a triangulated surface
(Σ, L) is canonically given by the free vector space on the set of homotopy classes of crossed
module maps Π2(Σ,Σ

1
L,Σ

0
L) → (X//E → X//G, ▷), where Π2(Σ,Σ

1
L,Σ

0
L) is the fundamental

crossed module of (Σ,Σ1
L,Σ

0
L), the underlying CW-complex the triangulation L, with its skeletal

őltration; see [7, ğ3.3]. Also (X//E → X//G, ▷) is a crossed module of groupoids, where X//E
and X//G are action groupoids. (Here E acts on X trivially, and the action of the groupoid
X//G on the groupoid E//G is derived from the action of G on E).

By applying BrownśHiggins theorem, the ground-state space is similarly seen to be independent
of the triangulation L of Σ, and given by the free vector space on the set of homotopy classes of
maps Σ → B, where B is the classifying space of the crossed module (X//E → X//G, ▷). Hence,
Quinn’s őnite total homotopy TQFT, QB, gives a TQFT whose state space coincides with the
ground-state space of the underling Hopf-algebraic higher Kitaev model for each surface Σ.

• The (1, 1, X, Y )-case, when E and G are both the trivial group. In this case the ground-state
space on (Σ, L) is canonically triangulation independent, and given by QBX//Y

(Σ). Here BX//Y
is the classifying space of the action groupoid of the action ▷ of Y on X, where y ▷ x = f(y)x.
In order to prove that the ground-state space is indeed canonically isomorphic, regardless of
the chosen triangulation L of Σ, to the free vector space on the set of homotopy classes of maps
Σ → BX//Y , we use a slightly different trick as in the two previous cases. Namely, we consider the
dual cell decomposition (Σ, L∗) to (Σ, L), and identify the ground-state space with the free vector
space on the set of equivalence classes of groupoid functors π1(Σ,Σ0

L∗) → X//Y , considered up
to natural transformations. (Note that we now have a base-point of π1(Σ,Σ0

L∗) for each plaquette
of L.)

Cf. [3, ğ2.3], indeed, the resulting (1, 1, X, Y )-model has a particularly simple expression in the
dual cell decomposition (Σ, L∗). Moreover the model reduces to the Kitaev model based on Y
on (Σ, L∗) when X = {1} (which essentially is [3, Lemma 2.6]), to the |X|-state Potts model
if Y = {1}, and to a groupoid version of Kitaev model (with groupoid X//Y ), also featuring
edge operators, in the general case. The (1, 1, X, Y )-model on the dual cell decomposition is also
closely related to the construction in [38].

• Finally, we have the (1, G, 1, Y )-case when E and X are the trivial group. This is not a proper
crossed Hopf-algebraic higher Kitaev model, contrary to the previous three cases, in that the

crossed module of Hopf algebras is (C
∂
−→ FC(Y ) ⋊ CG, ▷). The (1, G, 1, Y )-model is hence a

special case of the Hopf-algebraic Kitaev model. In particular, the ground-state space is known
to be canonically triangulation independent [3].

It is an open problem whether the Turaev-Viro TQFT derived from the spherical fusion category
(FC(Y )⋊CG)–mod, whose state spaces give the ground-state spaces of the (1, G, 1, Y )-case, is
also a particular case of Quinn’s őnite total homotopy TQFT and, in particular, if it has a
homotopical explanation.

We őnish this introduction by presenting the following set of open problems which arise from the
present paper:

1. Are the ground-state spaces of the full (E,G,X, Y )-model triangulation independent and is
there a TQFT giving these ground-state spaces, which is a particular case of Quinn’s őnite total
homotopy TQFT?

2. The following are likely the most important open problems resulting from our construction.
Considering general crossed modules of semisimple Hopf algebras:

• Is the ground-state space of the Hopf-algebraic higher Kitaev model in (Σ, L) always canon-
ically invariant of the triangulation L of Σ?

• Is there an underpinning TQFT whose state spaces give the ground-state spaces of the
Hopf-algebraic higher Kitaev model? In particular, what are the quantum gates that could
be realized by the underlying mapping class group actions?
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3. Majid deőned in [28] a generalisation of crossed modules of Hopf algebras that he called “braided

crossed modules of Hopf algebras” (B
∂
−→ H, ▷). Here B is a Hopf algebra in Z(H–mod), the

braided category of Yetter-Drinfeld modules over H. It is an open problem whether our con-
struction of the Hopf-algebraic higher Kitaev model generalises to this setting.

4. What local excitations does the Hopf-algebraic higher Kitaev model admit? Previously [39],
defects of co-dimensions 2 and 1 (i.e. point-like and string-like excitations) in the Kitaev model
have been studied in the general Hopf-algebraic setting. It is an interesting open problem to
extend this to the Hopf-algebraic higher Kitaev model constructed in the present paper.

5. Finally, is there a 3+1D version of the Hopf-algebraic higher Kitaev similar to the original 2-
group higher Kitaev model [19, 7, 20]? This extension would seem quite tricky when the Hopf

algebra H in (A
∂
−→ H, ▷) is not cocommutative. This is because there is not a natural way to

deőne vertex operators, since there is no given cyclic order on the edges incident to a vertex. A

model however exists for (CE
∂
−→ CG, ▷) where (E

∂
−→ G, ▷) is a crossed module of groups (as per

the construction in [19, 7, 20]).

Some broader motivation. A primary question for the őeld-theoretic approach to physical modelling
of gauge phenomena is that of the relationship between the representation of space(-time), and the
symmetry structure underlying the gauge őelds. This may be cast as the choices of two categories
(space and gauge, informally put) Ð yielding the category of functors between them (see e.g. [22, ğ2],
[23, 7]) as (a basis for) the space of states. Such a categorical formulation can somewhat obscure the
direct tie to the physics being modelled, but facilitates the development of candidate generalisations
of the ‘classical’ suite of models. For example in [22, 7] one passes from the functor category of gauge
conőgurations to a lift to higher gauge conőgurations ś nominally 2-functors from a 2-lattice 2-category
to a 2-group. In this setting space(-time) is modelled by a generalisation of a CW-complex ś depending
on the requirements of the Hamiltonian, and the gauge group becomes a kind of higher group (or indeed
lower group! in the sense that in Potts models it can really be just a set, since the interaction is a
delta-function, furthermore requiring only graph data for the lattice). In parallel to this approach it
is natural to ask what other generalisations of group characterisations of symmetry can be supported
in principle (the $64 question is What is demanded by physical observation?, but this begs also the
question of where and how to observe ś see later, and cf. [17]). And what impact on the formalisation
of spaceśtime this might have.

Hopf algebras, and in particular higher versions such as Hopf crossed modules [28, 29], offer a possible
line of generalisation from gauge groups in this context because Hopf algebras (miraculously) bridge
between the combinatorial and geometric worlds, at least in 2D [40]. However while the linear structure
on the resultant Hilbert space in the group cases is essentially passive, it plays a crucial role in the
Hopf case (confer e.g. [41, 6]). Here we take a őrst step to probe this challenge in a higher setting ś a
higher theory, formally, but staying on surfaces. The version of this analysis relevant for higher Kitaev
models (and hence relatively straightforward use of Whitehead’s underlying free fundamental crossed
module technology) is discussed for example in [7].

2 Review of semisimple Hopf algebras and Hopf crossed modules

Algebras here will by default be unital, associative and őnite-dimensional, and over some őeld, κ, which
we will later on take to be C. The proofs of some crucial results on semisimple Hopf algebras and their
Haar integrals can be found for example in [9, 42] and [43]. These results had already been applied in
[3, 6, 15] to construct Hopf algebraic versions of the Kitaev quantum double model.

Crossed modules of Hopf algebras, which are discussed later in this section, were deőned in [28], and
also discussed in [29, 30, 31].

2.1 Hopf algebras

A Hopf algebra [44] H is a unital associative algebra, (H,µ, ν), where the unit map ν : κ → H sends
t to t1H , together with a compatible structure of a co-unital co-associative co-algebra, given by a
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unital algebra map ∆ : H → H ⊗H, and a co-unit ε : H → C. We denote its antipode as usual by
S : H → H, or SH : H → H if we want to emphasize the Hopf algebra it belongs to. A Hopf algebra is
thus a 6-tuple (H,µ, ν,∆, ε, S). We often write the multiplication µ as µ(x, y) = xy, and will usually
write the 6-tuple simply as H. But we may also write H to denote the underlying vector space; or
only the algebra structure. Such variations will be clear from context.

We will make extensive use of the Sweedler notation for co-multiplication:

h(1) ⊗ h(2) := ∆(h), where h ∈ H,

which is in general a sum of pure tensors, even though we omit the summation symbol and summation
variable. Due to co-associativity, any n-fold composition of the co-multiplication tensored with suitable
identity maps has the same result, and one may therefore write:

h(1) ⊗ h(2) ⊗ · · · ⊗ h(n) := ∆(n−1)(h) = ∆⊗ id
⊗(n−2)
H (· · ·∆⊗ idH(∆(h))), where h ∈ H.

A fact we will frequently use when we construct our model is the following.

Lemma 1. Any multiple coproduct of a cocommutative element h ∈ H, i.e. one that satisfies h(1) ⊗
h(2) = h(2) ⊗ h(1), is cyclically invariant, i.e.

h(1) ⊗ h(2) ⊗ · · · ⊗ h(n) = h(2) ⊗ h(3) ⊗ · · · ⊗ h(n−1) ⊗ h(1) = . . . = h(n) ⊗ h(1) ⊗ h(2) · · · ⊗ h(n−1). (3)

2.2 Left and right integrals for Hopf algebras, and semisimplicity

Nothing here is new. We follow chapter 10 of [43] very closely. We work over a general őeld κ.

Definition 2. (Cf. [43, Deőnition 10.1.1]). Let H be a Hopf algebra. A left-integral, respectively right
integral, for H is an element, Λl ∈ H, respectively Λr ∈ H, such that, for all a ∈ H, we have:

aΛl = ε(a)Λl, respectively Λra = ε(a)Λr.

An integral, Λ, for H, is an element, Λ ∈ H, that is at the same time a left and a right-integral.

Non-zero (left or right) integrals can only exist if H is őnite-dimensional; see [43, Proposition 10.2.1].
On the other hand, if H is őnite-dimensional, then both (left and right) ideals, of left-integrals, and
of right-integrals, are one-dimensional (see e.g. [43, Theorem 10.2.2, (a)]). Hence, non-zero left and
right-integrals always exist in őnite dimensional Hopf algebras. In the latter case, S is bijective, by
Larson-Sweedler Theorem [42, Proposition 2], thus S gives a bijection between the ideals of left and
right integrals.

Definition 3. (Cf. [43, Deőnitions 10.2.3 and 10.2.5].) Let (H,µ, ν,∆, ε, S) be őnite-dimensional Hopf
algebra. We say that H is semisimple if its underlying unital algebra, (H,µ, ν), is semisimple. We say
that H is unimodular if the ideals of left-integrals and of right-integrals coincide.

The following result is key for the construction in this paper, as was in [3]. For a proof see [43,
Theorem 10.3.2 and Corollary 10.3.3].

Theorem 4. Let H be a finite-dimensional Hopf algebra over a field κ. If H is semisimple, then H is
unimodular. Furthermore, the following conditions are equivalent:

1. H is semisimple;

2. for some left integral, equivalently for all non-zero left integrals, Λl, we have ε(Λl) ̸= 0.

On the assumption that H is őnite dimensional and semisimple, hence unimodular, it then follows
that the ideal of integrals is one dimensional, and furthermore invariant under S.

Definition 5 (Haar integral). Let H be a őnite-dimensional semisimple Hopf algebra, over a őeld κ.
To the unique integral ℓ ∈ H, satisfying ε(ℓ) = 1 we call the Haar integral on H.

We can also deőne the Haar integral for H as the unique non-zero idempotent ℓ ∈ H satisfying

xℓ = ε(x)ℓ = ℓx, for all x ∈ H.

It follows from our discussion that, if Λ is the Haar integral of H, semisimple, then S(Λ) = Λ.
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2.3 Semisimple Hopf algebras in characteristic zero

When the őeld κ has characteristic zero, stronger results concerning semisimplicity for Hopf algebras
can be obtained. We follow [43, Chapter 16]. Our discussion closely parallels that of [3, Section 1] and
[6, Appendix A1], which similarly then go on to deőne Hopf gauge theory models on a lattice.

Theorem 6 (Adapted from [43, Theorem 16.1.2]). Let H be a finite-dimensional Hopf algebra over a
field κ of characteristic zero. Then the following conditions are equivalent:

1. the antipode S is involutive, i.e., S2 = idH ;

2. H has a non-zero integral ℓ, with ℓ2 = ℓ;

3. H is semisimple;

4. H∗ is semisimple.

Moreover, if H is semisimple, the Haar integral for H∗ is given by f : H → κ, where

f(a) =
1

dimκ(H)
Tr(r(a)).

Here r(a) : H → H, x 7→ xa.. (Note that indeed: εH∗(f) = f(1H) = 1κ).

Observe that f ∈ H∗ above is cocommutative. Indeed, given a, b ∈ H:

(∆H∗(f))(a, b) = f(ab) =
1

dimκ(H)
Tr(r(ab)) =

1

dimκ(H)
Tr
(

r(b) ◦ r(a)
)

=
1

dimκ(H)
Tr
(

r(a) ◦ r(b)
)

= (∆H∗(f))(b, a).

The following result will be crucial for us to construct our model.

Proposition 7 ([3, Theorem 1.2]). Let H be a finite-dimensional semisimple Hopf algebra over κ, of
characteristic zero. The Haar integral ℓ ∈ H is cocommutative.

Proof. By the previous theorem, the Haar integral of H can be expressed as ℓ = 1
dim(H)χH∗ , where

χH∗ ∈ (H∗)∗ is the regular character of the dual Hopf algebraH∗, and where the canonical identiőcation
(H∗)∗ ∼= H is implicit. The cocommutativity of the Haar integral then is an immediate consequence
of the cyclicity of the trace, as the previous calculation shows.

Example 8. Let G be a őnite group. The group algebra CG is semisimple by Maschke’s theorem. We
will regard CG as a Hopf algebra in the usual way with ∆(g) = g⊗ g, ε(g) = 1 and S(g) = g−1, for all
g ∈ G. The Haar integral is ℓ = 1

|G|

∑

g∈G g.

Example 9. Given a őnite group G, the algebra FC(G) of functions G→ C, with the pointwise product,
can be turned into a Hopf algebra by putting ε(f) = f(1G) and ∆(f)(x⊗ y) = f(xy) for all x, y ∈ G,
noting the isomorphism FC(G)⊗FC(G) ∼= FC(G×G). This Hopf algebra is semisimple, since it is the
dual of the group algebra of G. The Haar integral is δ1G , where δ1G(x) = 1 if x = 1G, and otherwise 0.

2.4 Crossed modules of Hopf algebras

Crossed modules of Hopf algebras were deőned by Majid in [28]. See also [29, 31].

Definition 10. A crossed module of Hopf algebras, or Hopf crossed module (A
∂
−→ H, ▷), consists of:

• Hopf algebras A and H, each with an invertible antipode (this condition is redundant in the
őnite-dimensional case), with a Hopf algebra morphism ∂ : A→ H, called boundary map, and

• a left H-action ▷ : H ⊗A→ A.

These are such that:
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• the action turns A into an H-module algebra, i.e.:

h ▷ (ab) = (h(1) ▷ a) (h(2) ▷ b), h ▷ 1A = ε(h)1A, (4)

and an H-module coalgebra, i.e.:

∆(h ▷ a) =
(

h(1) ▷ a(1)
)

⊗
(

h(2) ▷ a(2)
)

, ε(h ▷ a) = ε(h)ε(a), (5)

the latter two equations holding for all h ∈ H, and all a, b ∈ A;

• the Yetter-Drinfeld condition holds:

h(1) ⊗ (h(2) ▷ a) = h(2) ⊗ (h(1) ▷ a), for all h ∈ H, and all a ∈ A; (6)

• the two Peiffer relations, below, hold, for all h ∈ H and all a, b ∈ A:

Pf 1: ∂(h ▷ a) = h(1) ∂(a)Sh(2), Pf 2: ∂(a) ▷ b = a(1) b Sa(2).

Example 11. A crossed module of groups (E
∂
−→ G, ▷) [34, 33, 32] is given by a group homomorphism

∂ : E → G, together with a left action ▷ of G on E by automorphisms, such that the Peiffer relations,
in the group case, as below, are satisőed:

1. ∂(g▷e) = g ∂(e) g−1, for all g ∈ G and e ∈ E, 2. ∂(e) ▷ f = e f e−1, for all e, f ∈ E.

If we consider the induced map ∂ : CE → CG on group algebras and the induced ‘linearised’ action

▷ of CG on CE, then (CE
∂
−→ CG, ▷) is a crossed module of Hopf algebras; see [29]. This example will

be generalised in Subsection 2.7.

A crucial fact we will use about a Hopf crossed module (A
∂
−→ H, ▷) is the fact below, in [28, page

4]. We will delay the proof to later in this section. This will be a particular case of Lemma 17.

Lemma 12. The antipode SA : A→ A is H-linear, namely:

SA(h ▷ a) = h ▷ SA(a), if a ∈ A and h ∈ H.

Remark 13 (Cf [28, page 4]). Deőnition 10 can be equivalently rephrased as follows. H is a Hopf
algebra, (A, ▷) together with the trivial left H-co-action is a Hopf algebra in the braided monoidal
category of (left-left) Yetter-Drinfeld-modules over H, and ∂ : A → H is a Hopf algebra morphism
satisfying the Peiffer relations. This follows straightforwardly by spelling out the deőnition of the
braided monoidal category of Yetter-Drinfeld modules (see e.g. [45, ğ10.6]). Note that equation (6) is
precisely the Yetter-Drinfeld condition in the case of a trivial co-action.

We remark also that from this point of view the antipode S : A→ A is by deőnition H-linear, since
any morphism in the category of H-Yetter-Drinfeld modules is in particular an H-module morphism.

The Yetter-Drinfeld condition (6), combined with the coassociativity of ∆, implies the following
property, which we note here because we will frequently make use of it.

Lemma 14. For any h ∈ H and a1 ⊗ · · · ⊗ ak ∈ A⊗k, the expression,

h(1) ⊗ · · · ⊗ h(n) ⊗ h(n+1) ▷ a1 ⊗ · · · ⊗ h(n+k) ▷ ak ∈ H⊗n ⊗A⊗k,

is invariant under permutations, of (h(1), . . . , h(n), h(n+1), . . . , h(n+k)), which preserve the order of the
first n factors. So, explicitly, if σ : {1, . . . , n+ k} → {1, . . . , n+ k} is a bijection such that σ is strictly
increasing in {1, . . . , n}, then:

h(1)⊗· · ·⊗h(n)⊗h(n+1)▷a1⊗· · ·⊗h(n+k)▷ak = h(σ(1))⊗· · ·⊗h(σ(n))⊗h(σ(n+1))▷a1⊗· · ·⊗h(σ(n+k))▷ak.
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For instance, where each step follows from a one-step application of the Yetter-Drinfeld condition
(6), we have:

h(1) ⊗ h(2) ⊗ h(3) ⊗ h(4) ▷ a1 ⊗ h(5) ▷ a2 = h(1) ⊗ h(2) ⊗ h(4) ⊗ h(3) ▷ a1 ⊗ h(5) ▷ a2

= h(1) ⊗ h(3) ⊗ h(4) ⊗ h(2) ▷ a1 ⊗ h(5) ▷ a2

= h(2) ⊗ h(3) ⊗ h(4) ⊗ h(1) ▷ a1 ⊗ h(5) ▷ a2

= h(2) ⊗ h(3) ⊗ h(5) ⊗ h(1) ▷ a1 ⊗ h(4) ▷ a2

= h(2) ⊗ h(4) ⊗ h(5) ⊗ h(1) ▷ a1 ⊗ h(3) ▷ a2

= h(3) ⊗ h(4) ⊗ h(5) ⊗ h(1) ▷ a1 ⊗ h(2) ▷ a2.

Moreover:

h(1) ⊗ h(2) ⊗ h(3) ⊗ h(4) ▷ a1 ⊗ h(5) ▷ a2 = h(1) ⊗ h(2) ⊗ h(3) ⊗ h(5) ▷ a1 ⊗ h(4) ▷ a2.

Proof. Consider an expression of the form below,

h(σ(1)) ⊗ · · · ⊗ h(σ(j)) ⊗ h(σ(j+1)) ⊗ . . .⊗ h(σ(n)) ⊗ h(σ(n+1)) ▷ a1 ⊗ · · · ⊗ h(σ(n+k)) ▷ ak,

where, as above, σ : {1, . . . , n+k} → {1, . . . , n+k} is a bijection that is strictly increasing in {1, . . . , n}.
We őrst note that, if σ(j + 1)− σ(j) ≥ 2, then

h(σ(1)) ⊗ · · · ⊗ h(σ(j)) ⊗ h(σ(j+1)) ⊗ . . .⊗ h(σ(n)) ⊗ h(σ(n+1)) ▷ a1 ⊗ · · · ⊗ h(σ(n+k)) ▷ ak

= h(σ′(1)) ⊗ · · · ⊗ h(σ′(j)) ⊗ h(σ′(j+1)) ⊗ . . .⊗ h(σ′(n)) ⊗ h(σ′(n+1)) ▷ a1 ⊗ · · · ⊗ h(σ′(n+k)) ▷ ak. (7)

Here σ′ = τ(σ(j),σ(j)+1) ◦ σ, the usual composition of permutations, and where τ(σ(j),σ(j)+1) is the
transposition exchanging σ(j) and σ(j) + 1. This follows by a one-step application of the Yetter-
Drinfeld condition (6), since a term of the form h(σ(j))⊗h(σ(j)+1) ▷a, where a ∈ A, which is then equal
to h(σ(j)+1) ⊗ h(σ(j)) ▷ a, appears in the left-hand-side of (7).

Second, note that, analogously,

h(σ(1)) ⊗ · · · ⊗ h(σ(n)) ⊗ h(σ(n+1)) ▷ a1 ⊗ · · · ⊗ h(σ(n+k)) ▷ ak

= h(σ′(1)) ⊗ · · · ⊗ h(σ′(n)) ⊗ h(σ′(n+1)) ▷ a1 ⊗ · · · ⊗ h(σ′(n+k)) ▷ ak, (8)

where σ′ = τ(σ(n),σ(n)+1) ◦ σ.
By successively applying (7) and (8), it follows that the statement of the lemma holds if σ is an

(n, k)-shuffle. (This is exempliőed in the őrst calculation just before this proof.)
The general case follows by noting that, again by Yetter-Drinfeld condition (6), and since consecutive

transpositions generate all of the symmetric group, if π is a permutation of {1, . . . , k}, then:

h(1)⊗ · · ·⊗h(n)⊗h(n+1) ▷ a1⊗ · · ·⊗h(n+k) ▷ ak = h(1)⊗ · · ·⊗h(n)⊗h(n+π(1)) ▷ a1⊗ · · ·⊗h(n+π(k)) ▷ ak.

The remaining details are left to the reader.

When we construct our model, we will also make use of the following result, which combines the
previous result with Lemma 1.

Lemma 15. For any h ∈ H, cocommutative, and a1 ⊗ · · · ⊗ ak ∈ A⊗k, the expression:

h(1) ⊗ · · · ⊗ h(n) ⊗ h(n+1) ▷ a1 ⊗ · · · ⊗ h(n+k) ▷ ak ∈ H⊗n ⊗A⊗k

is invariant under permutations, of (h(1), . . . , h(n), h(n+1), . . . , h(n+k)), that are cyclic when restricted
to the first n terms. So, explicitly, if σ : {1, . . . , n + k} → {1, . . . , n + k} is a bijection, for which the
restriction of σ to {1, . . . , n} gives a cyclic permutation of {1, . . . , n}, then:

h(1)⊗· · ·⊗h(n)⊗h(n+1)▷a1⊗· · ·⊗h(n+k)▷ak = h(σ(1))⊗· · ·⊗h(σ(n))⊗h(σ(n+1))▷a1⊗· · ·⊗h(σ(n+k))▷ak.
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For instance, where each step follows from one-step applications of (6) or (3), we have:

h(1) ⊗ h(2) ⊗ h(3) ⊗ h(4) ▷ a1 ⊗ h(5) ▷ a2 = h(5) ⊗ h(1) ⊗ h(2) ⊗ h(3) ▷ a1 ⊗ h(4) ▷ a2

= h(4) ⊗ h(1) ⊗ h(2) ⊗ h(3) ▷ a1 ⊗ h(5) ▷ a2

= h(3) ⊗ h(1) ⊗ h(2) ⊗ h(4) ▷ a1 ⊗ h(5) ▷ a2

= h(3) ⊗ h(1) ⊗ h(2) ⊗ h(5) ▷ a1 ⊗ h(4) ▷ a2.

Proof. The calculation just above indicates how the proof is performed,

h(1) ⊗ · · · ⊗ h(n) ⊗ h(n+1) ▷ a1 ⊗ · · · ⊗ h(n+k) ▷ ak

= h(n+k) ⊗ h(1) ⊗ · · · ⊗ h(n−1) ⊗ h(n) ▷ a1 ⊗ · · · ⊗ h(n+k−1) ▷ ak

= h(n+k−1) ⊗ h(1) ⊗ · · · ⊗ h(n−1) ⊗ h(n) ▷ a1 ⊗ · · · ⊗ h(n+k−2) ▷ ak−1 ⊗ h(n+k) ▷ ak

= h(n+k−2) ⊗ h(1) ⊗ · · · ⊗ h(n−1) ⊗ h(n) ▷ a1 ⊗ · · · ⊗ h(n+k−3) ▷ ak−2

⊗ h(n+k−1) ▷ ak−1 ⊗ h(n+k) ▷ ak

= . . . apply (6) several times . . .

= h(n+1) ⊗ h(1) ⊗ · · · ⊗ h(n−1) ⊗ h(n) ▷ a1 ⊗ h(n+2) ▷ a2 ⊗ . . .⊗ h(n+k) ▷ ak

= h(n) ⊗ h(1) ⊗ · · · ⊗ h(n−1) ⊗ h(n+1) ▷ a1 ⊗ h(n+2) ▷ a2 ⊗ . . .⊗ h(n+k) ▷ ak.

We can now apply (6) several times and arbitrarily change the order of the last k elements, noting that
any permutation can be generated by products of consecutive transpositions.

2.5 Review of crossed product Hopf algebras

The following structure of a cross product (also known as smash product) is well known and arises
naturally from a crossed module of Hopf algebras [28, Section 2].

The deőnition below is a particular case of [46, Theorem 6.2.2.], where we consider the trivial right-
coaction, β : H → H ⊗A, of A on H, where β(h) = h⊗ 1A.

Definition 16. / Proposition. Let H and A be a Hopf algebras. Suppose that A is a left H-module
algebra. Then the cross product algebra A⋊H, as in [46, Theorem 1.6.6], is the algebra with underlying
vector space A⊗H, and multiplication:

(a⊗ h) ·⋊ (b⊗ k) := a(h(1) ▷ b)⊗ h(2)k,

for a, b ∈ A and h, k ∈ H. This is a unital algebra, with unit 1A ⊗ 1H .
If A is additionally a H-module coalgebra, such that the Yetter-Drinfeld condition (6), holds, then

the algebra A⋊H becomes a Hopf algebra, with the usual tensor product coalgebra structure,

∆(a⊗ h) := (a(1) ⊗ h(1))⊗ (a(2) ⊗ h(2)),

together with ε(a⊗ h) = ε(a)ε(a), and

S(a⊗ h) = (1A ⊗ SH(h)) ·⋊ (SA(a)⊗ 1H).

Proof. This is a particular case of [46, Proposition 1.6.16 and Theorem 6.2.2.], where the right-coaction
of A on H is the trivial coaction, β(h) = h⊗ 1A. Indeed [46, (6.8)] follows from the fact that A is an
H-module coalgebra, [46, (6.9)] from (4), and [46, (6.10)] from (6).

We can now őnish the proof of Lemma 12. More generally we have that:

Lemma 17. Let H and A be Hopf algebras. If A is an H-module algebra and coalgebra, satisfying
moreover the Yetter-Drinfeld conditions (6), then, given h ∈ H and a ∈ A, we have:

SA(h ▷ a) = h ▷ SA(a).
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Proof. We use the Hopf algebra structure of A⋊H. Given g ∈ H and a ∈ A, we consider the element,

(1⊗ g) ·⋊ (a⊗ 1) = (g(1) ▷ a)⊗ g(2) =
(

g(1) ▷ a⊗ 1
)

·⋊
(

1⊗ g(2)
)

=
(

g(2) ▷ a⊗ 1
)

·⋊
(

1⊗ g(1)
)

.

Let us compute its antipode, in two different ways, namely

S
(

(1⊗ g) ·⋊ (a⊗ 1)
)

= (SA(a)⊗ 1) ·⋊
(

1⊗ SH(g)
)

= SA(a)⊗ SH(g),

and

S
(

(g(2) ▷ a⊗ 1) ·⋊ (1⊗ g(1))
)

=
(

1⊗ SH(g(1))
)

·⋊
(

SA(g(2) ▷ a)⊗ 1
)

.

Now note, given h ∈ H,

(1⊗ h(1)) ·⋊ (SA(a)⊗ SH(h(2))) =
(

h(1) ▷ SA(a)
)

⊗
(

h(2)SH(h(3))
)

=
(

h ▷ SA(a)
)

⊗ 1H ,

and,
(1⊗ h(1)) ·⋊ (1⊗ S(h(2))) ·⋊ (S(h(3) ▷ a)⊗ 1) = SA(h ▷ a)⊗ 1H .

2.6 Crossed modules of semisimple Hopf algebras

From this section onwards, we work over C. We will make strong use of Theorem 6.
The following is a key lemma to prove the commutativity between vertex and edge projectors in the

commuting-projector Hamiltonian model deőned in Section 3 below; see Theorem 51.

Lemma 18. Let H and A be Hopf algebras, over C, with A finite dimensional and semisimple. Suppose
that A is a H-module coalgebra. Then the Haar integral Λ of A is H-invariant, namely:

h ▷ Λ = ε(h)Λ; for all h ∈ H.

Proof. As recalled in Theorem 6, the Haar integral in A can be expressed by the regular character
χA∗ ∈ (A∗)∗ of the dual Hopf algebra A∗, i.e. Λ = 1

dim(A)χA∗ , where the canonical identiőcation
(A∗)∗ ∼= A is implicit. The regular character of the dual Hopf algebra A∗ has the following expression
as an element of A, in terms of the co-multiplication of A:

χA∗ =

dim(A)
∑

i=1

(ei)(1)e
i
(

(ei)(2)
)

,

where (ei)
dim(A)
i=1 and (ei)

dim(A)
i=1 are dual bases for A and A∗, respectively. Hence, we compute, omitting

the summation symbol and letting h ∈ H:

h ▷ Λ = h ▷
(

(ei)(1) e
i((ei)(2))

)

= (h ▷ (ei)(1)) e
i((ei)(2))

= (h(1) ▷ (ei)(1)) e
i
(

S−1(h(3)) ▷ h(2) ▷ (ei)(2)
)

A H-mod coalg.
= (h(1) ▷ ei)(1) e

i
(

S−1(h(2)) ▷ (h(1) ▷ ei)(2)
)

(*)
= (ei)(1) e

i
(

h(1) ▷ S
−1(h(2)) ▷ (ei)(2)

)

S−1=S
= ε(h) (ei)(1)e

i((ei)(2))

= ε(h) Λ.

Here in the fourth step (*) we have used the elementary property of dual bases which states that
∑

i f(ei) ⊗ ei =
∑

i ei ⊗ (ei ◦ f), for any linear map f : A → A (which can be veriőed by evaluating
both sides of the equation on the basis). Hence we have, for all g ∈ H, and where Lg : A→ A, x 7→ gx.

ei ◦ Lg ⊗ (ei)(1) ⊗ (ei)(2) = ei ⊗ (g ▷ ei)(1) ⊗ (g ▷ ei)(2),
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and so, for h ∈ H:

ei ◦ Lh(1) ⊗ (ei)(1) ⊗ S−1(h(2)) ▷ (ei)(2) = ei ⊗ (h(1) ▷ ei)(1) ⊗ S−1(h(2)) ▷ (h(1) ▷ ei)(2).

Example 19. In the case of a crossed module of Hopf algebras (CE
∂
−→ CG, ▷) derived from a crossed

module of őnite groups (E
∂
−→ G, ▷), see Example 11, the compatibility relation between the Haar

integral in CE and the action of CG simply means that:

g ▷

(

1

|E|

∑

e∈E

e

)

=
1

|E|

∑

e∈E

e, for all g ∈ G.

2.7 A class of examples of crossed modules of semisimple Hopf algebras from

crossed products of groups algebras with dual group algebras

Recall, from examples 8 and 9, our conventions for how given a őnite group G we can form the Hopf
algebras CG and FC(G). The following result is proved in Subsection 5.1, in the Appendix.

Proposition 20. Let (E
∂
−→ G, ▷) be a crossed module of groups. Let X and Y be finite groups on

which G acts by automorphisms. Let f : Y → X be a G-equivariant group morphism. Suppose that the
restrictions of the actions of G on Y and X, respectively, to im(∂) ⊆ G each are trivial.

The action below gives FC(Y ) a CG-module algebra and coalgebra structure,

(g ▷ φ)(y) = φ(g−1 ▷ y), where g ∈ G, φ ∈ FC(Y ) and y ∈ Y ,

and the Yetter-Drinfeld condition (6) holds, so we can form FC(Y )⋊CG as in Definition 16.

Furthermore, we have a crossed module of Hopf algebras, (FC(X)⊗ CE
∂
−→ FC(Y )⋊CG, ▷), where

∂ : FC(X)⊗ CE −→ FC(Y )⋊CG,

ξ ⊗ e 7−→ f∗ξ ⊗ ∂(e),

(here (f∗ξ)(y) = ξ(f(y)), if y ∈ Y ) and

(φ⊗ g) ▷ (ξ ⊗ e) := φ(1)(g ▷ ξ)⊗ (g ▷ e),

for φ⊗ g ∈ FC(Y )⊗ CG, ξ ⊗ e ∈ FC(X)⊗ CE, where (g ▷ ξ)(x) := ξ(g−1 ▷ x), for x ∈ X.

Lemma 21. The Hopf algebras FC(X)⊗ CE and FC(Y )⋊CG are semisimple with Haar integrals:

δ1X ⊗
( 1

|E|

∑

e∈E

e
)

∈ FC(X)⊗ CE, and δ1Y ⊗
( 1

|G|

∑

g∈G

g
)

∈ FC(Y )⋊CG.

Proof. It is clear that both Hopf algebras are őnite dimensional and involutory, hence semisimple, by
Theorem 6. We verify the deőning properties of the Haar integral in Deőnition 5. For FC(X) ⊗ CE
this is straightforward, since it is just a tensor product of two Hopf algebras and δ1X ∈ FC(X) and
1
|E|

∑

e∈E e ∈ CE are the Haar integrals of the two Hopf algebras.
To show the idempotence of the Haar integral for FC(Y )⋊CG we calculate:

(

δ1Y ⊗
( 1

|G|

∑

g∈G

g
))

·⋊

(

δ1Y ⊗
( 1

|G|

∑

g∈G

g
))

=
1

|G|2

∑

g,h∈G

δ1Y (g ▷ δ1Y )⊗ gh

= δ1Y δ1Y ⊗
1

|G|2

∑

g,h∈G

gh = δ1Y ⊗
1

|G|

∑

g∈G

g.
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Let us now show the remaining left and right invariance properties of the Haar integral. Let y ∈ Y
and h ∈ G. Then we have, on the one hand,

(δy ⊗ h) ·⋊

(

δ1Y ⊗
( 1

|G|

∑

g∈G

g
))

= δy(h ▷ δ1Y )⊗
( 1

|G|

∑

g∈G

hg
)

= δyδ1Y ⊗
( 1

|G|

∑

g∈G

g
)

= δy(1Y )
(

δ1Y ⊗
1

|G|

∑

g∈G

g
)

= ε(δy ⊗ h)
(

δ1Y ⊗
( 1

|G|

∑

g∈G

g
))

,

and on the other hand,
(

δ1Y ⊗
( 1

|G|

∑

g∈G

g
))

·⋊ (δy ⊗ h) =
1

|G|

∑

g∈G

δ1Y
(

g ▷ δy
)

⊗ gh =
1

|G|

∑

g∈G

δ1Y δ(gh−1▷y) ⊗ g

= δy(1Y )
(

δ1Y ⊗
1

|G|

∑

g∈G

g
)

= ε(δy ⊗ h)
(

δ1Y ⊗
1

|G|

∑

g∈G

g
)

.

(In particular, by Theorem 6, if follows again that the two Hopf algebras are semisimple.)

3 Hopf-algebraic higher Kitaev model: Commuting-projector
Hamiltonian model for oriented surfaces with cell decomposition
from a crossed module of semisimple Hopf algebras

In [19, 7] a 2-group commuting-projector Hamiltonian model for 2+1D and 3+1D topological phases
was deőned. The model, henceforth called higher Kitaev model, takes as input a 2-group, which can be

represented by a crossed module (E
∂
−→ G, ▷) of groups Deőnition 11; see [21][25, ğ2.5 & 2.7]. Given a

manifold M , with a triangulation (or more generally a 2-lattice decomposition [7]) L, the total Hilbert
space of the higher Kitaev model is the free vector space on the set of all fake-ŕat 2-gauge conőgurations
in (M,L) [7, ğ3.2.1].

In 2+1D there is a variant of the higher Kitaev model, whose construction was sketched in [19,
page 8]. Its total Hilbert space is the free vector space on the set of all 2-gauge conőgurations in
(M,L). We will call this latter model the full higher Kitaev model. We note that in order that the
edge projectors in the full higher Kitaev model commute with each other, certain restrictions on the
2-lattice decompositions, ‘adequacy’, to be deőned later, must be put. This restriction is however mild
enough for us to be able to work with triangulations of surfaces, with a total order in the set of vertices.

Crossed modules of Hopf algebras were deőned in [28], and there related to a special case of strict
quantum 2-groups; see also [29, 31, 30]. In this section, we deőne a Hopf-algebraic generalization of
the 2+1D full higher Kitaev model, deőned on a surface Σ with an adequate cell decomposition. The

input datum is a crossed module (A
∂
−→ H, ▷) of őnite-dimensional semisimple Hopf algebras A and H,

see Deőnition 10, which we will őx throughout this section. To the model constructed in this section
we give the name: Hopf-algebraic higher Kitaev model.

3.1 Cell decompositions and the total state space of the model

3.1.1 Conventions for cell decompositions of surfaces

Let Σ be a compact oriented surface.

Definition 22 (Cell decomposition of a surface). By a cell decomposition L of Σ we mean the following.
We have an embedded graph L in Σ with no loops and no univalent vertices, with őnite sets L0 and
L1 of vertices and edges, such that its complement in Σ is a disjoint union of open 2-disks, forming the
set L2 of plaquettes. We will require that the closure, in Σ, of each plaquette is a topological 2-disk,
and that its boundary is a 1-sphere S1, with a CW-decomposition constructed by vertices and edges
of Γ, with no repetitions of either edges or vertices.

We moreover require that two different plaquettes have at most one edge in common in their bound-
ary, and that at most one edge can connect a given pair of vertices.
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Furthermore, each edge is oriented and each plaquette P has a distinguished vertex vP in its bound-
ary, called its base-point. In other words L includes a function v : L2 → L0 such that vP ∈ ∂P and a
function ω : L1 → L0 such that ωe ∈ ∂e.

The choice of orientations on edges and of a base-point in each plaquette is essential to establish
conventions for edge operators and plaquette operators, and was also considered in [19, 7]. The
conditions on boundaries of plaquettes, and that we have at most one edge between a pair of vertices,
arise only in order to reduce the number of cases to consider in the proofs we give.

Remark 23. In particular, L is in this way a regular CW decomposition of Σ, which additionally has
that the attaching maps of the 2-cells are cellular, as the 2-lattices deőned in [7].

Remark 24. The cell decompositions considered here in particular include triangulations of surfaces,
which in this paper we regard to be equipped with an orientation of each edge and a choice of a vertex
(base-point) for each triangle, unless explicitly stated otherwise. Here triangulations, as usual, come
with the restriction that two simplices can only intersect along a common face.

We will initially deőne our model for any cell decomposition of an oriented surface Σ. This model
has the best properties when we restrict to, here called, adequate cell decompositions, which we will
now deőne.

Let P be a plaquette, with base-point vP . Its boundary is topologically S1, and has a preferred
orientation, anti-clockwise, or positive, induced by the orientation that Σ induces in the plaquette. Let
(eP1 , . . . , e

P
nP

) be the ordered set of edges in the boundary of P , starting at the base-point vP and going
around the boundary in an anti-clockwise way, with respect to the plaquette.

Definition 25 (Adequate cell decomposition). Let L be a cell decomposition of Σ. Let P be a
plaquette. Let e and e′ be different edges in the boundary of P . We say that the pair (e, e′) is adequate
(with respect to P ) if one of the following conditions holds:

1. either e and e′ are both oriented clockwise or anti-clockwise, with respect to P ,

2. or, if e and e′ have opposite orientations, the edge which is oriented clockwise appears later than
than the one oriented anti-clockwise in the list (eP1 , . . . , e

P
nP

).

What this means in practice, should be clear from Figure 1.
We say that L is adequate if given any plaquette, P , all pairs, (e, e′) of different edges in the boundary

of P are adequate with respect to P .

vP

ee′

adequate
vP

ee′

adequate
vP

ee′

adequate
vP

aa′

non-adequate

P P P P

Figure 1: Adequate and non-adequate pairs of edges on a plaquette P .

Any oriented surface can be given an adequate cell decomposition, given the following result.

Lemma 26. Let Σ be a compact oriented surface as before. Let L be a triangulation of Σ. Suppose
that we put a total order on the set of vertices of L. We can then base each plaquette by its ‘minimal’
vertex, and we can also orient each edge (a, b) in increasing order. This cell decomposition is adequate.

Proof. This follows from a case-by-case analysis (two cases only). Consider a triangle P , with vertices a,
b and c, with a < b < c. This can be embedded in the plane, so that the orientation of P coincides with
the orientation in its image induced by the plane. There are two possibilities for how the embedding
looks like, up to orientation preserving diffeomorphism of the plane, as shown below,

b

��
a

@@

// c

and
c ^^

a

@@

// b

Each clearly only gives adequate pairs of edges.
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3.1.2 The total vector space of the Hopf-algebraic higher Kitaev model

Let (A
∂
−→ H, ▷) be a crossed module of őnite-dimensional semisimple Hopf algebras. Given an oriented

surface Σ with a cell decomposition L, we deőne the total state space of the Hopf-algebraic higher
Kitaev model as:

HL := H⊗L1
⊗A⊗L2

:=
⊗

e∈L1

H ⊗
⊗

P∈L2

A . (9)

On the vector space HL we will deőne three families of linear endomorphisms: vertex operators, edge
operators and plaquette operators.

By the support of an endomorphism T of HL = H⊗L1
⊗ A⊗L2

, we mean the largest subset, M =
M1 ⊔M2 ⊆ L1 ⊔ L2, such that there exists an endomorphism TS of HM := H⊗M1

⊗ A⊗M2
such that

T = TM ⊗ idHL\HM
.

We will occasionally write He or AP , where e ∈ L1 and P ∈ L2, for copies of the Hopf algebras H
and A seen as the tensor factors in HL associated with the edge e or the plaquette P , respectively.

Remark 27. As in [15], one could consider C∗-Hopf algebras H and A and this would turn HL into a
Hilbert space and make the projectors, and hence the Hamiltonian, Hermitian.

3.2 Vertex operators of the model on (A
∂
−→ H, ▷)

Fix a pair (Σ, L), as in Deőnition 22. Let v ∈ L0 be a vertex and let P ∈ L2 be an adjacent plaquette.
Such a pair (v, P ) is also called a site [1][3, Deőnition 2.1] [15, ğ3.1]. Note that v is not necessarily the
base-point of P .

We deőne now a family of vertex operators, V h
v,P , h ∈ H, acting on HL, whose support is the set of

the edges and plaquettes incident to the vertex v. Here P is a plaquette adjacent to v, which is used
to őx the convention for the vertex operator [3, Deőnition 2.2]. The deőnition of the vertex operators
in our model follows that of the vertex operators in the Hopf-algebraic Kitaev model [15], and reduces
to the latter when A = C (up to minor differences in conventions). At the same time, the vertex
operators here recover the vertex gauge spikes in the full higher Kitaev model deőned in [7] for a Hopf

crossed module (A
∂
−→ H, ▷) = (CE

∂
−→ CG, ▷) induced by a crossed module of groups (E

∂
−→ G, ▷).

Consider the set of edges incident to (that is, ending or starting at) the vertex v. The orientation
of the surface Σ induces a cyclic order on this set, by going around the vertex in the counterclockwise
order with respect to the orientation of Σ. The choice of plaquette P incident to v furthermore lifts this
cyclic order to a linear one by starting with the edge that comes right after P in the counterclockwise
order around v. We write the edges in this speciőed linear order as (e1, . . . , en). These edges might be
oriented away from or towards v. Deőne θi := +1 in the former case and θi := −1 in the latter, for
i = 1, . . . , n. These conventions should be clear from Figure 2.

There are two canonical left actions of H on itself: By left multiplication, h ⊗ x 7−→ hx for any
h, x ∈ H, on the one hand, and by right multiplication pulled back along the antipode, h⊗x 7−→ xS(h),
on the other hand; see [15, ğ3.1]. In order to treat both cases at once, we use the notation

h⟨θ⟩ =

{

h⟨+1⟩ := h, if θ = +1,

h⟨−1⟩ := S(h), if θ = −1,
(10)

which is justiőed, since S, being involutive (Proposition 7), deőnes an action of the group {+1,−1} ∼=
Z2. In some cases this notation will be combined with the Sweedler notation, where it is understood
that for instance h⟨+1⟩

(1) ⊗ h
⟨−1⟩
(2) means h(1) ⊗ S(h(2)), and h⟨−1⟩

(1) ⊗ h
⟨−1⟩
(2) means S(h(1))⊗ S(h(2)), so we

always apply comultiplication before applying S.
Furthermore, consider the (possibly empty) set of all plaquettes P ∈ L2 whose base-point is v and

choose any order on this set, say (P1, . . . , Pk). The deőnition of the vertex operator will be independent
of this choice, from Lemma 14.

Definition 28 (Vertex operator). For any h ∈ H, the vertex operator, V h
v,P , based at site (v, P ), is

V h
v,P : HL −→ HL,
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ve1 ⊗ · · · ⊗ ven ⊗XP1 ⊗ · · · ⊗XPk
7−→

(

h(1)v
⟨θ1⟩
e1

)⟨θ1⟩ ⊗ · · · ⊗
(

h(n)v
⟨θn⟩
en

)⟨θn⟩

⊗ h(n+1) ▷ XP1 ⊗ · · · ⊗ h(n+k) ▷ XPk
,

where ve1 ⊗ · · · ⊗ ven ⊗XP1 ⊗ · · · ⊗XPk
∈ He1 ⊗ · · · ⊗Hen ⊗AP1 ⊗ · · · ⊗APk

= H⊗n ⊗A⊗k are in the
tensor factors of HL associated with the edges (e1, . . . , en) and plaquettes (P1, . . . , Pk). It is implicitly
understood that V h

v,P acts as the identity on all remaining tensor factors.

vP2 P1

P

e4
e1

e2 e3

Figure 2: Example of conventions for vertex operator V h
v,P . Here the plaquettes P1 and P2 each are

based in v. Furthermore n = 4, k = 2, and the sequence (θ1, θ2, θ3, θ4) is (1, 1, 1,−1).

In the case of the conőguration in Figure 2, the vertex operator, V h
v,P , takes the form below,

ve1 ⊗ ve2 ⊗ ve3 ⊗ ve4 ⊗XP1 ⊗XP2

V h
v,P
7−→ h(1)ve1 ⊗ h(2)ve2 ⊗ h(3)ve3 ⊗ ve4S(h(4))⊗ h(5) ▷ XP1 ⊗ h(6) ▷ XP2 .

Remark 29. By Lemma 14, the deőnition of the vertex operator V h
v,P is independent of the order chosen

on the set {P1, . . . , Pk}. The vertex operator V h
v,P does however in general depend on the plaquette P .

Lemma 30. Given any vertex v ∈ L0 and adjacent plaquette P ∈ L2, the endomorphisms (V h
v,P :

HL −→ HL)h∈H define a representation of H on HL, that is:

V h
v,P ◦ V h′

v,P = V hh′

v,P for all h, h′ ∈ H.

Proof. This follows from the fact that ∆(n+k−1) : H → H⊗(n+k) is an algebra map, and the fact that
the antipode is an anti-homomorphism of algebras.

Owing to the fact that a semisimple Hopf algebra H comes with a distinguished idempotent, the
Haar integral ℓ ∈ H, as reviewed in Subsection 2.2, we can deőne the following projectors on HL,
which will enter the deőnition of the Hamiltonian of the exactly solvable model.

(Cf. [3, ğ2.4] and [15] for the similar case of vertex projectors on the Hopf-algebraic Kitaev model.)
Recall by Proposition 7 that the Haar integral ℓ ∈ H is cocommutative. By combining Lemma 1 with
Lemma 15, it follows that the operator V ℓ

v,P depends only on the cyclic order of the set (e1, . . . , en) of
edges incident to the vertex v, and is hence independent of the choice of adjacent plaquette P .

Definition 31 (Vertex projector). Let ℓ ∈ H be the Haar integral of H. Then we deőne the vertex
projector, Vv : HL −→ HL, based at the vertex v as below, choosing any plaquette P adjacent to v,

Vv := V ℓ
v,P .

(Note that a cyclic order on the set (e1, . . . , en) is given by the orientation of the surface.)

Given that ℓ2 = ℓ, it follows from Lemma 30 that indeed Vv = V ℓ
v,P is a projector.

Lemma 32. Let v1 and v2 ∈ L0 be two distinct vertices. Then the corresponding vertex operators
commute with each other, that is:

V h1
v1,P1

◦ V h2
v2,P2

= V h2
v2,P2

◦ V h1
v1,P1

for all h1, h2 ∈ H,

where P1 and P2 ∈ L2 are any plaquettes adjacent to v1 and v2, respectively.
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Proof. The vertex operators only have intersecting supports if v1 and v2 are the end-points of a common
edge e ∈ L1. In this case, the intersection of their support is only the copy of H that is associated
with e. On this tensor factor the two vertex operators in question act via left or right multiplication,
depending on whether the edge e is directed away from or towards a given vertex. Since this differs for
the two vertices, one of the operators acts via left multiplication and the other via right multiplication,
the vertex operator commute with each other.

In particular, putting h1 = h2 = ℓ ∈ H, and using this last lemma and the previous one, vertex
projectors commute: [Vv1 , Vv2 ] = 0, for all v1, v2 ∈ L0.

3.3 Edge operators of the model on (A
∂
−→ H, ▷)

Fix a pair (Σ, L), as in Deőnition 22. Let e ∈ L1 be an edge. With respect to the orientations of the
edge e and the surface Σ, we can deőne the plaquette P ∈ L2 on the left side of the edge e and the
plaquette Q ∈ L2 on the right side of e, as we go from the starting vertex ωe to the target vertex of e.

vP

vQ

e
P Q

v

e1 e2
e3

d1

d2
d3

d4

Figure 3: Conventions for edge operators Eae . Here l = 3 and (θ1, θ2, θ3) = (1,−1, 1), whereas r = 4
and (σ1, σ2, σ3, σ4) = (1,−1,−1, 1).

We deőne now a family of edge operators acting on HL, whose support consists of the plaquettes P
and Q and the set of the edges in the boundary of P and Q. These operators do not appear in the

Hopf-algebraic Kitaev model. For a Hopf crossed module (A
∂
−→ H, ▷) = (CE

∂
−→ CG, ▷) induced by a

crossed module of groups (E
∂
−→ G, ▷) they recover the edge gauge transformations in the full higher

Kitaev model [19] and in its fake-ŕat subspace the gauge spikes in the higher Kitaev model of [7].
Denote by vP , vQ ∈ L0 the base-points of P and Q, respectively, and let v ∈ L0 be the starting vertex

of the edge e, i.e. the vertex from which e points away. Let (e1, . . . , eℓ) be the (possibly empty) ordered
set of edges connecting vP with v in the boundary of P , starting from vP and going in counterclockwise
direction (with respect to the orientation of Σ) around P . (Another way to see this sequence of edges
is as the unique path from vP to v that does not pass through e.) The set is empty precisely when
vP = v. For i = 1, . . . , ℓ, let θi := +1 if ei is oriented in counterclockwise direction around P , and let
θi := −1 otherwise. These conventions should be clariőed by Figure 3.

Similarly, let (d1, . . . , dr) be the (possibly empty) ordered set of edges connecting vQ with v in the
boundary of Q, starting from vQ and going in clockwise direction (with respect to the orientation of
Σ) around Q. The set is empty precisely when vQ = v. For j = 1, . . . , r, let σj := +1 if dj is oriented
in clockwise direction around Q, and let σj := −1 otherwise.

Definition 33 (Edge operator). For any a ∈ A, the edge operator Eae on HL, based at the edge e, is

Eae : HL −→ HL,

ve ⊗ ve1 ⊗ · · · ⊗ veℓ ⊗ vd1 ⊗ · · · ⊗ vdr ⊗XP ⊗XQ 7−→ ∂a(3)ve

⊗ (ve1)(1) ⊗ · · · ⊗ (veℓ)(1)

⊗ (vd1)(2) ⊗ · · · ⊗ (vdr)(2)

⊗
(

(ve1)
⟨θ1⟩
(2) · · · (veℓ)

⟨θℓ⟩
(2) ▷ a(1)

)

XP

⊗XQ

(

(vd1)
⟨σ1⟩
(1) · · · (vdr)

⟨σr⟩
(1) ▷ S(a(2))

)

,
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where we use the notation deőned in (10), and where

ve ⊗ ve1 ⊗ · · · ⊗ veℓ ⊗ vd1 ⊗ · · · ⊗ vdr ⊗XP ⊗XQ

∈ He ⊗He1 ⊗ · · · ⊗Heℓ ⊗Hd1 ⊗ · · · ⊗Hdr ⊗AP ⊗AQ

= H⊗1+ℓ+r ⊗A⊗2

are in the tensor factors of HL associated with the edges e, (e1, . . . , eℓ) and (d1, . . . , dr), and plaquettes
P and Q, respectively. It is implicitly understood that the edge operator is deőned to act as the
identity on all remaining tensor factors in HL.

Example 34. In the case of the conőguration in Figure 3 the edge operator, Eae , is:

ve ⊗ (ve1 ⊗ ve2 ⊗ ve3)⊗ (vd1 ⊗ vd2 ⊗ vd3 ⊗ vd4)⊗ (XP ⊗XQ)

Ea
e7−→ ∂a(3)ve ⊗

(

(ve1)(1) ⊗ (ve2)(1) ⊗ (ve3)(1)
)

⊗
(

(vd1)(2) ⊗ (vd2)(2) ⊗ (vd3)(2) ⊗ (vd4)(2)
)

⊗
((

(ve1)(2) S
(

(ve2)(2)
)

(ve3)(2)
)

▷ a(1)
)

XP

⊗XQ

(

(vd1)(1)S
(

(vd2)(1)
)

S
(

(vd3)(1)
)

(vd4)(1)
)

▷ S(a(2)).

We also note that, due to the Yetter-Drinfeld condition (6), and using that S is an anti-coalgebra-

map, with S2 = idH , we can substitute any term (vei)(1)⊗ (vei)
⟨θi⟩
(2) by (vei)(2)⊗ (vei)

⟨θi⟩
(1) in the formula

for the edge operator, and the same for the vdi . To see this note that if v ∈ H and a ∈ A then:

v(1) ⊗ S(v(2)) ▷ a = S(S(v(1)))⊗ S(v(2)) ▷ a = S((Sv)(2))⊗ S(v)(1) ▷ a

Y.-D.
= S((Sv)(1))⊗ S(v)(2) ▷ a = S(S(v(2)))⊗ S(v(1)) ▷ a

= v(2) ⊗ S(v(1)) ▷ a.

(11)

As in the case of vertex operators we have:

Lemma 35. Given an edge e ∈ L1, the edge operators Eae : HL → HL form a representation of A on
HL. I.e., given any a, b ∈ A we have:

Ebe ◦ E
a
e = Ebae .

In the proof below, and others, in the case of iterated use of Sweedler notation, we will e.g. write:
v(1,2) instead of (v(1))(2).

Proof. (Sketch.) The proof is quite clear from the explicit form of the edge operators, together with
the fact that A is a H-module algebra. It is crucial to note that, applying (11), given v ∈ H and
a, b ∈ A, we have:

S
(

v(1)
)

▷ a⊗ S
(

v(2)
)

▷ b =
(

S(v)
)

(1)
▷ a⊗

(

S(v)
)

(2)
▷ b. (12)

As an example, which shows the type of calculations required, let us prove we have a representation
in the case of the conőguration in Figure 3, and (in order to simplify the calculations) where the
base-point of P is moved to v. Applying Eae followed by Ebe yields:

ve⊗ (vd1 ⊗ vd2 ⊗ vd3 ⊗ vd4)⊗ (XP ⊗XQ)

Ea
e7−→ ∂a(3)ve ⊗

(

(vd1)(2) ⊗ (vd2)(2) ⊗ (vd3)(2) ⊗ (vd4)(2)
)

⊗ a(1)XP

⊗XQ

(

(vd1)(1)S
(

(vd2)(1)
)

S
(

(vd3)(1)
)

(vd4)(1)
)

▷ S(a(2))

Eb
e7−→ ∂(b(3)a(3))ve ⊗

(

(vd1)(2,2) ⊗ (vd2)(2,2) ⊗ (vd3)(2,2) ⊗ (vd4)(2,2)
)

⊗ b(1)a(1)XP

⊗XQ

(

(vd1)(1)S
(

(vd2)(1)
)

S
(

(vd3)(1)
)

(vd4)(1)
)

▷ S(a(2))
(

(vd1)(2,1)S
(

(vd2)(2,1)
)

S
(

(vd3)(2,1)
)

(vd4)(2,1)
)

▷ S(b(2))

= ∂(b(3)a(3))ve ⊗
(

(vd1)(2) ⊗ (vd2)(2) ⊗ (vd3)(2) ⊗ (vd4)(2)
)

⊗ b(1)a(1)XP

⊗XQ

(

(vd1)(1,1)S
(

(vd2)(1,1)
)

S
(

(vd3)(1,1)
)

(vd4)(1,1)
)

▷ S(a(2))
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(

(vd1)(1,2)S
(

(vd2)(1,2)
)

S
(

(vd3)(1,2)
)

(vd4)(1,2)
)

▷ S(b(2))

= ∂(b(3)a(3))ve ⊗
(

(vd1)(2) ⊗ (vd2)(2) ⊗ (vd3)(2) ⊗ (vd4)(2)
)

⊗ b(1)a(1)XP

⊗XQ

(

(vd1)(1)S
(

(vd2)(1)
)

S
(

(vd3)(1)
)

(vd4)(1)
)

(1)
▷ S(b(2)a(2))

= Ebae
(

ve ⊗ (vd1 ⊗ vd2 ⊗ vd3 ⊗ vd4)⊗ (XP ⊗XQ)
)

.

In the penultimate step we used the calculation in (12), and the fact that A is anH-module algebra.

Lemma 36. Let Σ be an oriented surface with a cell decomposition L.

1. Suppose that e and e′ are edges not on the boundary of the same plaquette. Then, given any
a, a′ ∈ A we have:

Eae ◦ E
a′

e′ = Ea
′

e′ ◦ E
a
e .

2. Suppose that e and e′ are in the boundary of the same plaquette P , and moreover that the pair
(e, e′) is adequate, Definition 25. Given any cocommutative elements, a and a′ in A, we have:

Eae ◦ E
a′

e′ = Ea
′

e′ ◦ E
a
e .

The proof of this lemma is deferred to ğ5.3.1. The reason why we must restrict to adequate pairs,
(e, e′), in the second item is that otherwise the application of Eae affects the value of the edges between
vP and the initial vertex of e′ in an uncontrollable way, and analogously for the application of Ea

′

e′ .
Analogously to the vertex projectors, we can now deőne the edge projectors by acting with the Haar

integral of the Hopf algebra A. This gives an idempotent endomorphism, because the Haar integral is
idempotent and the edge operators are a representation of A:

Definition 37 (Edge projector). Let Λ ∈ A be the Haar integral of A. Then we deőne the edge
projector, Ee : HL −→ HL, based at the edge e as

Ee := EΛ
e .

Given the previous two results, we can see that if L is an adequate cell decomposition of Σ then all
edge projectors commute. This is in general not the case for non-adequate cell decompositions.

3.4 Plaquette operators of the model on (A
∂
−→ H, ▷)

Fix a pair (Σ, L), as in Deőnition 22. Let P ∈ L2 be a plaquette and let vP ∈ L0 be its base-point.
We deőne a family of plaquette operators acting on HL, whose support is P and set of the edges in

the boundary of P . The deőnition of the plaquette operators in our model follows that of the plaquette
operators in the Hopf-algebraic Kitaev model [15], and reduces to the latter when A = C (up to minor
differences in conventions). The starting point is the ‘1-holonomy operator’ in [19, Equation (5)].

Denote by (e1, . . . , en) the ordered set of edges in the boundary of P , starting at the base-point vP
and going around the boundary in a counterclockwise way with respect to the orientation of Σ. For
i = 1, . . . , n, let θi = +1 if the edge ei is oriented counterclockwise along the boundary of P (i.e. if ei
is the őrst edge traversed proceeding counterclockwise along ∂P from ωei); and let θi = −1 otherwise.
Figure 4 should clarify these conventions.

vP P
e1

e2
e3

e4e5

Figure 4: Conventions for plaquette operators. Here n = 5 and (θ1, θ2, θ3, θ4, θ5) = (1,−1, 1, 1,−1).

Cf. the very similar case of plaquette operators in the Hopf-algebraic Kitaev model in [3, Deőnition
2.3] and [15, Deőnition 1], our conventions are opposite. In loc cit only the formula for the plaquette
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operators when all the edge orientations match the direction in which we go around the plaquette is
presented. It is however understood [15, ğ3.2] that if an edge does not have the same orientation we
őrst apply S to the corresponding edge tensor factor.

Definition 38. For any φ ∈ H∗, the plaquette operator FφP on HL based at the plaquette P is

FφP : HL −→ HL,

ve1 ⊗ · · · ⊗ ven ⊗XP 7−→
(

v⟨θ1⟩e1

)⟨θ1⟩

(1)
⊗ · · · ⊗

(

v⟨θn⟩en

)⟨θn⟩

(1)
⊗ (XP )(2)

φ
(

(

v⟨θ1⟩e1

)

(2)
· · ·
(

v⟨θn⟩en

)

(2)
(S ◦ ∂)

(

(XP )(1)
)

)

,

where we use the notation in (10), and where ve1 ⊗ · · · ⊗ ven ⊗XP ∈ He1 ⊗ · · · ⊗Hen ⊗AP = H⊗n⊗A
are in the tensor factors of HL associated with the edges (e1, . . . , en) and the plaquette P .

Remark 39. For concrete values of the edge orientations θj the formula for the plaquette operators
simpliőes signiőcantly, as the antipode is involutive, S2 = idH , and an anti-coalgebra map. Explicitly:

(

v⟨θ1⟩e1

)⟨θ1⟩

(1)
⊗
(

v⟨θ1⟩e1

)

(2)
=

{

(ve1)(1) ⊗ (ve1)(2), if θ1 = 1,

(ve1)(2) ⊗ S
(

(ve1)(1)
)

, if θ1 = −1.

The idea is that on the tensor factors He1 ⊗ · · · ⊗Hen the plaquette operator acts via the left or right
co-multiplication depending on the orientation of the edge ej relative to the plaquette P . The formula
in Deőnition 38 captures this in one closed form for all possible conőgurations of edge orientations.

Example 40. In the case of the example in Figure 4, the plaquette operator FφP is:
(

ve1 ⊗ ve2 ⊗ ve3 ⊗ ve4 ⊗ ve5
)

⊗XP

Fφ
P7−→ (ve1)(1) ⊗ (ve2)(2) ⊗ (ve3)(1) ⊗ (ve4)(1) ⊗ (ve5)(2) ⊗ (XP )(2)

φ
(

(ve1)(2) S
(

(ve2)(1)
)

(ve3)(2) (ve4)(2) S
(

(ve5)(1)
)

(S ◦ ∂)
(

(XP )(1)
)

)

.

Lemma 41. Let P ∈ L2 be a plaquette. Then the plaquette operators (FφP )φ∈H∗ define a representation
of H∗ on HL, that is:

Fφ
′

P ◦ FφP = Fφ
′·φ

P for all φ,φ′ ∈ H∗.

Proof. (Sketch.) We show the proof in the particular case of the conőguration in Figure 4, which shows
the type of calculations required. Applying FφP , and then Fφ

′

P we get:

ve1 ⊗ ve2 ⊗ ve3 ⊗ ve4 ⊗ ve5 ⊗XP

Fφ
P7−→ (ve1)(1) ⊗ (ve2)(2) ⊗ (ve3)(1) ⊗ (ve4)(1) ⊗ (ve5)(2) ⊗ (XP )(2)

φ
(

(ve1)(2) S
(

(ve2)(1)
)

(ve3)(2) (ve4)(2) S
(

(ve5)(1)
)

(S ◦ ∂)
(

(XP )(1)
)

)

Fφ′

P7−→ (ve1)(1,1) ⊗ (ve2)(2,2) ⊗ (ve3)(1,1) ⊗ (ve4)(1,1) ⊗ (ve5)(2,2) ⊗ (XP )(2,2)

φ
(

(ve1)(2) S
(

(ve2)(1)
)

(ve3)(2) (ve4)(2) S
(

(ve5)(1)
)

(S ◦ ∂)
(

(XP )(1)
)

)

φ′
(

(ve1)(1,2) S
(

(ve2)(2,1)
)

(ve3)(1,2) (ve4)(1,2) S
(

(ve5)(2,1)
)

(S ◦ ∂)
(

(XP )(2,1)
)

)

= (ve1)(1) ⊗ (ve2)(2) ⊗ (ve3)(1) ⊗ (ve4)(1) ⊗ (ve5)(2) ⊗ (XP )(2)

φ
(

(ve1)(2,2) S
(

(ve2)(1,1)
)

(ve3)(2,2) (ve4)(2,2) S
(

(ve5)(1,1)
)

(S ◦ ∂)
(

(XP )(1,1)
)

)

φ′
(

(ve1)(2,1) S
(

(ve2)(1,2)
)

(ve3)(2,1) (ve4)(2,1) S
(

(ve5)(1,2)
)

(S ◦ ∂)
(

(XP )(1,2)
)

)

= (ve1)(1) ⊗ (ve2)(2) ⊗ (ve3)(1) ⊗ (ve4)(1) ⊗ (ve5)(2) ⊗ (XP )(2)

φ
(

(ve1)(2,2) S
(

(ve2)(1)
)

(2)
(ve3)(2,2) (ve4)(2,2) S

(

(ve5)(1)
)

(2)

(

(S ◦ ∂)
(

(XP )(1)
))

(2)

)

φ′
(

(ve1)(2,1) S
(

(ve2)(1)
)

(1)
(ve3)(2,1) (ve4)(2,1) S

(

(ve5)(1,2)
)

(1)

(

(S ◦ ∂)
(

(XP )(1)
))

(1)

)

.

Since A is an H-module algebra, the last formula is exactly the result of the action by Fφ
′φ

P .
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Since H is semisimple, then so is H∗, as we recalled in Theorem 6, note that we are working only
with őnite-dimensional Hopf algebras over C. Hence, we again obtain idempotent endomorphisms of
HL by acting with the Haar integral of H∗ via the plaquette operators:

Definition 42. Let λ ∈ H∗ be the Haar integral of H∗. Then we deőne the plaquette projector
FP : HL −→ HL based at the plaquette P as

FP := F λP .

For the case of a crossed module of Hopf algebras induced by a crossed module of groups (E
∂
−→ G, ▷),

the plaquette projectors recover the plaquette projectors in [19, Equation (20)]. Those latter plaquette
projectors choose the 2-gauge conőgurations that are fake ŕat around a plaquette. Plaquette projectors
do not arise in the higher Kitaev model [7], due to the fake-ŕatness being, by inception, imposed in
the 2-gauge conőgurations.

Lemma 43. Let P1 ∈ L2 and P2 ∈ L2 be any two distinct plaquettes. Then

Fφ1

P1
◦ Fφ2

P2
= Fφ2

P2
◦ Fφ1

P1
, for all φ1, φ2 ∈ H∗.

Proof. If P1 and P2 are not adjacent to each other, in other words if they do not have an edge in
common, then the corresponding plaquette operators Fφ1

P1
and Fφ2

P2
, for any φ1, φ2 ∈ H∗, have disjoint

support in HL and therefore they commute.
Let us assume that P1 and P2 are adjacent to each other. Given the restrictions we put on L there

exists one single edge, e, which lie in both the boundary of P1 and the boundary of P2, as in Figure 5.
Given that e has opposite orientations relative to P1 and to P2, the corresponding operators will act

vP1
P1 e P2

vP2

Figure 5: Two plaquettes, P1 and P2, intersecting along an edge e.

via opposite-sided co-multiplication (that is, one of them left and the other right) of the Hopf algebra
H assigned to e. Therefore, due to coassociativity the operators Fφ1

P1
and Fφ2

P2
commute.

In particular, putting φ1 = φ1 = λ ∈ H∗, and using this last lemma together with the previous one,
plaquette projectors commute: [FP1 , FP2 ] = 0, for each P1, P2 ∈ L2.

3.5 Edge orientation reversal and plaquette base-point shift

The total state space HL of the Hopf-algebraic higher Kitaev model deőned in this section does not
depend on the edge orientations or plaquette base-points of the cell decomposition L, but the vertex,
edge and plaquette operators deőned on it do.

Now we deőne linear maps on HL which represent the reversal of the orientation of an edge and
the moving around of the base-point of a plaquette. By showing that these maps commute with some
of the vertex, edge and plaquette operators, in a suitable way, our calculations in the Appendix in
Subsection 5.3 showing the commutation relations of the latter operators will simplify signiőcantly,
because it will then suffice to carry out the computations for only the most convenient conőgurations
of edge orientations and base-points.

The edge orientation reversals and plaquette base-point shifts can also be of independent interest,
towards showing the independence of the ground-state space of the model of the cell decomposition, a
problem which we leave for future work.

Consider the total state space HL = H⊗L1
⊗A⊗L2

of the Hopf-algebraic higher Kitaev model.
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Definition 44. For any edge e ∈ L1, we deőne the edge orientation reversal,

Re : HL −→ HL,

to act as the antipode S of H on the tensor factor in HL associated with the edge e and as the identity
on all remaining tensor factors. Locally we hence have, showing an edge e connecting vertices a and b,

a ve
// b

Re7−→ a oo
S(ve)

b .

Due to the involutivity of the antipode, the edge orientation reversal is an isomorphism and, more
speciőcally, R2

e = idHL
.

Definition 45. For any plaquette P ∈ L2, we deőne the (positive) base-point shift,

T+
P : HL −→ HL,

as follows. Let A be the tensor factor in HL associated with the plaquette P and let H be the
tensor factor in HL associated with the edge in the boundary of P incident to the base-point of P in
counterclockwise direction around P . Then deőne T+

P to act as

H ⊗A ∋ v ⊗X
T+
P7−→ v(1) ⊗ v

⟨−θ⟩
(2) ▷ X = v(2) ⊗ v

⟨−θ⟩
(1) ▷ X.

Here θ ∈ {+1,−1} is +1 if the edge is oriented counterclockwise around P and otherwise −1. We have
used Equations (6) and (11). The new base-point, v′P of P , is the next vertex of P in counterclockwise
order around P .

We analogously deőne the (negative) base-point shift

T−
P : HL −→ HL

to act as:

H ⊗A ∋ v ⊗X
T−

P7−→ v(1) ⊗ v
⟨σ⟩
(2) ▷ X = v(2) ⊗ v

⟨σ⟩
(1) ▷ X,

where H be the tensor factor in HL associated with the edge in the boundary of P incident to the
base-point of P in clockwise direction around P . Again, σ ∈ {+1,−1} is +1 if the edge is oriented
counterclockwise around P and otherwise −1. The new base-point, v′P of P is the next vertex of P in
clockwise order around P .

We call the edge from vP to v′P the edge along which the plaquette base-point shift was performed.

For example, for a square plaquette:

• •

vP v
//

X

•

T+
P7−→

• •

• v(1)
//

S(v(2))▷X

v′P

=

• •

• v(2)
//

S(v(1))▷X

v′P

and

• •

vP oo
v

X

•

T+
P7−→

• •

• oo
v(1)

v(2)▷X

v′P

=

• •

• oo
v(2)

v(1)▷X

v′P

• •

• v
//

X

vP

T−

P7−→

• •

v′P v(1)
//

v(2)▷X

•

=

• •

v′P v(2)
//

v(1)▷X

•

and

• •

• oo
v

X

vP

T−

P7−→

• •

v′P
oo
v(1)

S(v(2))▷X

•

=

• •

v′P
oo
v(2)

S(v(1))▷X

•

Remark 46. Observe that the base-point shifts are isomorphisms and that, more speciőcally, if P ′ has
the same underlying plaquette as P but its base-point is shifted once in counterclockwise direction
around P , then T−

P ′ = (T+
P )−1.

Remark 47. Note that moving the base-point of a plaquette P all the way around its boundary, coming
back to the initial base-point, does not in general induce the identity on HL. This operation however
restricts to the identity on a certain subspace Hff

L (the fake-flat subspace) of HL, as shown in Lemma
74 in the Appendix.
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The following very useful result holds. Most calculations are quite trivial. We shall show examples
of the more involved ones in Subsection 5.2, in the Appendix.

Proposition 48. Let Σ be an oriented surface with cell decomposition L.

1. Base-point shifts commute with edge orientation reversals.

2. Vertex operators commute with edge orientation reversals.

3. Edge orientation reversals along an edge commute with edge operators based on a different edge.
NB: the orientation of the edge in which we apply the edge operator affects the conventions for
this edge operator in such a way that we cannot expect edge operators to commute with reversal
of the orientation of the same edge.

4. Plaquette operators commute with edge orientation reversals.

5. Base-point shifts commute with vertex operators.

6. Base-point shifts and edge operators commute, as long as the base-point shift is not along the
same edge in which we apply an edge operator

7. Base-point shifts on a plaquete commute with plaquette operators on a different plaquette. Base
point-shifts commute with plaquette operators F ϕP , on the same plaquette, if ϕ ∈ H∗ is cocommu-
tative. In particular, base-point shifts commute with plaquette projectors.

Proof. (Sketch.) We deal with each point separately.

1. This follows at once from (6), and with the fact that S is anti-coalgebra map.

2. This follows at once from the fact that S is an anti-algebra map.

3. This follows from the explicit formula for the edge operators, combined with the fact that S is
anti-coalgebra map. The Yetter-Drinfeld relations (6) also play a crucial role.

4. This again follows from the fact that S is anti-coalgebra map.

5. The proof is more involved, and can be found in ğ5.2.1. Lemma 14 plays a crucial role.

6. The proof is in ğ5.2.2.

7. This is the most laborious proof, and a comprehensive discussion is in ğ5.2.3. The tricky case is
when the base-point shift happens in the same plaquette where we apply the plaquette operator.

3.6 Commutation relations between vertex, edge and plaquette operators

Having deőned all operators, we can now state some of their commutation relations, which we prove in
the Appendix. The following generalises [3, Theorem 2.4]. We do not require L to be adequate here.

Proposition 49. Let Σ be a compact oriented surface with cell decomposition L, and let (A
∂
−→ H) be

a crossed module of finite-dimensional semisimple Hopf algebras. Then the associated vertex, edge and
plaquette operators, on HL = H⊗L1

⊗A⊗L2
, enjoy the following relations:

1. Let e be any edge of L and v be any vertex of L. For all h ∈ H and a ∈ A we have:

1.a) E
h(1)▷a
e ◦ V

h(2)
v,P = V h

v,P ◦ Eae , if v is the starting vertex of e,

1.b) Eae ◦ V
h
v,P = V h

v,P ◦ Eae , if v is not the starting vertex of e.

2. Let P ∈ L2 be a plaquette and let e ∈ L1 be an edge.

2.a) If e is in the boundary of P , then

FφP ◦ Eae = Eae ◦ F
φ
P , for all cocommutative a ∈ A, and cocommutative φ ∈ H∗.

2.b) If e is not in the boundary of P , then

FφP ◦ Eae = Eae ◦ F
φ
P , for all a ∈ A,φ ∈ H∗.
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3. Let P ∈ L2 be a plaquette and let v ∈ L0 be a vertex.

3.a) If v is in the boundary of P , then

FφP ◦ V h
v,P ′ = V h

v,P ′ ◦ F
φ
P , for all cocommutative h ∈ H, and cocommutative φ ∈ H∗,

where P ′ ∈ L2 may be any plaquette with base-point v.

3.b) If v is not in the boundary of P , then

FφP ◦ V h
v,P ′ = V h

v,P ′ ◦ F
φ
P , for all h ∈ H,φ ∈ H∗.

Proof. See Lemmas 76, 77 and 78 in the Appendix.

The commutation relations between plaquette operators, and vertex and edge operators become
considerably more complicated outside the cocommutative case, and a general formula would become
quite involved. Below we show a sample, for a very particular conőguration of the base-point of the
plaquette. It is not possible to reduce all other cases to this one, outside the cocommutative case, in
that plaquette operators, in general, only commute with base-point shift in the cocommutative case.

Proposition 50. Let P ∈ L2 be a plaquette with base-point v ∈ L0 and let e ∈ L1 be an edge in the
boundary of P , with starting vertex v. We have:

1. For all a ∈ A, and φ ∈ H∗, then:

1.a) if e is oriented counterclockwise:

F
φ(S∂a(3)·?·∂a(1))

P ◦ E
a(2)
e = Eae ◦ F

φ
P ,

1.b) If e is oriented clockwise then:
[Eae , F

φ
P ] = 0.

2. For all h ∈ H and φ ∈ H∗ we have:

F
φ(Sh(3)·?·h(1))

P ◦ V
h(2)
v,P = V h

v,P ◦ FφP .

Here, given g, h ∈ H, we define φ(S(g)·? · h) : H → C by x 7→ φ(S(g)) · x · h).

Proof. See lemmas 77 and 78 in the Appendix.

As a consequence of the fact that the vertex, edge and plaquette operators deőne on HL represen-
tations of the algebras H, A and H∗, respectively, and that they satisfy the commutation relations in
Proposition 50, we obtain in total a representation of the algebra which has underlying vector space
H∗ ⊗ (A⋊H), with the multiplication deőned by

(φ⊗ (a⊗ h)) · (ψ ⊗ (b⊗ k)) := φ ψ(S∂a(3)Sh(3)·? · h(1)∂a(1))⊗ (a(2) ⊗ h(2))

φ, ψ ∈ H∗, a, b ∈ A, h, k ∈ H.
In the case that A = C is the trivial Hopf algebra, this algebra is the Drinfeld double D(H) and we

therefore recover the well-known fact that in the Kitaev model for a semisimple Hopf algebra H the
local operators form a representation of the Drinfeld double D(H) [15, 3].
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3.7 Commuting-projector Hamiltonian and its ground-state space

Recall the deőnition of vertex Vv, edge Ee, and plaquette FP projectors, in Deőnitions 31, 37 and 42.

Theorem 51. Let Σ be a compact oriented surface with an adequate cell decomposition L, and let

(A
∂
−→ H) be a crossed module of finite-dimensional semisimple Hopf algebras. Then the following

operators, on HL = H⊗L1
⊗A⊗L2

, are pairwise commuting projectors:

Vv, for all v ∈ L0; Ee, for all e ∈ L1; FP , for all P ∈ L2.

As a consequence, the following operator (the Hamiltonian) is a diagonalizable endomorphism of HL:

h :=
∑

v∈L0

(1− Vv) +
∑

e∈L1

(1− Ee) +
∑

P∈L2

(1− FP ), (13)

whose eigenspace for its lowest eigenvalue 0 (the ground-state space) is

kerh = im
(

∏

v∈L0

Vv
∏

e∈L1

Ee
∏

P∈L2

FP

)

=

{

x ∈ HL |
Vv(x)=x for all v∈L0,
Ee(x)=x for all e∈L1,
FP (x)=x for all P∈L2.

}

Proof. The commutativity of the projectors follows from Lemmas 32, 36, 43, 76, 77 and 78. Apart
from the case of commutativity between vertex and edge projectors, which requires Lemma 18, the
commutativity relations are proven more generally for V a

v,P , E
b
e and PψP , for all cocommutative elements

a ∈ H, b ∈ A and ψ ∈ H∗. In particular (by Proposition 7) the commutativity relations hold for
V ℓ
v,P , E

Λ
e and P λP , where ℓ, Λ and λ, recall, are the Haar integrals of H, A and H∗.

Mutually commuting projectors are simultaneously diagonalizable and, hence, the map h is diago-
nalizable, with eigenvalues being all the non-negative integers up to |L0|+ |L1|+ |L2|. The ground-state
space is therefore the eigenspace for eigenvalue 0, i.e. the kernel, which is the space on which all the
projectors occurring in the Hamiltonian act by 0.

Proposition 52. The ground-state space kerh can be described as follows. A vector

x =
⊗

e∈L1

ve ⊗
⊗

P∈L2

XP ∈ H⊗L1
⊗A⊗L2

,

which by abuse of notation we consider to be a sum of pure tensors while omitting the summation
symbol, is a ground state, if, and only if, the following conditions are satisfied:

1. For every P ∈ L2, and, following the notation of Definition 38, (e1, . . . , en) are the edges in the
boundary of P in counterclockwise order, starting at vP , we have:

y ⊗ ((v⟨θ1⟩e1 )(1))
⟨θ1⟩ ⊗ · · · ⊗ ((v⟨θn⟩en )(1))

⟨θn⟩ ⊗ (XP )(2) ⊗
(

(v⟨θ1⟩e1 )(2) · · · (v
⟨θn⟩
en )(2)S

(

∂(XP )(1)
)

)

= y ⊗ ve1 ⊗ · · · ⊗ ven ⊗XP ⊗ 1H .

(Here θj = +1 if the edge ej is oriented counterclockwise, around P , and θj = −1 otherwise.)

2. For every e ∈ L1:
Eae (x) = ε(a)x, for all a ∈ A.

3. For every v ∈ L0, and for any choice of P ∈ L2, adjacent to v:

V h
(v,P )(x) = ε(h)x, for all h ∈ H.

This result ultimately follows from the representation-theoretical properties of the Haar integral; see
e.g. [3, Corollary 1.4][6, Lemma B.9].
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Proof. By the previous proposition, the ground state is
⋂

v∈L0 im
(

Vv
)

∩
⋂

e∈L1 im
(

Ee
)

∩
⋂

P∈L2 im
(

FP
)

.
For any module M over a őnite-dimensional semisimple Hopf algebra H ′, the Haar integral ℓ′ ∈ H ′

projects onto the subspace of H ′-invariants:

ℓ′.M =MH′

:= {m ∈M | h.m = ε(h)m, for all h ∈ H ′}.

(This follows since the Haar integral ℓ′ is idempotent and xℓ′ = ℓ′x = ε(x)ℓ′, for all x ∈ H ′.)
Now apply this respectively to H∗, A and H, and their actions on HL given respectively by plaquette

operators, edge operators and vertex operators. This leads directly to Items 2 and 3, showing when an
element is invariant under all edge and all vertex projectors.

The formula for when an element is invariant under all plaquette projectors, F λP , in Item 1, follows

from the fact that an element x ∈ HL lies in the space of H∗-invariants under the representation F (_)
P

of H∗ if, and only if, for any ψ ∈ H∗:

y ⊗ ((v⟨θ1⟩e1 )(1))
⟨θ1⟩ ⊗ · · · ⊗ ((v⟨θn⟩en )(1))

⟨θn⟩ ⊗ (XP )(2) ψ
(

(v⟨θ1⟩e1 )(2) · · · (v
⟨θn⟩
en )(2)S∂(XP )(1)

)

= y ⊗ ve1 ⊗ · · · ⊗ ven ⊗XP ψ(1H),

since recall ε(ψ) = ψ(1H).

4 Some particular cases of the Hopf-algebraic higher Kitaev model

4.1 The (E,G,X, Y )-class of models

Let (E
∂
−→ G, ▷) be a crossed module of groups. Let X and Y be őnite groups on which G acts by

automorphisms, and let f : Y → X be a G-equivariant group morphism, such that im(∂) ⊆ G acts
trivially on Y and X. In Subsection 2.7 we constructed a crossed module of semisimple Hopf algebras
(

FC(X)⊗CE
∂
−→ FC(Y )⋊CG, ▷

)

. The resulting class of Hopf-algebraic higher Kitaev models as deőned
in Section 3 is here called the (E,G,X, Y )-class of models.

In this section we investigate more closely three particular cases of the associated (E,G,X, Y )-class
of models. We will also determine their ground-state spaces on a surface Σ, proving that they are
canonically independent of the adequate cell decomposition of Σ.

In order to simplify our discussion, we will only discuss the typical case when Σ is an oriented surface
without boundary and L is a triangulation of Σ, with a total order on the set of vertices. This gives
an adequate cell decomposition as explained in Lemma 26.

The particular cases considered for
(

FC(X)⊗ CE
∂
−→ FC(Y )⋊CG, ▷

)

are:

• The (1, G,X, 1)-case, where the groups E and Y both are trivial. This turns out to give Potts
model [36] when G is trivial. The general case of the model is a coupling between Kitaev
quantum-double model [1] and Potts model.

• A generalisation of (1, G,X, 1)-case, the (E,G,X, 1) case, where also E may be non-trivial will
be brieŕy discussed.

• The (1, 1, X, Y ) case where the groups G and E each are trivial.

Note that the (E,G, 1, 1)-case, where the groups X and Y each are trivial, coincides with the n = 2
case of the 2-group Kitaev model in [19, Equation (35)], in the Introduction called the full higher Kitaev
model. In loc cit, its ground-state space was proven to be related with Yetter homotopy 2-type TQFT
[47], and in particular to be canonically independent of the triangulation of Σ. The (E,G, 1, 1)-case
reduces to the Kitaev model [1] when E is trivial; see [19, page 8].

In all the particular cases above, the ground-state space is identiőed with the C-linear span of the set
of homotopy classes of maps Σ → B. Here B is a certain space, actually a homotopy 1-type or 2-type,
[34, 48], obtained as the classifying space of a certain groupoid, or crossed module of groupoids, [32, 33]
derived from (E,G,X, Y ). (The way the groupoids and crossed modules of groupoids are constructed
depends on the example, so we do not have a general treatment of the full (E,G,X, Y )-model.)
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The latter identiőcation of the ground-state spaces as free vector spaces on sets of homotopy classes
of maps from Σ into 1-types or 2-types, here homotopy őnite spaces [13, 14], means in particular that
Quinn’s őnite total homotopy TQFT [13, 14] provides a TQFT whose state spaces are canonically
isomorphic to the ground-state spaces of the corresponding Hopf-algebraic higher Kitaev model, in the
particular cases we consider. A discussion is in Subsubsection 4.2.3.

The calculation of the ground-state space of the (1, G,X, 1), (E,G,X, 1) and (1, 1, X, Y )-model
is based on results of Brown and Higgins [32, Theorem A], and Brown-Higgins-Sivera [25, 11.4.iii],
expressing the set of homotopy classes of maps M → BA, where A is a crossed complex of groupoids,
a generalisation of crossed modules, and BA is its classifying space, in terms of homotopy classes of
crossed complex maps Π(M) → A. Here M is any space with a CW-complex structure and Π(M)
denotes its fundamental crossed complex [33]. The classifying space of a crossed complex was originally
constructed in [32], using a simplicial setting, for which some more explanation can be found in [14],
and, more recently, in a cubical setting in [25, Chapter 11].

It should however be re-emphasised that the tricks that permit the application of Brown-Higgins
theorem are quite different in the (E,G,X, 1)- and (1, 1, X, Y )-models. It is an open problem whether
the results can be generalised to the full (E,G,X, Y )-model.

In the (1, G, 1, Y )-case, the Hopf algebra FC(X)⊗ CE becomes C, so this example is not a crossed
module case. In particular our model reduces to the Hopf-algebraic Kitaev model (with Hopf algebra
FC(Y )⋊CG) [15]. Therefore its ground-state space is known to be triangulation-independent.

4.2 The (1, G,X, 1)-case and its relation to Quinn’s finite total homotopy TQFT

Let G be a őnite group. Let X be a őnite group on which G acts by automorphisms. The general
construction in Subsection 2.7 for E = 1 = Y gives a crossed module of Hopf algebras:

(FC(X)
∂
−→ CG, ▷).

Here G acts on FC(X) as (g ▷ ψ)(x) = ψ(g−1 ▷ x), for ψ ∈ FC(X) and x ∈ X. The boundary map ∂ is
trivial: ∂(ψ) = ψ(1X)1G. Recalling Examples 8 and 9, the Haar integral of CG is ℓ = 1

|G|

∑

g∈G g and
the Haar integral of FC(X) is Λ = δ1X . Clearly g ▷ Λ = Λ for each g ∈ G; cf. Lemma 18.

4.2.1 An explanation of the (1, G,X, 1)-model

Let Σ be a surface with a triangulation L, with a total order on the set of vertices, with the adequate
cell decomposition in Lemma 26.

Definition 53. The total state space assigned to (Σ, L) is

HL,X,G := CG⊗L1
⊗ FC(X)⊗L

2
.

The total state space assigned to (Σ, L) is naturally described in terms of, what we call here, (G,X)-
colourings. We deőne:

Definition 54. For sets A and B, an (A,B)-colouring, F = (F1,F2), of L is a labelling, F1 : L
1 → A,

of the edges of L by elements of A, and another (independent) labelling F2 : L
2 → B of the plaquettes

of L by elements of B.

Clearly HL,X,G is isomorphic to the free vector space on the set of (G,X)-colourings F of L. The
language of (G,X)-colourings, similar to that of [1, 7, 34], is quite suitable for specifying the actions
of the vertex, edge and plaquette operators of the (1, G,X, 1)-model.

Let F = (F1,F2) be a (G,X)-colouring of (Σ, L).

Vertex operators
Let v ∈ L0 be a vertex and let P ∈ L2 be an adjacent plaquette. The vertex operators V g

v,P depend only
on the underlying vertex v, V g

v,P = V g
v , due to cocommutativity of the group algebra CG. Given a vertex

v ∈ L0 and an element g ∈ G, we obtain the (G,X)-vertex operator, V g
v (F) = (V g

v (F)1, V
g
v (F)2):
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• given t ∈ L1:

(

V g
v (F)

)

1
(t) =











gF1(t), if v is the starting vertex of t,

F1(t) g
−1, if v is the target vertex of t,

F1(t), if v is not incident to t;

• given P ∈ L2:

(

V g
v (F)

)

2
(P ) =

{

g ▷ F2(P ), if v is the base-point of P ,

F2(P ), if v is not the base-point of P .

The vertex projector is given by:

Vv = V ℓ
v =

1

|G|

∑

g∈G

V g
v .

Edge operators
In order to describe the edge operators, we need another bit of notation. Let F be a (G,X)-colouring
of (Σ, L). Let P ∈ L2 be a plaquette. Let t be an edge in the boundary of P , and w be the initial
point of t. Let as usual vP denote the base-point of P .

Let us deőne the following notation holFP,t (where hol stands for holonomy):

• If w = vP , let holFP,t = 1G

• Otherwise, consider the unique path from vP to w, that does not pass through t. Then let holFP,t
be the product of each element of G assigned to the edges transversed when going from vP to
w (or its inverse if the edge is transcribed in the opposite direction to its orientation). Some
examples are in the diagram below (an edge going from a vertex a to a vertex b is denoted t(a,b)):

v
t(v,vP ) //

t(v,w) ''

vP

w

t

OO holFP,t
7−→ F1(t(v,vP ))

−1F1(t(v,w)),
vP

t(vP ,v) //

t(vP ,w) ''

v

w

t

OO holFP,t
7−→ F1(t(vP ,w)),

v oo
t(vP ,v)

t(v,w) ''

vP

w

t

OO holFP,t
7−→ F1(t(vP ,v))F1(t(v,w)),

vP
t(vP ,v) //gg

t(w,vP )

v

w

t

OO holFP,t
7−→ F1(t(w,vP ))

−1.

Given an oriented edge t ∈ L1, let P and Q be the two plaquettes that have t in common, where P
is on the left-hand side (noting that Σ is oriented). Then, unpacking Deőnition 33, for ξ ∈ FC(X):

Eξt (F) = ξ
(

(

(holFP,t)
−1 ▷ F2(P )

)(

(holFQ,t)
−1 ▷ F2(Q)

)−1
)

F .

The Haar integral Λ in FC(X) is the delta function δ1X . So the edge projector Et is such that:

Et(F) = EΛ
t (F) =

{

F , if (holFP,t)
−1 ▷ F2(P ) = (holFQ,t)

−1 ▷ F2(Q),

0, otherwise.

Plaquette operators
Let P be a plaquette, with base-point vP . Let φ be an element of the dual algebra of CG, i.e. φ is
canonically a function φ : G → C. Given a (G,X)-colouring F , we need a new bit of notation, holF∂P ,
to be the product of the elements of G assigned to the edges of the boundary of P , when we trace
the boundary of P counterclockwise from vP to vP . As in the deőnition of holFP,t above, if an edge is
transversed in the opposite orientation, we put F1(t)

−1 instead. An example is below:

v
t(v,vP ) //

t(v,w) ''

vP

w

t(w,vP )

OO holF∂P7−→ F1(t(v,vP ))
−1F1(t(v,w))F1(t(w,vP )).
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Unpacking Deőnition 38, we have for the plaquette operator, given φ ∈ (CG)∗:

FφP (F) = φ(holF∂P )F .

The plaquette projector is FP (F) = F
δ1G
P (F), using the Haar integral of (CG)∗, see Example 9. Hence

FP (F) =

{

F , if holF∂P = 1G,

0, otherwise.

Example 55. Suppose G is the trivial group. Let us see that the (1, G,X, 1)-model coincides with the
|X|-Potts model on (Σ, L∗) [36], where |X| is the cardinality of X. Here L∗ is the dual lattice to L,
[4, Section 3], so we have one vertex (of L∗) for each plaquette of L, an edge (of L∗) connecting a pair
of vertices any time two triangles (in L) share an edge, and őnally each vertex of L gives a plaquette
of L∗. (We will go back to dual cell decompositions later, in ğ4.4.4.)

Indeed, the Hilbert space for the (1, G,X, 1)-model, with G = {1G}, is isomorphic to the free vector
space on the set of labellings of the vertices of L∗ by elements of X. Vertex projectors and plaquette
projectors each are the identity. Each edge projector acts as the identity if the labels on the plaquettes
on each side of the edge coincide, and as zero otherwise. This is exactly the |X|-Potts model, in the
conventions of [37, ğ1.1.].

Note that the Hamiltonian for the (1, G,X, 1)-model does not depend on the group structure in X,
and only on the cardinality of the set X. However the edge operators do depend on the group operation
in X.

Remark 56. If X has only one element then the (1, G,X, 1)-model coincides with Kitaev’s quantum
double model [1] for G. The general case of the (1, G,X, 1)-model can be seen as a coupling between
the |X|-state Potts model and the Kitaev model for G.

4.2.2 Fully flat (G,X)-colourings of (Σ, L) and the ground-state of the (1, G,X, 1)-model

Definition 57. A (G,X)-colouring of (Σ, L) is called fully flat if:

• (Flatness on plaquettes) Given any plaquette P ∈ L2, holF∂P = 1G.

• (Flatness on edges) Given any edge t ∈ L1,

(holFP1,t)
−1 ▷ F2(P1) = (holFP2,t)

−1 ▷ F2(P2),

where P1 and P2 are the two plaquettes that have t as the common edge in their boundaries.

We let Φ(1,G,X,1)(Σ, L) denote the set of fully ŕat (G,X)-colourings of (Σ, L).

Lemma 58. The set Φ(1,G,X,1)(Σ, L) is invariant under vertex operators V g
v . Moreover, we have an

action of GL
0

on the set of fully flat (G,X)-colourings, where (gv)v∈L0 ∈ GL0 , acts as
∏

v∈L0 V
gv
v .

Proof. An easy calculation proves that indeed Φ(1,G,X,1)(Σ, L) is invariant under all vertex operators.
The second statement follows from the fact that vertex operators V g

v and V h
w commute for any two

distinct vertices v, w ∈ L0.

It is clear that the subspace of the total state space of the (1, G,X, 1)-model on (Σ, L) of vectors
that are invariant under all plaquette projectors and edge projectors is isomorphic to the free vector
space on Φ(1,G,X,1)(Σ, L). Moreover, the ground-state space of the (1, G,X, 1)-model is the subspace

of GL
0
-invariant vectors in the free vector space on ΦG,X(Σ, L). Therefore:

Lemma 59. The ground-state space of the (1, G,X, 1)-model on (Σ, L) is canonically isomorphic to
the free vector space on Φ(1,G,X,1)(Σ, L)/G

L0
.
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Since G acts on the underlying set of X, we can deőne the action groupoid, X//G. Objects of X//G
are elements x ∈ G. The set of morphisms x → y is given by the set of all pairs (x, g) ∈ X ×G such
that g−1 ▷ x = y. The composition of the morphisms,

(x
(x,g)
−−−→ g−1 ▷ x) and (g−1 ▷ x

(g−1▷x,h)
−−−−−−→ (gh)−1 ▷ x),

is

(x
(x,gh)
−−−−→ (gh)−1 ▷ x).

(We shall use several other examples of action groupoids, Z//H, below, for a group H acting on a set
Z, which will follow the conventions just stated. The set of objects of Z//H is Z, the set of morphisms
is Z ×H, and source and target maps, and composition are as above.)

Given a triangulation L of Σ, we put Σ0
L for the set of vertices of L, and Σ1

L for the subspace of Σ
made out of the union of 0- and 1-simplices of L. So ΣiL is the i-skeleton of the CW-decomposition
given by L; see e.g. [7, Deőnition 16].

Lemma 60. There is a one-to-one correspondence between fully flat (G,X)-colourings, F , of (Σ, L)
and groupoid functors

fF : π1(Σ,Σ
0
L) → X//G.

This means that we have a one-to-one correspondence between fully flat (G,X)-colourings F = (F1,F2)
of (Σ, L) and pairs of maps F0 : L

0 → X and F1 : L
1 → G (F1 does not change), such that:

• flatness around plaquettes: given any plaquette P ∈ L2, holF∂P = 1G,

• given any edge t ∈ L1, with starting vertex v and target vertex w: F0(w) = F1(t)
−1 ▷ F0(v).

Proof. Cf. [7, ğ2.5 & ğ5.1.6]. The fundamental groupoid π1(Σ,Σ0
L) is the quotient of the free groupoid

on the graph (L0, L1) consisting of the vertices and edges of L, with a relation at each plaquette
P ∈ L2. That relation says that the composition of the elements of π1(Σ,Σ0

L) assigned to the edges in
the boundary P , when going around P from the base-point vP to vP again is the identity; see [33], as
explained in [7, ğ2.5]. Therefore F1 gives a functor π1(Σ,Σ0

L) → {∗}//G ∼= G. To lift it to a functor
π1(Σ,Σ

0
L) → X//G we start by giving the value of the latter on vertices.

Let (F1,F2) be a fully ŕat (G,X)-colouring. Then if P is a plaquette, its base-point vP can be
assigned the element R(P, vp) := F2(P ) ∈ X. We can extend this to the other vertices of P using the
rule R(P, v′) = F1(t)

−1 ▷ R(P, v), whenever t is an edge in the boundary of P , connecting v to v′, and
oriented from v to v′. (If t is oriented from v′ to v we put instead R(P, v′) = F1(t) ▷ R(P, v).) Given
the ŕatness condition of F1 around plaquettes, this gives a well-deőned map v′ 7→ R(P, v′) from the
set of vertices in the boundary of P to X.

Now let us see that R(P, v) depends only on v and not on the plaquette P that v belongs to. If v is
a vertex, and v belongs to P and P ′, and there is an edge t incident to v, separating P and P ′, then
the ŕatness condition of F on the edge t implies that R(P, v) = R(P ′, v). This can easily be used to
show that all plaquettes Q containing v give the same R(Q, v).

So given v ∈ L0 we can put F0(v) := R(P, v), where P is any plaquette containing v.
The rest of the statements follow straightforwardly.

Lemma 61. Under the correspondence of Lemma 60, we have a one-to-one correspondence between
orbits of GL

0
in ΦG,X(Σ, L) and equivalence classes of groupoid functors fF : π1(Σ,Σ

0
L) → X//G,

considered up to natural transformations.

Proof. Cf. [7, ğ4.3.1]. These calculations only require checking compatibility between the languages of
functors and natural transformations and that of vertex operators.

Given a groupoid Γ, we let BΓ be its classifying space [49]. Classifying spaces of groupoids are
particular cases of classifying spaces of crossed complexes, as deőned in [32, 33, 34].

Cf. [7, ğ5.2]. We will now use [32, Theorem A] (see also [33, Theorem 7.16] and [25, ğ11.4.iii]).
This theorem gives a canonical identiőcation between the set of groupoid functors π1(Σ,Σ0

L) → X//G,
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considered up to natural transformation1, and homotopy classes of maps Σ → BX//G, for any triangu-
lation L of Σ. This permits us to see that the ground-state space of the (1, G,X, 1)-model is canonically
independent of the chosen triangulation L of Σ.

Theorem 62. Consider a pair of finite groups G and X, with G acting on X by automorphisms. Let Σ
be an oriented surface with a triangulation L, with a total order on the set of vertices, and consider the
adequate cell decomposition in Lemma 26. There is a canonical isomorphism between the ground-state
space of the Hopf-algebraic higher Kitaev model for (1, G,X, 1) and the free vector space on the set of
homotopy classes of maps from Σ to BX//G, the classifying space of the groupoid X//G. In particular
the ground-state space of the model is canonically independent of the triangulation L of Σ.

Proof. This follows directly by applying Brown-Higgins classiőcation theorem [32, Theorem A][25,
Theorem 11.4.19]. For explanation see [7, ğ5.2], [34] and [14, ğ8.2].

4.2.3 Relation with Quinn’s finite total homotopy TQFT

Let m be a non-negative integer. A space X is called an m-type [34, 48], if πi(X,x) = 0 whenever
i > m, for all possible choices of base-point x ∈ X. A space is called homotopy finite [13, 14, 50] if
it is an m-type, for some m, and furthermore it has only a őnite number of path-components and all
of their homotopy groups are őnite. Classifying spaces of groupoids Γ are homotopy 1-types, whose
fundamental group at each point is isomorphic to a corresponding hom-group homΓ(a, a) in Γ, where
a is an object of Γ. Consequently, classifying spaces of őnite groupoids are homotopy őnite spaces.

Quinn constructed in [13] what he called the finite total homotopy TQFT, QB; see also [14, Section
4] for a more recent account. It is a (n + 1)-TQFT deőned for all spatial dimensions n; in particular
it gives a (2 + 1)-dimensional TQFT. Quinn’s őnite total homotopy TQFT, QB, depends on a (őxed)
homotopy őnite space B, called the base space. Explicitly, the (n + 1)-TQFT QB sends a closed n-
manifold M to the free vector space on the set of homotopy classes of maps M → B. The linear maps
assigned to cobordisms W : M → N between manifolds are derived from the homotopy order, called in
[50, 51, 14] homotopy cardinality, of certain spaces of functions W → B.

We hence have:

Theorem 63 (Relation with Quinn’s őnite total homotopy TQFT). There exists a (2+1)-dimensional
TQFT whose state spaces are canonically isomorphic to the ground-state spaces of the Hopf-algebraic
higher Kitaev model for (1, G,X, 1). Namely consider Quinn’s finite total homotopy TQFT QB [13, 14]
with base space B = BX//G. This TQFT sends each surface Σ to the free vector space on the set of
homotopy classes of maps Σ → BX//G.

Proof. This follows directly from Theorem 62 and the construction of Quinn’s őnite total homotopy
TQFT QB.

Note that the őnite total homotopy TQFT QB is for B = BX//G constructed as the Dijkgraaf-Witten
TQFT, with trivial cocyle [11], except using a groupoid, in this case X//G, rather than a group. This
follows from the discussion in [34]. More details can be found in [14, ğ8.2 and ğ8.4.1], in the more
general languages of crossed complexes and of extended TQFTs.

4.3 The ground-state space of the (E,G,X, 1)-model

The results in Subsubsection 4.2.2 extend to the (E,G,X, 1)-model. So consider a crossed module of

groups (E
∂
−→ G, ▷), and another group X on which G acts by automorphisms, such that im(∂) ⊆ G

acts trivially on X. We will use the language of crossed modules of groupoids [33][35][7, ğ2.1], and in
particular the fundamental crossed module Π2(Σ,Σ

1
L,Σ

0
L) of a surface Σ, with a CW-decomposition

[33]. Here Σ is given the CW-decomposition arising from a triangulation L.
Consider the trivial action ▷ of E on X, so if x ∈ X and e ∈ E, then e ▷ x = x = ∂(e) ▷ x.

Therefore, the action groupoid X//E is totally disconnected (i.e. there are no morphisms between

1In the case of functors between groupoids, crossed complex homotopies (the language of [32]) boil down to natural
transformations between groupoid functors.
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different objects), and we have a groupoid functor f : X//E → X//G, which is the identity on objects,
and sends the morphism (x, e) to (x, ∂(e)). We have a groupoid action of X//G on X//E such that

(x
(x,g)
−−−→ g−1 ▷ x) ▷ (g−1 ▷ x

(x,e)
−−−→ g−1 ▷ x) = (x

(x,g▷e)
−−−−→ x).

This gives a crossed module of groupoids denoted by G(G,E,X). The same type of argument as in
Subsubsection 4.2.2, combined with the construction in the last section in [7] gives:

Theorem 64. Let (Σ, L) be an oriented surface with a triangulation, with a total order on the set of
vertices, with the adequate cell decomposition of Lemma 26.

There exists a canonical isomorphism between the ground-state space of the (E,G,X, 1)-model and the
free vector space on the set of homotopy classes of crossed module maps Π(Σ,Σ1

L,Σ
0
L) → G(G,E,X),

as defined in [35, 32][7, §4.3.1]. In particular, there is a canonical isomorphism between the ground-
state space of the (E,G,X, 1)-model and the free vector space on the set of homotopy classes of maps
Σ → BG(G,E,X), the classifying space [32, 33] of G(G,E,X).

Proof. On the combinatorial side, the proof of the statements follows the same pattern as in the
(1, G,X, 1)-case. The fact that ∂(E) ⊆ G acts trivially in X plays a key role. The őnal statement
follows (directly) from [32, Theorem A][25, Theorem 11.4.19], as explained in [7, ğ5.2].

Remark 65. Cf. Theorem 63, including the preliminary discussion in Subsubsection 4.2.3. Classifying
spaces of crossed modules of groupoids are homotopy 2-types [32, 33, 34]. If the crossed modules
are őnite then their classifying spaces have only a őnite number of path-components, each of which
with őnite fundamental and second homotopy groups for all choices of a based point. And hence
they are homotopy őnite spaces. In particular, Quinn’s őnite total homotopy TQFT QB, with base
space B = BG(G,E,X), again gives a TQFT whose state spaces are the ground-state spaces of the
(E,G,X, 1)-model.

4.4 The (1, 1, X, Y )-model and its relation to Quinn’s finite total homotopy TQFT

Let f : Y → X be a group homomorphism, where X and Y are őnite. We consider the Hopf crossed
module deőned in Subsection 2.7 for the case when G and E are both the trivial group. We thus obtain

a crossed module of Hopf algebras (FC(X)
f∗
−→ FC(Y ), ▷), where the action of FC(Y ) on FC(X) is the

trivial one, namely:
ψ ▷ η = ε(ψ)η = ψ(1Y )η.

We will use the Haar integrals in FC(X), FC(Y ) and FC(Y )∗ ∼= CY , as in Examples 8 and 9.
Let Σ be an oriented surface (with no boundary). We continue to work with adequate cell decom-

positions arising from triangulations of L, with a total order on the set of vertices, as in Lemma 26.
First, as a vector space, the total state space HL as deőned in Section 3 is here:

HL = FC(Y )⊗L
1
⊗ FC(X)⊗L

2 ∼= spanC(Y
L1

×XL2
).

As in Subsection 4.2, it is convenient to reformulate the total state space in terms of (Y,X)-colourings
R = (R1,R2) of (Σ, L), pairs of maps R2 : L

2 → X and R1 : L
1 → Y , see Deőnition 54. Clearly HL

is isomorphic to the free vector space on the set of (Y,X)-colourings of (Σ, L).
If P is a plaquette, with vertices aP < bP < cP , recall we put as base point vP = aP . Put

d0(P ) = (bP , cP ), d1(P ) = (aP , cP ) and d2(P ) = (aP , bP ).

4.4.1 Plaquette operators

Let z ∈ Y⊂ FC(Y )∗ = CY . Let P ∈ L2. We will now determine the plaquette operator F zP , in the
(1, 1, X, Y ) case, according to the general deőnition of plaquette operators in Deőnition 38.

Suppose that the orientation on P induced by the order of the vertices is opposite to the orientation
induced by Σ. The plaquette operator F zP is such that the colours on the plaquette P and its edges
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transform as:

bP
yd0(P )

��
x

aP

yd2(P )

EE

yd1(P )

// cP

F z
P (R)
−→

∑

p′p=yd2(P )

q′q=yd0(P )

r′r=y−1
d1(P )

s′s=x

δ(p, q) δ(p, r−1) δ(f(p), (s′)−1) δ(z, p) δ(f(z), (s′)−1)

bP

q′

��
s

aP

p′
EE

(r′)−1
// cP

=

bP

yd0(P )z
−1

��

f(z)x

aP

yd2(P )z
−1

CC

zyd1(P )

// cP .

Outside of P the colourings on simplices do not change.
If the orientation on P induced by the total order of the vertices of the triangle is the same as the

orientation induced by that of Σ, the plaquette operator F zP is:

bP
yd0(P )

��
x

aP

yd2(P )

EE

yd1(P )

// cP

F z
P (R)
−→

bP

zyd0(P )

��

f(z)x

aP

zyd2(P )

CC

yd1(P )z
−1

// cP .

4.4.2 Edge operators

Let t ∈ L1 be an oriented edge. Given ψ ∈ FC(X) = spanC{δx | x ∈ X}, let us determine the edge
operator Eψt , as in Deőnition 33. Let P and Q be the two plaquettes that have t as a common edge.
Given that the action of FC(Y ) on FC(X) is the trivial one, namely ψ ▷ η = ψ(1Y )η, the formula for
the edge operators Eψt in Deőnition 33 simpliőes enormously. In particular the edge operators Eψt are
independent of the base-points of the plaquettes P and Q, and only depend on the colouring of the
edge t. Let us explain the general formula for Eδwt if w ∈ X. In the őgures below, t is the middle edge
coloured by z ∈ Y . The other edges in the őgure can have arbitrary orientations. For w ∈ X, the edge
operator Eδwt is:

y

y′

x x′
y′′′

y′′

z

OO
Eδw

t7−→ δ(f(z)w−1x, x′)

y

y′

x x′
y′′′

y′′

z

OO

(Note that δ(f(z)w−1x, x′) = δ(xx′−1 f(z), w).) The edge projector Et = E
δ1X
t is hence:

y

y′

x x′
y′′′

y′′

z

OO
Et7−→ δ(f(z)x, x′)

y

y′

x x′
y′′′

y′′

z

OO

4.4.3 Vertex operators

We now unpack how the vertex operators deőned in the general case in Subsection 3.2 look like in the
case of the (1, 1, X, Y )-model. Let v ∈ L0, and choose a plaquette P that has v as a vertex. Given
ψ ∈ FC(Y ) = spanC{δz | z ∈ Y }, we determine the vertex operator V ψ

v,P . It suffices to consider the

case V δz
v,P , where z ∈ Y.

Let t1, . . . , tn be the edges of (Σ, L) incident to v, starting from the second (hence last) edge of P
incident to v, when going around v counterclockwise, and in counterclockwise order. We let θv,ti = −1
if the edge ti is pointing towards v and θv,ti = 1 if ti is pointing away from v. Let P1, . . . , Pk be the

36



plaquettes of (Σ, L), possibly none, that have v has a base-point. Fix a (Y,X)-colouring R. Then V δz
v,P

can only change the colours of edges t1, . . . , tn and the plaquettes P1, . . . , Pk. Let (y1, . . . , yn;x1, . . . xk)
be those colours. (It turns out that only the colours of the edges change under the vertex operators.)
Put:

∆(n+k)(z) =
∑

w1,...,wn+k∈Y
w1...wn+k=z

w1 ⊗ · · · ⊗ wn+k.

Noting that the action of FC(Y ) on FC(X) is the trivial one ψ ▷ ϕ = ψ(1Y )ϕ, it follows that:

(y1, . . . , yn;x1, . . . , xk)

V δz
v,P
7−→

∑

w1...wn+k=z

δ(w1, y
θv,t1
1 ) . . . δ(wn, y

θv,tn
n ) δ(wn+1, 1Y ) . . . δ(wn+k, 1Y ) (y1, . . . , yn;x1, . . . , xk)

=
∑

w1...wn+k=z

δ(w1, y
θv,t1
1 ) . . . δ(wn, y

θv,tn
n )(y1, . . . , yn;x1, . . . , xk)

= δ(y
θv,t1
1 . . . y

θv,tn
n , z) (y1, . . . , yn;x1, . . . , xk).

Hence given an (Y,X)-colouring R we have:

V δz
v,P (R) = δ

(

R1(t1)
θv,t1 . . .R1(tn)

θv,tn , z
)

R.

The vertex projector Vv = V
δ1Y
v,P takes the form:

Vv(R) = δ
(

R1(t1)
θv,t1 . . .R1(tn)

θv,tn , 1Y
)

R.

4.4.4 The (1, 1, X, Y )-model on the dual cell decomposition.

The explicit forms of the plaquette, edge and vertex operators in the (1, 1, X, Y )-model become very
transparent in the dual cell decomposition to (Σ, L). (This is essentially as in [3, Lemma 2.6], which
corresponds to the X = {1} case.) So consider the dual cell decomposition L∗ to L; see [4, Section 3].
We have a 0-cell P ∗ of L∗ for each 2-cell (plaquette) P of L, at its barycentre. We have an oriented
1-cell t∗ of L∗ for each oriented 1-cell (edge) t ∈ L1, oriented from the vertex of L∗ corresponding
to the plaquette on the right-hand side of t, towards the vertex corresponding to the plaquette on
the left-hand side of t. Finally we have a 2-cell v∗ of L∗ for each 0-cell (vertex) v of L. The local
conőguration is as in Figure 6.

Figure 6: The local picture of a triangulation L (in red) and its dual cell decomposition L∗ (in black,
and with thicker edges).

The total Hilbert space of the (1, 1, X, Y )-model is given by the free vector space on the set of all
(Y,X)-colourings of (Σ, L). Dually, such a colouring R = (R1 : L

1 → Y,R2 : L
2 → X) corresponds to

labellings R∗
1 : (L∗)1 → Y and R∗

0 : (L∗)0 → X. To R∗ = (R∗
0,R

∗
1) we call the dual colouring to R.

The total Hilbert space of the (1, 1, X, Y )-model will from now on be seen as the free vector space on
the set of those dual colourings R∗. We will graphically represent dual colourings as in Figure 7.
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v
P

t4

t2

t3

t1 = t

t5

x1

x2

x3

x4 x5

y1

y2

y3

y4

y5

y′P ∗

Q

Q∗
t∗1

Figure 7: A dual colouring R∗ to an (Y,X)-colouring R. The simplices of the original triangulation
have labels in red. Cells of the dual cell decomposition are labelled in blue. The labellings
given by the dual colouring R∗ are all in black. Hence y1, . . . , y5 ∈ Y and x1, . . . , x5 ∈ X.

Plaquette operators in the dual picture

Cf. ğ4.4.1. The plaquette operator F zP : HL → HL, for z ∈ Y , is such that for an edge t ∈ (L∗)1:

F zP (R
∗)1(t) =











z (R∗)1(t), if t ∈ (L∗)1 starts in P ∗,

(R∗)1(t) z
−1, if t ∈ (L∗)1 ends in P ∗,

(R∗)1(t), if t is not adjacent to P ∗;

(14)

and for a vertex w ∈ (L∗)0:

F zP (R
∗)0(w) =

{

f(z)F zP (R
∗)0(w), if w = P ∗,

F zP (R
∗)0(w), if w ̸= P ∗.

(15)

The graphical picture for the action of F gP on the dual colouring in Figure 7 is as in Figure 8.

v
P

t4

t2

t3

t1 = t

t5

x2

x3

x4 x5

g y1

y2

y3

y4

y5 g
−1

g y′

f(g)x1

P ∗

Q

Q∗
t∗1

Figure 8: The plaquette operator F gP in the dual colouring picture. The őgure shows the action on the
colouring in Figure 7.

The edge operators in the dual picture

Let t ∈ L1. Cf ğ4.4.2. The edge operator Eδxt , for x ∈ X, is such that, if Q is on the left-hand side of

t and P is on the right-hand side of t, so we have an edge P ∗ t∗
−→ Q∗ in the dual cell decomposition,

then:

Eδxt (R∗) =

{

R, if f
(

(R∗)1(t
∗)
)

x−1 (R∗)0(Q
∗) = (R∗)0(P

∗),

0, otherwise.

38



So the edge projector Et = E
δ1X
t is

Et(R
∗) =

{

R∗, if f
(

(R∗)1(t
∗)
)

(R∗)0(Q
∗) = (R∗)0(P

∗),

0, otherwise.
(16)

Looking at the dual colouring R∗ in Figure 7, the edge operators Eδxt1 (R) and Eδx′t2
(R) satisfy:

Eδxt1 (R
∗) =

{

R∗, if xf(y1)−1x1 = x2,

0, otherwise,
and E

δx′
t2

(R∗) =

{

R∗, if x′f(y2)−1x3 = x2,

0, otherwise.

So the edge projectors Et1 = E
δ1X
t1

and Et2 = Et2δ1X are:

Et1(R
∗) =

{

R∗, if f(y1)−1x1 = x2,

0, otherwise,
and Et2(R

∗) =

{

R∗, if f(y2)−1x3 = x2,

0, otherwise.

Remark 66. Later on in ğ4.4.5, we will consider the action groupoid X//Y of the action of Y on X
such that y▷x := f(y)x; conventions for action groupoids are as in ğ4.2.2. Note that the edge projector
on a dual edge coloured as x

y
−→ x′, where x, x′ ∈ X and y ∈ Y , hence chooses the conőgurations that

make x
(x,y)
−−−→ x′ an arrow in the action groupoid X//Y . This will play a key role in determining the

ground-state space of the (1, 1, X, Y )-model.

Vertex operators in the dual picture

Let R∗ = (R∗
0,R

∗
1) be a dual colouring. Let v ∈ L1 and P be an adjacent plaquette. We resume the

notation in ğ4.4.3. The choice of P equips the plaquette v∗ ∈ (L∗)2 of the dual cell decomposition with
a base-point P ∗ ∈ (L∗)0. Put:

holR
∗

∂(v∗) = R∗
1(t

∗
1)
θv,t1 . . .R∗

1(tn)
θv,tn .

Let w ∈ Y , the vertex operator V δw
v,P is such that:

V δw
v,P (R

∗) =

{

R∗, if holR
∗

∂(v∗) =R∗
1(t

∗
1)
θv,t1 . . .R∗

1(tn)
θv,1n = w,

0, otherwise.

So the vertex projector is Vv = V
δ1Y
v,P , is such that:

Vv(R
∗) =

{

R∗, if holR
∗

∂(v∗) = R∗
1(t

∗
1)
θv,t1 . . .R∗

1(tn)
θv,tn = 1Y ,

0, otherwise.
(17)

Cf. [3, ğ2.3] for the X = 1 case.

If R∗ locally looks like Figure 7, the vertex operator V δw
v,P and the vertex projector Vv = V

δ1Y
v,P are:

V δw
v,P (R

∗) =

{

R∗, if y1 y
−1
2 y3 y

−1
4 y5 = w,

0, otherwise,
and Vv(R

∗) =

{

R∗, if y1 y
−1
2 y3 y

−1
4 y5 = 1,

0, otherwise.

4.4.5 The ground-state space of the (1, 1, X, Y )-model and its relation with Quinn’s finite
total homotopy TQFT

As for the (E,G,X, 1) model, we can prove that the ground-state space of the (1, 1, X, Y )-model on a
surface Σ with a triangulation L is canonically isomorphic to the free vector space of homotopy classes
of maps from the surface Σ into a homotopy őnite space B = BX//Y . From this it follows that the
ground-state space is canonically independent of the triangulation L of Σ.

Cf. Remark 66. Consider the action groupoid ğ4.2.2 of the action of Y on X deőned as y▷x := f(y)x.
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Lemma 67. There is a canonical isomorphism between the ground-state space of the (1, 1, X, Y )-model
and the free vector space on the set of equivalence classes of groupoid functors π1(Σ,Σ

0
L∗) → X//Y ,

considered up to natural transformation.

Here the notation Σ0
L∗ means the set of vertices of L∗, i.e. Σ0

L∗ is the 0-skeleton of the underlying
CW-decomposition L∗ of Σ.

Proof. The result follows as in the proof of Lemma 60. First of all, the fundamental groupoid π1(Σ,Σ0
L∗)

is the free groupoid on the vertices and edges of the dual cell decomposition L∗, with one relation for
each vertex v ∈ L0 of L, i.e. plaquette v∗ ∈ (L∗)2 of the dual cell decomposition L∗; see [7, ğ2.5]. The
latter relation imposes that the composition of the arrows around v∗ is an identity, as in the formula
for the vertex projector in Equation (17).

Consider the subspace of the total Hilbert space HL obtained as:

(HL)0 :=
(

∏

t∈L1

Et
∏

v∈L0

Vv
)

(HL)

Given the explicit formula of the vertex and edge projectors of the (1, 1, X, Y )-model in the dual
picture, it follows that (HL)0 has a basis in one-to-one correspondence with the set of all groupoid
functors T : π1(Σ,Σ

0
L∗) → X//Y . (Remark 66 is used here.)

Each plaquette operator F gP : HL → HL restricts to a map F gP : (HL)0 → (HL)0. This can be seen
from Equations (14), (15) and (17). Given that plaquette operators F gP and F hQ, based at different
plaquettes P and Q commute, Lemma 43, we hence have a representation of

∏

P∈L2 Y on (HL)0 via
the obvious product action by plaquette operators.

The space (HL)0 is the free vector space on all functors T : π1(Σ,Σ
0
L∗) → X//Y . Each element of

∏

P∈L2 Y acts on a functor T : π1(Σ,Σ
0
L∗) → X//Y by inducing a natural transformation of functors.

This correspondence between actions by elements of Y L2
and natural transformations is easily seen

to be one-to-one. (Again this is just about checking compatibility between the languages of plaquette
operators and that of natural transformations between functors.)

Hence the ground-state space of the (1, 1, X, Y )-model, namely
(
∏

P∈L2 FP )((HL)0), is canonically
isomorphic to the free vector space on the set of all groupoid functors π1(Σ,Σ0

L∗) → X//Y , considered
up to natural transformations.

As in ğ4.2.2 and [7, ğ5.2], we now use [32, Theorem A] (see also [33, Theorem 7.16][25, ğ11.4.iii]) to
őnd a canonical identiőcation between the set of isomorphism classes of groupoid functors π1(Σ,Σ0

L∗) →
X//Y , considered up to natural transformation, and homotopy classes of maps Σ → BX//Y .

Theorem 68. Let (Σ, L) be a surface with a triangulation with a total order on the set of vertices. Let
f : X → Y be a map of finite groups. The ground state space of the (1, 1, X, Y )-model is canonically
isomorphic to the free vector space on the set of homotopy classes of maps Σ → BX//Y , where BX//Y
is the classifying space of the groupoid X//Y , and hence it is canonically triangulation independent.

In particular there is a (2+1)-dimensional TQFT, namely Quinn’s finite total homotopy TQFT
QBX//Y

, whose state space on a surface Σ is given by the ground-state space of the (1, 1, X, Y )-model
on (Σ, L).

Proof. Again the őrst statement follows from [32, Theorem A]. The second follows as in ğ4.2.3 from
the construction of Quinn’s őnite total homotopy TQFT [13] and [14, ğ4 and ğ8.2], considering the
space BX//Y . The latter is a 1-type, and moreover (as the groupoid X//Y is őnite) a homotopy őnite
space; see [32].

Remark 69. As we can see from Subsubsection 4.4.4, in the dual lattice decomposition to (Σ, L), the
(1, 1, X, Y )-model reduces to the Kitaev model based on Y if X = {1}, [3, Lemma 2.6]. In the general
case the (1, 1, X, Y )-model gives a groupoid version of the Kitaev model based on the groupoid X//Y .
We have additional edge operators, that do not exist in the original Kitaev model, that impose an
energy penalty on conőgurations outside X//Y ; see Remark 66. The case when Y = {1} is just Potts
model on |X| (see [36][37, ğ1.1]), considering again the dual lattice.
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5 Appendix (full calculations)

5.1 Proof of Proposition 20: a class of examples of Hopf crossed modules

Proof. (Of Proposition 20)
FC(Y ) is a CG-module algebra and coalgebra.

We check the module algebra conditions, where φ, ψ ∈ FC(Y ), and g ∈ G:

(g ▷ (φψ))(y) = (φψ)(g−1 ▷ y) = φ(g−1 ▷ y)ψ(g−1 ▷ y) = (g ▷ φ)(y) (g ▷ ψ)(y)

=
(

(g ▷ φ) (g ▷ ψ)
)

(y),

and
(g ▷ 1FC(Y ))(y) = 1FC(Y )(g

−1 ▷ y) = 1 = ε(g)1FC(Y )(y).

We check the module coalgebra conditions, where y, z ∈ Y :

(∆(g ▷ φ))(y, z) = (g ▷ φ)(yz) = φ(g−1 ▷ (yz)) = φ((g−1 ▷ y)(g−1 ▷ z)) = ∆(φ)(g−1 ▷ y, g−1 ▷ z)

=
(

(g ⊗ g) ▷∆(φ)
)

(y, z),

and ε(g ▷ φ) = (g ▷ φ)(1) = φ(g−1 ▷ 1) = φ(1) = ε(φ).
Let us further explicitly verify the CG-linearity of the antipode:

(g ▷ S(φ))(y) = φ((g−1 ▷ y)−1) = φ(g−1 ▷ y−1) = S(g ▷ φ)(y).

Note that this also follows from Lemma 17, together with the fact that CG is cocommutative.

Since CG is cocommutative (and hence the Yetter-Drinfeld condition (6) automatically holds), we
can thus form the crossed product FC(Y ) ⋊ CG, see Deőnition 16, which is a Hopf algebra with
underlying vector space FC(Y )⊗ CG, and the following multiplication and comultiplication:

(φ⊗ g) · (ψ ⊗ h) := φ(g ▷ ψ)⊗ gh,

∆(φ⊗ g) := (φ(1) ⊗ g)⊗ (φ(2) ⊗ g).

Next, consider the tensor product Hopf algebra FC(X)⊗ CE.

FC(X)⊗ CE is a (FC(Y )⋊CG)-module algebra and coalgebra.
For φ⊗ g ∈ FC(Y )⊗ CG, ξ ⊗ e ∈ FC(X)⊗ CE, recall

(φ⊗ g) ▷ (ξ ⊗ e) = φ(1)(g ▷ ξ)⊗ (g ▷ e),

where (g ▷ ξ)(x) := ξ(g−1 ▷ x) for x ∈ X. This is indeed an (FC(Y )⋊CG)-action, because:

(φ⊗ g) ▷
(

(ψ ⊗ h) ▷ (ξ ⊗ e)
)

= (φ⊗ g) ▷ (ψ(1)(h ▷ ψ)⊗ (h ▷ e))

= φ(1)ψ(1)(g ▷ (h ▷ ξ))⊗ (g ▷ (h ▷ e))

= φ(1)ψ(g−1 ▷ 1)(g ▷ (h ▷ ξ))⊗ (g ▷ (h ▷ e))

= (φ(g ▷ ψ)⊗ gh) ▷ (ξ ⊗ e)

=
(

(φ⊗ g) ·⋊ (ψ ⊗ h)
)

▷ (ξ ⊗ e).

Now we check the module algebra conditions, where φ⊗g ∈ FC(Y )⊗CG and ξ⊗e, ζ⊗d ∈ FC(X)⊗CE:

(φ⊗ g) ▷
(

(ξ ⊗ e)(ζ ⊗ d)
)

= (φ⊗ g) ▷ (ξζ ⊗ ed)

= φ(1)(g ▷ (ξζ))⊗ g ▷ (ed)

= φ(1)(g ▷ ξ)(g ▷ ζ)⊗ (g ▷ e)(g ▷ d)

= φ(1)
(

(g ▷ ξ)⊗ (g ▷ e)
)(

(g ▷ ζ)⊗ (g ▷ d)
)

=
(

φ(1)(1)(g ▷ ξ)⊗ (g ▷ e)
)(

φ(2)(1)(g ▷ ζ)⊗ (g ▷ d)
)

=
(

(φ(1) ⊗ g) ▷ (ξ ⊗ e)
)(

(φ(2) ⊗ g) ▷ (ζ ⊗ d)
)

,
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and:

(φ⊗ g) ▷ (1FC(X) ⊗ 1E) = φ(1)(g ▷ 1FC(X))⊗ (g ▷ 1E) = φ(1)(1FC(X) ⊗ 1E) = ε(φ⊗ g)1FC(X) ⊗ 1E .

Next we check the module coalgebra conditions, where φ⊗g ∈ FC(Y )⊗CG and ξ⊗e ∈ FC(X)⊗CE:

∆((φ⊗ g) ▷ (ξ ⊗ e)) = ∆(φ(1)(g ▷ ξ)⊗ (g ▷ e))

= φ(1)((g ▷ ξ)(1) ⊗ (g ▷ e))⊗ ((g ▷ ξ)(2) ⊗ (g ▷ e))

= φ(1)((g ▷ ξ(1))⊗ (g ▷ e))⊗ ((g ▷ ξ(2))⊗ (g ▷ e))

= φ(1)(1)((g ▷ ξ(1))⊗ (g ▷ e))⊗ φ(2)(1)((g ▷ ξ(2))⊗ (g ▷ e))

= ((φ(1) ⊗ g)⊗ (φ(2) ⊗ g)) ▷∆(ξ ⊗ e)

and
ε((φ⊗ g) ▷ (ξ ⊗ e)) = φ(1)ξ(g−1 ▷ 1)ε(g ▷ e) = φ(1)ξ(1) = ε(φ⊗ g)ε(ξ ⊗ e).

FC(X)⊗ CE satisőes the Yetter-Drinfeld condition i.e. (6).
For this we have to check that

(φ(1) ⊗ g)⊗ (φ(2) ⊗ g) ▷ (ξ ⊗ e) = (φ(2) ⊗ g)⊗ (φ(1) ⊗ g) ▷ (ξ ⊗ e)

holds for φ ⊗ g ∈ FC(Y ) ⊗ CG and ξ ⊗ e ∈ FC(X) ⊗ CE. Indeed, it is easy to see that both sides of
the equation are equal to (φ⊗ g)⊗ (g ▷ ξ ⊗ g ▷ e).

There is a Hopf algebra morphism ∂ : FC(X)⊗ CE → FC(Y )⋊CG, where

∂ : FC(X)⊗ CE −→ FC(Y )⋊CG,

ξ ⊗ e 7−→ f∗ξ ⊗ ∂(e).

Let us check the above is a morphism of algebras. We have:

∂
(

(ξ ⊗ e)(ζ ⊗ d)
)

= ∂(ξζ ⊗ ed) = f∗(ξζ)⊗ ∂(ed) = (f∗ξ)(f∗ζ)⊗ ∂(e)∂(d)

= (f∗ξ ⊗ ∂(e)
)(

f∗ζ ⊗ ∂(d)
)

= ∂(ξ ⊗ e) ∂(ζ ⊗ d),

where, in the penultimate step, we used the fact that ∂(E) acts trivially on X. Also

∂(1FC(X) ⊗ 1E) = f∗(1FC(X))⊗ ∂(1E) = 1FC(Y ) ⊗ 1E .

Next we check that ∂ is a morphism of coalgebras:

∆(∂(ξ ⊗ e)) = ((f∗ξ)(1) ⊗ ∂(e))⊗ ((f∗ξ)(2) ⊗ ∂(e)) = ((ξ ◦ f)(1) ⊗ ∂(e))⊗ ((ξ ◦ f)(2) ⊗ ∂(e))

f group hom.
= ((ξ(1) ◦ f)⊗ ∂(e))⊗ ((ξ(2) ◦ f)⊗ ∂(e)) = ∂(ξ(1) ⊗ e)⊗ ∂(ξ(2) ⊗ e)

and
ε(∂(ξ ⊗ e)) = ξ(f(1Y ))ε(∂(e)) = ξ(1X)ε(e) = ε(ξ ⊗ e).

∂ : FC(X)⊗ CE −→ FC(Y )⋊CG satisőes the Peiffer conditions.
We check the őrst Peiffer condition. On the one hand we have, for y ∈ Y ,

∂((φ⊗ g) ▷ (ξ ⊗ e))(y) = φ(1)∂(g ▷ ξ)⊗ g ▷ e)(y)

= φ(1)ξ(g−1 ▷ f(y))∂(g ▷ e)

= φ(1)ξ(f(g−1 ▷ y))∂(g ▷ e).

On the other hand we have

(

(φ(1) ⊗ g)∂(ξ ⊗ e)S(φ(2) ⊗ g)
)

(y) = ((φ(1) ⊗ g)(f∗ξ ⊗ ∂(e))(1⊗ g−1)(S(φ(2))⊗ 1))(y)
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= ((φ(1)(g ▷ f
∗ξ)⊗ g∂(e))(1⊗ g−1)(S(φ(2))⊗ 1))(y)

= ((φ(1)(g ▷ f
∗ξ)⊗ g∂(e)g−1)(S(φ(2))⊗ 1))(y)

= ((φ(1)(g ▷ f
∗ξ)⊗ ∂(g ▷ e))(S(φ(2))⊗ 1))(y)

= (φ(1)(g ▷ f
∗ξ)(∂(g ▷ e) ▷ S(φ(2)))⊗ ∂(g ▷ e))(y)

= φ(1)(y) ξ(f(g
−1 ▷ y))φ(2)((∂(g ▷ e)

−1 ▷ y)−1)∂(g ▷ e)

(∗)
= φ(1)(y) ξ(f(g

−1 ▷ y))φ(2)(y
−1)∂(g ▷ e)

= φ(1)ξ(f(g−1 ▷ y))∂(g ▷ e),

where in (∗) we use the assumption that im(∂) acts trivially on Y . In fact, this is the only place where
this condition is used.

It is only left to check the second Peiffer condition: On the one hand we have, for x ∈ X,
(

∂(ξ ⊗ e) ▷ (ζ ⊗ d)
)

(x) =
(

(f∗ξ ⊗ ∂(e)) ▷ (ζ ⊗ d)
)

(x)

= ξ(f(1))
(

∂(e) ▷ ζ ⊗ ∂(e) ▷ d
)

(x)

= ξ(1)ζ(∂(e)−1 ▷ x)∂(e) ▷ d

(∗)
= ξ(1)ζ(x)∂(e) ▷ d,

where in (∗) we use the assumption that im(∂) acts trivially on X. On the other hand we have
(

(ξ(1) ⊗ e)(ζ ⊗ d)S(ξ(2) ⊗ e)
)

(x) =
(

(ξ(1) ⊗ e)(ζ ⊗ d)(1⊗ e−1)(S(ξ(2))⊗ 1)
)

(x)

= (ξ(1)ζS(ξ(2)))(x)ede
−1

= (ξ(1)ζS(ξ(2)))(x)∂(e) ▷ d

= ξ(xx−1)ζ(x)∂(e) ▷ d

= ξ(1)ζ(x)∂(e) ▷ d.

5.2 Commutativity of edge orientation reversals and base-point shifts with

vertex, edge and plaquette operators: some calculations

In this subsection, we sketch the rest of the proof of Proposition 48.
Until the end of this paper, őx a compact oriented surface Σ, with a cell decomposition L, as in

Deőnition 22, and a crossed module of Hopf algebras (A
∂
−→ H, ▷).

5.2.1 Base-point shifts commute with vertex operators

Lemma 70. Let P ∈ L2 be any plaquette and let v ∈ L0 be any vertex with adjacent plaquette
Q. Denote by (V ′)hv,Q for any h ∈ H the vertex operator for the vertex v with respect to the cell
decomposition L′, obtained from the given one L by shifting the base-point of P once in counterclockwise
direction around P . Then:

(V ′)hv,Q ◦ T+
P = T+

P ◦ V h
v,Q, for all h ∈ H.

The analogous result holds for negative base-point shifts.

Proof. (Sketch.) First note that this clearly holds when v is not in the boundary of P , because then
(V ′)hv,Q = V h

v,Q, and V h
v,Q and T+

P have disjoint support. So suppose that v is in the boundary of P .

Let us prove only that (V ′)hv,Q◦T
±
P = T±

P ◦V h
v,Q for the conőguration in Figure 9. This is representative

of the type of calculations required, and addresses all possible orientations of the edge along which we
shift the base-point.

To prove that (V ′)hv,Q ◦ T+
P = T+

P ◦ V h
v,Q, we have, applying T+

P after applying the vertex operator:

v1 ⊗ v2 ⊗ v3 ⊗ v4 ⊗X1 ⊗X2
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v

v = vP1
v = vP2

P2 = P P1

Q
e4e1

e2 e3

Figure 9: Example case that vertex operators commute with base-point shifts: (V ′)hv,Q◦T
+
P = T+

P ◦V h
v,Q

and (V ′)hv,Q ◦ T−
P = T−

P ◦ V h
v,Q. The plaquettes P1 and P = P2 are based at v.

V h
v,Q
7−→ h(1)v1 ⊗ v2S

(

h(2)
)

⊗ h(3)v3 ⊗ h(4)v4 ⊗ h(5) ▷ X1 ⊗ h(6) ▷ X2

T+
P7−→ (h(1)v1)(1) ⊗ v2S

(

h(2)
)

⊗ h(3)v3 ⊗ h(4)v4 ⊗ h(5) ▷ X1 ⊗ S
(

(h(1)v1)(2)
)

h(6) ▷ X2

coassoc.
= h(1)(v1)(1) ⊗ v2S

(

h(3)
)

⊗ h(4)v3 ⊗ h(5)v4 ⊗ h(6) ▷ X1 ⊗ S
(

h(2)(v1)(2)
)

h(7) ▷ X2

= h(1)(v1)(1) ⊗ v2S
(

h(3)
)

⊗ h(4)v3 ⊗ h(5)v4 ⊗ h(6) ▷ X1 ⊗ S
(

(v1)(2)
)

S
(

h(2)
)

h(7) ▷ X2

Lemma 14
= h(1)(v1)(1) ⊗ v2S

(

h(4)
)

⊗ h(5)v3 ⊗ h(6)v4 ⊗ h(7) ▷ X1 ⊗ S
(

(v1)(2)
)

S
(

h(2)
)

h(3) ▷ X2

= h(1)(v1)(1) ⊗ v2S
(

h(2)
)

⊗ h(3)v3 ⊗ h(4)v4 ⊗ h(5) ▷ X1 ⊗ S
(

(v1)(2)
)

▷ X2.

On the other hand, applying the base-point shift before applying the vertex operator:

v1 ⊗ v2 ⊗ v3 ⊗ v4 ⊗X1 ⊗X2
T+
P7−→ (v1)(1) ⊗ v2 ⊗ v3 ⊗ v4 ⊗X1 ⊗ S

(

(v2)(2)
)

▷ X2

(V ′)hv,Q
7−→ h(1)(v1)(1) ⊗ v2S

(

h(2)
)

⊗ h(3)v3 ⊗ h(4)v4 ⊗ h(5)X1 ⊗ S
(

(v1)(2)
)

▷ X2.

Note that the same argument would work if we had chosen a different plaquette Q to give us the
convention for the vertex operator: this only affects which edge we consider to be our initial edge, e1,
and we would still be able to apply Lemma 14.

For (V ′)hv,Q ◦ T−
P = T−

P ◦ V h
v,Q, applying T−

P after applying the vertex operator, we get

v1 ⊗ v2 ⊗ v3 ⊗ v4 ⊗X1 ⊗X2

V h
v,Q
7−→ h(1)v1 ⊗ v2S

(

h(2)
)

⊗ h(3)v3 ⊗ h(4)v4 ⊗ h(5) ▷ X1 ⊗ h(6) ▷ X2

T−

P7−→ h(1)v1 ⊗
(

v2S
(

h(2)
))

(1)
⊗ h(3)v3 ⊗ h(4)v4 ⊗ h(5) ▷ X1 ⊗

(

v2S
(

h(2)
))

(2)
(h)(6) ▷ X2

= h(1)v1 ⊗ (v2)(1)S
(

h(3)
)

⊗ h(4)v3 ⊗ h(5)v4 ⊗ h(6) ▷ X1 ⊗ (v2)(2)S
(

h(2)
)

h(6) ▷ X2

Lemma 14
= h(1)v1 ⊗ (v2)(1)S

(

h(4)
)

⊗ h(5)v3 ⊗ h(6)v4 ⊗ h(7) ▷ X1 ⊗ (v2)(2)S
(

h(2)
)

h(3) ▷ X2

7→ h(1)v1 ⊗ (v2)(1)S
(

h(2)
)

⊗ h(3)v3 ⊗ h(4)v4 ⊗ h(5) ▷ X1 ⊗ (v2)(2) ▷ X2.

This exactly what we get if we apply őrst the negative base-point shift, and then the vertex operator.
Again, the argument would still work if we have chosen a different plaquette Q to give us the convention
for the vertex operator. This choice only affects which edge we consider to be our initial edge, e1.

5.2.2 Commutation relations between edge operators and base-point shift operators

We show now that base-point shifts commute with edge operators if the edge is not the one along
which we shift the base-point.

Lemma 71. Let e ∈ L1 be an edge and let P ∈ L2 be a plaquette adjacent to the edge e. We further
require that the base-point of P is not equal to the starting vertex of e if e is oriented counterclockwise
around P , and not equal to the target vertex of e if e is oriented clockwise around P . Then

T+
P ◦ Eae = E′a

e ◦ T
+
P for all a ∈ A,
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where E′a
e denotes the edge operator of the edge e for the cell decomposition L′ obtained from the given

one L by shifting the base-point of P once in counterclockwise direction. The analogous result holds for
negative base-point shifts.

Proof. We assume for the proof that P is the plaquette on the left of the edge e (with respect to the
orientations of e and of the underlying surface Σ), so that e is oriented in counterclockwise direction
around P . So the conőguration is analogous to that in Figure 3. The calculations for the case that e
is oriented clockwise with respect to P can be done analogously.

Let us consider the edge operator Eae , a ∈ A, for the edge e and the base-point shift operator T+
P

for the plaquette P . The condition that the base-point of P and the starting vertex of e differ is just
to say that we shift the base-point along an edge different from the edge e.

Denote by (e1, . . . , eℓ) the (non-empty) set of edges in the boundary of P connecting the base-point
with the starting vertex of e in counterclockwise order. By applying edge orientation reversals where
necessary, since these commute with the plaquette operator and base-point shifts arising here (by
Proposition 48), we may assume that the edges (e1, . . . , eℓ) are oriented counterclockwise. Similarly,
let Q ∈ L2 be the plaquette on the right of e, and let (d1, . . . , dr) be as in Deőnition 33. Using edge
orientation reversals, we may assume that any edge in (d1, . . . , dr) is oriented clockwise around Q.

Using Deőnition 33 for the edge operator we calculate:

(T+
P ◦ Eae )(ve1 ⊗ ve2 ⊗ · · · ⊗ veℓ ⊗ ve ⊗ vd1 ⊗ · · · ⊗ vdr ⊗XP ⊗XQ)

= T+
P

(

(ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (veℓ)(1) ⊗ ∂a(3)ve ⊗ (vd1)(2) ⊗ · · · ⊗ (vdr)(2)

⊗
(

(ve1)(2)(ve2)(2) · · · (veℓ)(2) ▷ a(1)
)

XP ⊗XQ

(

(vd1)(1) · · · (vdr)(1) ▷ S(a(2))
)

)

= (ve1)(1,1) ⊗ (ve2)(1) ⊗ · · · ⊗ (veℓ)(1) ⊗ ∂a(3)ve ⊗ (vd1)(2) ⊗ · · · ⊗ (vdr)(2)

⊗ S
(

(ve1)(1,2)
)

▷
(

(

(ve1)(2)(ve2)(2) · · · (veℓ)(2) ▷ a(1)
)

XP

)

⊗XQ

(

(vd1)(1) · · · (vdr)(1) ▷ S(a(2))
)

A mod. alg.
= (ve1)(1,1) ⊗ (ve2)(1) ⊗ · · · ⊗ (veℓ)(1) ⊗ ∂a(3)ve ⊗ (vd1)(2) ⊗ · · · ⊗ (vdr)(2)

⊗ S
(

(ve1)(1,2)
)

(1)
▷
(

(

(ve1)(2)(ve2)(2) · · · (veℓ)(2) ▷ a(1)
)

)

S
(

(ve1)(1,2)
)

(2)
▷ XP

⊗XQ

(

(vd1)(1) · · · (vdr)(1) ▷ S(a(2))
)

=(ve1)(1,1) ⊗ (ve2)(1) ⊗ · · · ⊗ (veℓ)(1) ⊗ ∂a(3)ve ⊗ (vd1)(2) ⊗ · · · ⊗ (vdr)(2)

⊗ S
(

(ve1)(1,2,2)
)

▷
(

(

(ve1)(2)(ve2)(2) · · · (veℓ)(2) ▷ a(1)
)

)

S
(

(ve1)(1,2,1)
)

▷ XP

⊗XQ

(

(vd1)(1) · · · (vdr)(1) ▷ S(a(2))
)

=(ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (veℓ)(1) ⊗ ∂a(3)ve ⊗ (vd1)(2) ⊗ · · · ⊗ (vdr)(2)

⊗ S
(

(ve1)(3)
)

▷
(

(

(ve1)(4)(ve2)(2) · · · (veℓ)(2) ▷ a(1)
)

)

S
(

(ve1)(2)
)

▷ XP

⊗XQ

(

(vd1)(1) · · · (vdr)(1) ▷ S(a(2))
)

=(ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (veℓ)(1) ⊗ ∂a(3)ve ⊗ (vd1)(2) ⊗ · · · ⊗ (vdr)(2)

⊗
(

(ve2)(2) · · · (veℓ)(2) ▷ a(1)
)

S
(

(ve1)(2)
)

▷ XP

⊗XQ

(

(vd1)(1) · · · (vdr)(1) ▷ S(a(2))
)

= (E′a
e ◦ T

+
P )
(

ve1 ⊗ ve2 ⊗ · · · ⊗ veℓ ⊗ ve ⊗ vd1 ⊗ · · · ⊗ vdr ⊗XP ⊗XQ

)

.

The calculation proving the commutativity for the case where P lies to the right of e is analogous.

5.2.3 Base-point shifts commute with plaquette operators (for cocommutative elements)

Lemma 72. Let P and Q be any two (not necessarily distinct) plaquettes. Denote by (F ′)φP for any
φ ∈ H∗ the plaquette operator for the plaquette P with respect to the cell decomposition L′ obtained
from L by shifting the base-point of Q once in counterclockwise direction around Q. Then:

(F ′)φP ◦ T+
Q = T+

Q ◦ FφP , for all cocommutative φ ∈ H∗.
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The analogous results holds for negative base-points shifts.

In particular, putting φ = λ, the Haar integral of H∗, the equation above holds for the respective
plaquette projectors at P .

Proof. If P and Q are distinct and not adjacent, then the two maps have disjoint support in HL and
hence commute with each other.

vP
P

e1
e2

e Q

e4e5 vQ

Figure 10: Two particular cases of commutativity between plaquette operators and plaquette base-
point shifts. We will prove that T+

Q ◦ FφP = (F ′)φP ◦ T+
Q and that T+

P ◦ FφP = (F ′)φP ◦ T+
P .

Let P and Q be distinct but adjacent to each other and let e ∈ L1 be the edge shared by the
boundaries of both plaquettes and assume that the base-point shift T+

Q shifts the base-point of Q along

e. (This is as in Figure 10.) Then the base-point shift T+
Q and any plaquette operator FφP , φ ∈ H∗,

for the adjacent plaquette P , commute with each other. Indeed, the two operators affect the tensor
factor H in HL associated with the edge e only by applying co-multiplication and then acting with the
additional resulting tensor factor of H on a copy of A associated with the two different plaquettes P
and Q. Due to Lemma 14, these two operators thus commute with each other.

Now assume that P = Q and denote by (e1, . . . , en) the edges in the boundary of the plaquette P in
counterclockwise order starting at the base-point of P . Then for the transformed cell decomposition
L′ the edges in the boundary of the plaquette P in counterclockwise order starting at the base-point
of P are (e2, . . . , en, e1). By applying edge orientation reversals where necessary, we may assume that
the edges (e1, . . . , en) are all oriented in counterclockwise direction around P .

Let ve1 ⊗ · · · ⊗ ven ∈ H⊗n and X ∈ A. We calculate, on the one hand:

(T+
P ◦ FφP )(ve1 ⊗ · · · ⊗ ven ⊗X)

= T+
P

(

(ve1)(1) ⊗ · · · ⊗ (ven)(1) ⊗X(2)

)

φ
(

(ve1)(2) · · · (ven)(2) (S ◦ ∂)(X(1))
)

= (ve1)(1,1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗ S
(

(ve1)(1,2)
)

▷ X(2) φ
(

(ve1)(2) · · · (ven)(2) (S ◦ ∂)(X(1))
)

= (ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗ S
(

(ve1)(2)
)

▷ X(2) φ
(

(ve1)(3) · · · (ven)(2) (S ◦ ∂)(X(1))
)

.

On the other hand, where we apply that S is an anti-coalgebra morphism without comment:

((F ′)φP ◦ T+
P )(ve1 ⊗ · · · ⊗ ven ⊗X)

= FφP ′

(

(ve1)(1) ⊗ · · · ⊗ ven ⊗ S
(

(ve1)(2)
)

▷ X
)

= (ve1)(1,1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗
(

S
(

(ve1)(2)
)

▷ X
)

(2)

φ
(

(ve2)(2) · · · (ven)(2)(ve1)(1,2) (S ◦ ∂)
(

(

S
(

(ve1)(2)
)

▷ X
)

(1)

))

A mod. coalg.
= (ve1)(1,1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗

(

S
(

(ve1)(2,1)
)

▷ X(2)

φ
(

(ve2)(2) · · · (ven)(2)(ve1)(1,2) (S ◦ ∂)
(

S
(

(ve1)(2,2)
)

▷ X(1)

)

)

Pf 1.
= (ve1)(1,1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗

(

S
(

(ve1)(2,1)
)

▷ X(2)

φ
(

(ve2)(2) · · · (ven)(2) (ve1)(1,2) S((ve1)(2,2,1))(S ◦ ∂)
(

X(1)

)

(ve1)(2,2,2)

)

=(ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗
(

S
(

(ve1)(3)
)

▷ X(2)

φ
(

(ve2)(2) · · · (ven)(2)(ve1)(2) S((ve1)(4)) (S ◦ ∂)
(

X(1)

)

(ve1)(5))
)

Y-D.
= (ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗

(

S
(

(ve1)(4)
)

▷ X(2)
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φ
(

(ve2)(2) · · · (ven)(2)(ve1)(2) S((ve1)(3))(S ◦ ∂)
(

X(1)

)

(ve1)(5)

)

=(ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗
(

S
(

(ve1)(2)
)

▷ X(2)

φ
(

(ve2)(2) · · · (ven)(2) (S ◦ ∂)
(

X(1)

)

(ve1)(3)
)

φ cocomut.
= (ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗

(

S
(

(ve1)(2)
)

▷ X(2)

φ
(

(ve1)(3)(ve2)(2) · · · (ven)(2)(S ◦ ∂)
(

X(1)

)

)

.

This shows that indeed (F ′)φP ◦ T+
P = T+

P ◦ FφP for any cocommutative φ ∈ H∗.

Remark 73. Now we know that base-point shifts commute with plaquette operators for cocommutative
elements of H∗, in particular for the Haar integral λ. Therefore base-point shifts preserve the subspace:

Hff
L := im





∏

P∈L2

FP



 ⊆ HL.

We call Hff
L the fake-flat subspace. In the full higher Kitaev model, this subspace coincides with the

subspace of the total Hilbert space spanned by the fake-ŕat conőgurations [7].

Let P be a plaquette. As mentioned before, moving the base-point vP of P around the boundary of
the plaquette P , to return to vP again, by using base-point shifts, does not in general yield the identity
in HL. However this operation restricts to the identity over the subspace Hff

L.

Lemma 74. Let P ∈ L2 be a plaquette. Let T⟲

P : HL −→ HL be the composition of successive
base-point shifts, moving the base-point counterclockwise once around the entire plaquette. Then:

T⟲

P |Hff
L
= idHff

L
.

Proof. Let (e1, . . . , en) be the edges in the boundary of P in counterclockwise order starting and ending
at its base-point. Assume that they are each oriented in counterclockwise direction, which we may by
applying edge orientation reversals where necessary. For ve1 ⊗ · · ·⊗ ven ⊗XP ∈ H⊗n⊗A we then have

T⟲

P (ve1 ⊗ · · · ⊗ ven ⊗XP )

= (ve1)(1) ⊗ · · · ⊗ (ven)(1) ⊗
(

S((ven)(2)) · · ·S((ve1)(2)) ▷ XP

)

.

Now assume that (· · · ⊗ ve1 ⊗ · · · ⊗ ven ⊗XP ⊗ · · · ) ∈ (· · · ⊗H⊗n ⊗A⊗ · · · ) = HL is a fake-ŕat state,
in particular (cf. the proof of Proposition 52):

(ve1)(1) ⊗ · · · ⊗ (ven)(1) ⊗ (XP )(2) ⊗
(

(ve1)(2) · · · (ven)(2)S∂(XP )(1)
)

= ve1 ⊗ · · · ⊗ ven ⊗XP ⊗ 1H .

Then we see that for such a state we have:

T⟲

P (ve1 ⊗ · · · ⊗ ven ⊗XP )

= (ve1)(1) ⊗ · · · ⊗ (ven)(1) ⊗
(

S((ven)(2)) · · ·S((ve1)(2)) ▷ XP

)

= (ve1)(1) ⊗ · · · ⊗ (ven)(1) ⊗
(

S((ve1)(2) · · · (ven)(2)) ▷ XP

)

= (ve1)(1) ⊗ · · · ⊗ (ven)(1) ⊗
(

S
(

(ve1)(2) · · · (ven)(2)∂S(XP (1))∂(XP (2))(1)
)

▷ (XP (2))(2)
)

fake-flatness
= ve1 ⊗ · · · ⊗ ven ⊗

(

S
(

∂(XP )(1)
)

▷ (XP )(2)
)

Pf. 2
∂ Hopf alg. map

= ve1 ⊗ · · · ⊗ ven ⊗ S(XP )(2)(XP )(3)(XP )(1)
antip.prop.

= ve1 ⊗ · · · ⊗ ven ⊗XP ,

which proves the claim.
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5.3 Commutation relations between vertex, edge and plaquette operators

5.3.1 Commutation relations among edge operators in the adequate case

Lemma 75. Let e1 and e2 ∈ L1 be two distinct edges. Then

1. If e1 and e2 are not edges of a common plaquette then:

Ea1e1 ◦ Ea2e2 = Ea2e2 ◦ Ea1e1 , for any two a1, a2 ∈ A. (18)

(For instance, this is the case on the left image in Figure 11.)

2. If e1 and e2 are edges in the boundary of a common plaquette, then, as long as the pair (e1, e2)
is adequate, then:

Ea1e1 ◦ Ea2e2 = Ea2e2 ◦ Ea1e1 , for any two cocommutative elements a1, a2 ∈ A. (19)

(For instance, this is the case on the three middle images in Figure 11.)

NB: if the pair (e1, e2) is not adequate, vertex projects do not commmute in general.

Proof. The edge operators Ea1e1 and Ea2e2 have intersecting supports only if they lie in the boundary of
a common plaquette, or if not, but there exists an edge e that lies simultaneously in the boundary of a
plaquette adjacent to e1 and in the boundary of a plaquette adjacent to e2, see the left of Figure 11.

vP

vQ

e1

e2

e

P Q

vP

e1 e2
P

adequate (i)

vP

e1 e2
P

adequate (ii)

vP

e1 e2
P

adequate (iii)

vP

e1 e2
P

non-adequate

Figure 11: Different cases of commutativity, or non-commutativity, for non-adequate pairs, between
edge operators, along e1 and e2.

Let us start with the latter case. In this easier case, Ea1e1 ◦Ea2e2 = Ea2e2 ◦Ea1e1 , regardless of a1 and a2
being cocommutative or not. The supports of the two operators only intersect at e. We now only need
to observe that if v ∈ H is the value associated to edge e, then, using the Yetter-Drinfeld condition
(6), given any m,n ∈ A:

v(1,1) ⊗ v(2) ▷ m⊗ v(1,2) ▷ n = v(2,1) ⊗ v(2,2) ▷ m⊗ v(1) ▷ n,

for the case when the edge e, in Figure 11 is oriented upwards, and, now using calculation (11),

v(1,1) ⊗ S
(

v(2)
)

▷ m⊗ S
(

v(1,2)
)

▷ n = v(2,1) ⊗ S
(

v(2,2)
)

▷ m⊗ S
(

v(1)
)

▷ n,

for when e is oriented downwards. We have now dealt with Item 1 of the lemma.
Let us now deal with the case when e1 and e2, lie in the boundary of a common plaquette P ∈ L2,

but yet the conőguration (e1, e2) is adequate. We show in what follows that Ea1e1 ◦Ea2e2 = Ea2e2 ◦Ea1e1 for
any cocommutative a1, a2 ∈ A.

vP2

vP1

vP

d1

d2

e2

e1

P

P2

P1

Figure 12: Conőguration to prove Ea1e1 ◦ Ea2e2 = Ea2e2 ◦ Ea1e1 . We move vP1 , vP to the initial point of e1.
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Denote by P1 the other plaquette adjacent to e1 and denote by P2 the other plaquette adjacent to
e2. Given the requirement, in Deőnition 22, that two different plaquettes have at most one edge in
common in their boundary, the plaquettes P, P1 and P2 are all different.

By applying base-point shifts that do not affect e1 and e2 (Lemma 71) and exchanging e1 and e2 if
necessary, we may assume that the base-point of P is equal to the starting vertex of e1. This is a point
where the condition of adequacy comes in. Furthermore, we may assume that the base-point of P1 is
equal to the starting vertex of e1, and that the base-point of P2 is equal to the starting vertex of e2.

For the explicit calculation of the commutation relations of edge operators, for adequate conőgura-
tions, it is convenient to distinguish the following cases, already marked in Figure 11.

(i) Both edges e1 and e2 are oriented counterclockwise with respect to P . This is as in Figure 12.

(ii) Both edges e1 and e2 are oriented clockwise with respect to P .

(iii) e1 and e2 are in opposite orientation to each other with respect to P .

(i): Let (d1, . . . , dk) be the edges between e1 and e2 (possibly none) in counterclockwise order around
P . By applying edge orientation reversals where necessary, we may assume that the edges (d1, . . . , dk)
are all oriented in counterclockwise direction around P . Let ve1 ⊗ vd1 ⊗ · · · ⊗ vdk ⊗ ve2 ∈ He1 ⊗Hd1 ⊗
· · · ⊗Hdk ⊗He2 = H⊗(k+2) and let XP ⊗XP1 ⊗XP2 ∈ AP ⊗ AP1 ⊗ AP2 . For the edge operators Eae1
and Ea

′

e2 , if a ∈ A is cocommutative, we then have:

(Ea
′

e2 ◦ E
a
e1)(ve1 ⊗ vd1 ⊗ · · · ⊗ vdk ⊗ ve2 ⊗XP ⊗XP1⊗XP2)

= Ea
′

e2

(

∂(a(3))ve1 ⊗ vd1 ⊗ · · · ⊗ vdk ⊗ ve2 ⊗ a(1)XP ⊗XP1S(a(2))⊗XP2

)

=
(

∂(a(3))ve1
)

(1)
⊗ (vd1)(1) ⊗ · · · ⊗ (vdk)(1) ⊗ ∂(a′(3))ve2

⊗
((

∂(a(3))ve1
)

(2)
(vd1)(2) · · · (vdk)(2) ▷ a

′
(1)

)

a(1)XP ⊗XP1S(a(2))⊗XP2S(a
′
(2))

= ∂(a(3))(ve1)(1) ⊗ (vd1)(1) ⊗ · · · ⊗ (vdk)(1) ⊗ ∂(a′(3))ve2

⊗
((

∂(a(4))(ve1)(2)(vd1)(2) · · · (vdk)(2)
)

▷ a′(1)
)

a(1)XP ⊗XP1S(a(2))⊗XP2S(a
′
(2))

Pf. 2
= ∂(a(3))(ve1)(1) ⊗ (vd1)(1) ⊗ · · · ⊗ (vdk)(1) ⊗ ∂(a′(3))ve2

⊗ a(4)

(

(

(ve1)(2)(vd1)(2) · · · (vdk)(2)
)

▷ a′(1)

)

S(a(5))a(1)XP ⊗XP1S(a(2))⊗XP2S(a
′
(2))

a cocomm.
= ∂(a(2))(ve1)(1) ⊗ (vd1)(1) ⊗ · · · ⊗ (vdk)(1) ⊗ ∂(a′(3))ve2

⊗ a(3)

(

(

(ve1)(2)(vd1)(2) · · · (vdk)(2)
)

▷ a′(1)

)

S(a(4))a(5)XP ⊗XP1S(a(1))⊗XP2S(a
′
(2))

antip. prop.
= ∂(a(2))(ve1)(1) ⊗ (vd1)(1) ⊗ · · · ⊗ (vdk)(1) ⊗ ∂(a′(3))ve2

⊗ a(3)

(

(

(ve1)(2)(vd1)(2) · · · (vdk)(2)
)

▷ a′(1)

)

XP ⊗XP1S(a(1))⊗XP2S(a
′
(2))

a cocomm.
= ∂(a(3))(ve1)(1) ⊗ (vd1)(1) ⊗ · · · ⊗ (vdk)(1) ⊗ ∂(a′(3))ve2

⊗ a(1)

(

(

(ve1)(3)(vd1)(3) · · · (vdk)(3)
)

▷ a′(1)

)

XP ⊗XP1S(a(2))⊗XP2S
(

a′(2)
)

= (Eae1 ◦ E
a′

e2)(ve1 ⊗ ve2 ⊗XP ⊗XP1⊗XP2).

(ii): Here the calculation is as for (i)

(iii): In this case, Eae1 and Ea
′

e2 for any a, a′ ∈ A act on the tensor factors AP by multiplication from
opposite sides, and exactly the same in AP1 and AP2 . Hence Eae1 and Ea

′

e2 commute, regardless of a
and a′ being cocommutative or not. Note that it is crucial that the conőguration is adequate, so that
the action of Eae1 does not affect the edges that are used to compute Ea

′

e2 , and vice-versa.

5.3.2 Commutation relations between vertex and edge operators

Lemma 76. Let v ∈ L0 be a vertex, with adjacent plaquette P ∈ L2, and let e ∈ L1 be an edge. Then
for any h ∈ H and a ∈ A the following hold:
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1. E
h(1)▷a
e ◦ V

h(2)
v,P = V h

v,P ◦ Eae , if v is the starting vertex of e.

In particular, by Lemma 18, the vertex projector Vv = V ℓ
v,P and edge projector Ee = EΛ

e commute
with each other, where ℓ ∈ H and Λ ∈ A are the Haar integrals of the respective Hopf algebras.

2. Eae ◦ V
h
v,P = V h

v,P ◦ Eae , if v is not the starting vertex of e.

Proof. (Sketch.) Let P1 and P2 be the plaquettes on the left and right of the edge e with respect to
the orientations of Σ and e. The supports of the corresponding vertex operator V h

v,P , where h ∈ H,
and edge operator Eae , where a ∈ A, intersect only if v lies in the boundary of one of the two (or both)
plaquettes P1 and P2 adjacent to e. Some possible conőgurations are in őgure 13.

e

vP1 vP2

P1 P2

P
v

e2 e1

case (i)

e

vP1
vP2

P1 P2

Pv
e2e1

case (ii)

e

vP1 vP2

P1 P2

P
v

case (iii)
Figure 13: Different conőguration for commmutativity between edge and vertex operators. In all cases,

(i), (ii) and (iii), we shall move the base-points of P1 and P2 to the initial point of e, using
a path that does not pass by edge e.

We show the calculations for the particular cases of Figure 13. Item 1 corresponds to case (i), and
Item 2 to cases (ii) and (iii).

Case (i): We move vP1 and vP2 to v, applying Items 5 and 6 of Proposition 48, and make edges e1 and
e2 point away from v, applying Items 2 and 3 of Proposition 48. Let us show that if h ∈ H and a ∈ A

E
h(1)▷a
e ◦ V

h(2)
v,P = V h

v,P ◦ Eae .

We have:

(

E
h(1)▷a
e ◦V

h(2)
v,P

)(

ve1 ⊗ ve ⊗ ve2 ⊗XP1 ⊗XP2

)

= E
h(1)▷a
e

(

h(2)ve1 ⊗ h(3)ve ⊗ h(4)ve2 ⊗ h(5) ▷ XP1 ⊗ h(6) ▷ XP2

)

= h(2)ve1 ⊗ ∂((h(1) ▷ a)(3))h(3)ve ⊗ h(4)ve2

⊗
(

(h(1) ▷ a)(1)
)

h(5) ▷ XP1 ⊗ h(6) ▷ XP2 S
(

(h(1) ▷ a)(2)
)

= h(4)ve1 ⊗ ∂(h(3) ▷ a(3)))h(5)ve ⊗ h(6)ve2

⊗
(

h(1) ▷ a(1)
)

h(7) ▷ XP1 ⊗ h(8) ▷ XP2S
(

h(2) ▷ a(2)
)

SA H-lin.
= h(4)ve1 ⊗ ∂(h(3) ▷ a(3)))h(5)ve ⊗ h(6)ve2

⊗
(

h(1) ▷ a(1)
)

h(7) ▷ XP1 ⊗ h(8) ▷ XP2 h(2) ▷ S
(

a(2)
)

.

On the other hand,

(

V h
v,P ◦E

a
e

)(

ve1 ⊗ ve ⊗ ve2 ⊗XP1 ⊗XP2)

= V h
v,P

(

ve1 ⊗ ∂(a(3))ve ⊗ ve2 ⊗ a(1)XP1 ⊗XP2S(a(2)
)

= h(1)ve1 ⊗ h(2)∂(a(3))ve ⊗ h(3)ve2 ⊗ h(4) ▷
(

a(1)XP1

)

⊗ h(5) ▷
(

XP2S(a(2)
)

= h(1)ve1 ⊗ h(2)∂(a(3))ve ⊗ h(3)ve2

⊗
(

h(4) ▷ a(1)
)(

h(5) ▷ XP1

)

⊗
(

h(6) ▷ XP2

)(

h(7) ▷ S(a(2)
)

= h(1)ve1 ⊗ ∂(h(2) ▷ a(3))h(3)ve ⊗ h(4)ve2

⊗
(

h(5) ▷ a(1)
)(

h(6) ▷ XP1

)

⊗
(

h(7) ▷ XP2

)(

h(8) ▷ S(a(2)
)

.

We used the 1st Peiffer condition in the last step. The two expressions coincide, due to Lemma 14.
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Case (ii) Here v is the end vertex of e, and again we move vP1 and vP2 to the initial point of e, and
make edges e1 and e2 point away from v. Let us show that if h ∈ H and a ∈ A

Eae ◦ V
h
v,P = V h

v,P ◦ Eae .

We have:
(

Eae ◦ V
h
v,P

)(

ve1 ⊗ ve ⊗ ve2 ⊗XP1 ⊗XP2

)

= Eae
(

h(1)ve1 ⊗ veS(h(2))⊗ h(3)ve2 ⊗XP1 ⊗XP2

)

= h(1)ve1 ⊗ ∂(a(3))veS(h(2))⊗ h(3)ve2 ⊗ a(1)XP1 ⊗XP2S(a(2)).

On the other hand,
(

V h
v,P ◦E

a
e

)(

ve1 ⊗ ve ⊗ ve2 ⊗XP1 ⊗XP2

)

= V h
v,P

(

ve1 ⊗ ∂(a(3))ve ⊗ ve2 ⊗ a(1)XP1 ⊗XP2S(a(2)
)

= h(1)ve1 ⊗ ∂(a(3))veS(h(2))⊗ h(3)ve2 ⊗ a(1)XP1 ⊗XP2S(a(2)
)

.

These two trivially coincide.
Case (iii): Here v is neither the initial nor the end-point of e. We can move the base-points of P1 and
of P2 to be the starting vertex of e (see above). Since v is not adjacent to e, the corresponding vertex
operator and edge operator have disjoint support and therefore clearly commute with each other.

5.3.3 Commutation relations between edge and plaquette operators

Lemma 77. Let P ∈ L2 be a plaquette and let e ∈ L1 be an edge. If e is in the boundary of P , then

FφP ◦ Eae = Eae ◦ F
φ
P , for all cocommutative a ∈ A, and cocommutative φ ∈ H∗.

Moreover, if additionally the starting vertex of e is the base-point of P , then

F
φ(S∂a(3)·?·∂a(1))
P ◦ E

a(2)
e = Eae ◦ F

φ
P , for all a ∈ A,φ ∈ H∗,

if e is oriented counterclockwise around P , and if e is oriented clockwise around P ,

FφP ◦ Eae = Eae ◦ F
φ
P , for all a ∈ A,φ ∈ H∗.

If e is not in the boundary of P , then

FφP ◦ Eae = Eae ◦ F
φ
P , for all a ∈ A,φ ∈ H∗.

Proof. We refer to Figure 14. There are two types of situations in which the plaquette operators FφP
and the edge operators Eae can have a non-trivially intersecting support. Either the edge e is in the
boundary of the plaquette P , this is case (i). Or it is not, but some edge in the path connecting the
base-point of a plaquette, say Q, which is adjacent to the edge e, with the starting vertex of e lie in
the boundary of P . This is case (ii). We deal with the cases separately.

Q
P

e

c

f

vP

vQ
case (ii)

P
vP

e

e′

vQ

Q
e

vQ′ Q′

case (i)

Figure 14: Two particular cases of commutation relations between edge and plaquette operators.

Case (ii): Let us refer to Figure 14. Let us see why

FφP ◦ Eae = Eae ◦ F
φ
P , for all a ∈ A,φ ∈ H∗,
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and also, in order to treat other orientation conventions that:

FφQ ◦ Eaf = Eaf ◦ F
φ
Q, for all a ∈ A,φ ∈ H∗.

This follows from that given h ∈ H,n ∈ A, where h is the element of H associated to the edge c,

(h(1))(2) ⊗ h(2) ⊗ (h(1))(1) ▷ n = (h(2))(1) ⊗ (h(2))(2) ⊗ h(1) ▷ n,

(h(1))(2) ⊗ S(h(2))⊗ (h(1))(1) ▷ n = (h(1))(1) ⊗ S((h(1))(2))⊗ h(2) ▷ n.

Case (i): Let us őrst assume that e is oriented in counterclockwise direction around P . We let Q be the
other plaquette adjacent to e. For now assume further that the starting vertex of e is the base-point
of P . Denote by (e = e1, . . . , en) the edges in the boundary of P in counterclockwise order starting
and ending at the base-point of P . By applying edge orientation reversals where necessary, we may
assume that also the edges (e2, . . . , en) are oriented in counterclockwise direction around P . Then for
ve1 ⊗ · · · ⊗ ven ⊗XP ⊗XQ ∈ He1 ⊗ · · · ⊗Hen ⊗AP ⊗AQ = H⊗n ⊗A⊗A, the plaquette operator FφP
for any φ ∈ H∗ acts, according to Deőnition 38, as

FφP (ve1 ⊗ · · · ⊗ ven ⊗XP ⊗XQ)

= (ve1)(1) ⊗ · · · ⊗ (ven)(1) ⊗ (XP )(2) ⊗XQ φ
(

(ve1)(2) · · · (ven)(2)S∂(XP )(1)
)

,

and the edge operator Eae for any a ∈ A acts, according to Deőnition 33, as

Eae (ve1 ⊗ · · · ⊗ ven ⊗XP ⊗XQ) = ∂(a(3))ve1 ⊗ v(e2) ⊗ · · · ⊗ ven ⊗ a(1)XP ⊗XQS(a(2)).

We calculate, also recalling that S = S−1 when we apply the antipode property,

(

F
φ(S∂a(3)·?·∂a(1))
P ◦ E

a(2)
e

)

(ve1 ⊗ · · · ⊗ ven ⊗XP ⊗XQ)

= F
φ(S∂a(5)·?·∂a(1))
P

(

∂(a(4))ve1 ⊗ ve2 ⊗ · · · ⊗ ven ⊗ a(2)XP ⊗XQS(a(3))
)

= (∂(a(4))ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗ (a(2)XP )(2) ⊗XQS(a(3))

φ
(

S∂a(5)(∂(a(4))ve1)(2)(ve2)(2) · · · (ven)(2)S∂(a(2)XP )(1)∂a(1)
)

= ∂(a(5))(ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗ a(3)(XP )(2) ⊗XQS(a(4))

φ
(

S∂a(7)∂(a(6))(ve1)(2)(ve2)(2) · · · (ven)(2)S∂(XP )(1)S∂a(2)∂a(1)
)

antipode prop.
= ∂(a(3))(ve1)(1) ⊗ (ve2)(1) ⊗ · · · ⊗ (ven)(1) ⊗ a(1)(XP )(2) ⊗XQS(a(2))

φ
(

(ve1)(2)(ve2)(2) · · · (ven)(2)S∂(XP )(1)
)

=
(

Eae ◦ F
φ
P

)

(ve1 ⊗ · · · ⊗ ven ⊗XP ⊗XQ).

For cocommutative elements a ∈ A and φ ∈ H∗, this implies that the operators commute:

Eae ◦ F
φ
P = F

φ(S∂a(3)·?·∂a(1))
P ◦ E

a(2)
e

φ cocom.
= F

φ(?·∂a(1)S∂a(3))
P ◦ E

a(2)
e

a cocom.
= F

φ(?·∂a(2)S∂a(1))
P ◦ E

a(3)
e = FφP ◦ Eae .

Next assume that e lies in the boundary of P , but the starting vertex of e is not equal to the base-
point of P . Then, since all edge operators at e commute with base-point shifts along edges other than
e, and the plaquette operators for cocommutative elements of H∗ commute with base-point shifts, see
Lemma 72, we may reduce the situation to the above situation where the starting vertex of e and the
base-point of P were the same, and we obtain:

F
φ(S∂a(3)·?·∂a(1))
P ◦ E

a(2)
e = Eae ◦ F

φ
P , for all a ∈ A, and cocommutative φ ∈ H∗,

and, hence, for a ∈ A and φ ∈ H∗ both cocommutative we obtain again: FφP ◦ Eae = Eae ◦ F
φ
P .

Finally, assume now that the edge e, in the boundary of P is oriented clockwise around P . This is
the situation for e′ in őgure 14. We again őrst consider the case where the starting vertex of e coincides
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with the base-point of P . Again by applying base-point shifts where necessary, we may assume that the
base-point of the other plaquette Q, in Figure 14 denoted Q′ adjacent to e is also equal to the starting
vertex of e. Denoting by (e1, . . . , en = e) the edges in the boundary of P in counterclockwise order,
we may assume, by applying edge orientation reversals where necessary, that the edges (e1, . . . , en−1)
are oriented counterclockwise around P , whereas en = e is by assumption oriented clockwise around
P . Now a very similar calculation as the őrst one in this proof above will show that

FφP ◦ Eae = Eae ◦ F
φ
P , for all a ∈ A,φ ∈ H∗.

We calculate:
(

FφP ◦ Eae
)

(ve1 ⊗ · · · ⊗ ven ⊗XP ⊗XQ)

= FφP (ve1 ⊗ · · · ⊗ ven−1 ⊗ ∂a(3)ven ⊗XPSa(2) ⊗ a(1)XQ)

= (ve1)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (∂a(3)ven)(2) ⊗ (XPSa(2))(2) ⊗ a(1)XQ

φ
(

(ve1)(2) · · · (ven−1)(2)S(∂a(3)ven)(1)S∂(XPSa(2))(1)
)

∆ alg. map
S anti-alg.map

= (ve1)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ ∂a(5)(ven)(2) ⊗ (XP )(2)Sa(2) ⊗ a(1)XQ

φ
(

(ve1)(2) · · · (ven−1)(2)S(ven)(1)S(∂a(4))∂a(3)S∂(XP )(1)
)

antipod.prop.
= (ve1)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ ∂a(3)(ven)(2) ⊗ (XP )(2)Sa(2) ⊗ a(1)XQ

φ
(

(ve1)(2) · · · (ven−1)(2)S(ven)(1)S∂(XP )(1)
)

=
(

Eae ◦ F
φ
P

)

(ve1 ⊗ · · · ⊗ ven ⊗XP ⊗XQ).

Finally, for the case that the starting vertex of e and the base-point of P do not coincide, as above it
follows using base-point shifts that FφP ◦ Eae = Eae ◦ FφP still holds for all cocommutative φ ∈ H∗ and
all a ∈ A.

5.3.4 Commutation relations between vertex and plaquette operators

Lemma 78. Let P ∈ L2 be a plaquette and let v ∈ L0 be a vertex. If v is in the boundary of P , then

FφP ◦ V h
v,P ′ = V h

v,P ′ ◦ F
φ
P , for all cocommutative h ∈ H, and cocommutative φ ∈ H∗,

where P ′ ∈ L2 may be any plaquette with base-point v.
If additionally v is the base-point of P , then

F
φ(Sh(3)·?·h(1))

P ◦ V
h(2)
v,P = V h

v,P ◦ FφP , for all h ∈ H,φ ∈ H∗.

If v is not in the boundary of P , then

FφP ◦ V h
v,P ′ = V h

v,P ′ ◦ F
φ
P , for all h ∈ H,φ ∈ H∗.

Note that since h is cocommutative, the plaquette P ′ has no effect in the conventions for V h
v,P ′ .

Proof. If v is not in the boundary of P , then the operators have disjoint support and therefore clearly
commute with each other as claimed. Let hence v be in the boundary of P .

Let us őrst assume that v is the base-point of P . Denote by (e1, . . . , en) the edges in the boundary
of P in counterclockwise order starting at the base-point of P . By applying edge orientation reversals
where necessary we may assume that these edges are all oriented counterclockwise around P .

Let (f1, . . . , fk) be the edges incident to the vertex v in counterclockwise order starting and ending
at P . Note that e1 = fk and f1 = en. By applying edge orientation reversals where necessary we may
assume that the edges f2, . . . , fk−1 are oriented away from v. Let (Q1, . . . , Qℓ) be the plaquettes which
have v as their base-points, such that Q1 = P . Let us calculate for (ve2 ⊗ · · · ⊗ ven ⊗ vf2 ⊗ · · · ⊗ vfk)⊗
(XP ⊗XQ2 ⊗ · · · ⊗XQℓ

) ∈ H⊗n+k−2 ⊗A⊗ℓ:

(

F
φ(Sh(3)·?·h(1))
P V

h(2)
v,P

)

(ve2 ⊗ · · · ⊗ ven ⊗ vf2 ⊗ · · · ⊗ vfk ⊗XP ⊗XQ2 ⊗ · · · ⊗XQℓ
)
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= F
φ(Sh(3)·?·h(1))
P

(

ve2 ⊗ · · · ⊗ ven−1 ⊗ venS(h(2))⊗ h(3)vf2 ⊗ · · · ⊗ h(k+1)vfk

⊗ h(k+2) ▷ XP ⊗ h(k+3) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ+1) ▷ XQℓ

)

= (ve2)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (venS(h(2)))(1) ⊗ h(3)vf2 ⊗ · · · ⊗ h(k)vfk−1
⊗ (h(k+1)vfk)(1)

⊗ (h(k+2) ▷ XP )(2) ⊗ h(k+3) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ+1) ▷ XQℓ

φ
(

Sh(k+ℓ+2)(h(k+1)vfk)(2)(ve2)(2) · · · (ven−1)(2)(venS(h(2)))(2)S∂(h(k+2) ▷ XP )(1)h(1)
)

= (ve2)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (ven)(1)S(h(3))⊗ h(4)vf2 ⊗ · · · ⊗ h(k+1)vfk−1
⊗ h(k+2)(vfk)(1)

⊗ h(k+5) ▷ (XP )(2) ⊗ h(k+6) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ+4) ▷ XQℓ

φ
(

Sh(k+ℓ+5)h(k+3)(vfk)(2)(ve2)(2) · · · (ven−1)(2)(ven)(2)S(h(2))S∂(h(k+4) ▷ (XP )(1))h(1)
)

Y.-D.
= (ve2)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (ven)(1)S(h(4))⊗ h(5)vf2 ⊗ · · · ⊗ h(k+2)vfk−1

⊗ h(k+3)(vfk)(1)

⊗ h(k+5) ▷ (XP )(2) ⊗ h(k+6) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ+4) ▷ XQℓ

φ
(

Sh(k+ℓ+5)h(k+4)(vfk)(2)(ve2)(2) · · · (ven−1)(2)(ven)(2)S(h(3))S∂(h(2) ▷ (XP )(1))h(1)
)

Pf. 1
= (ve2)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (ven)(1)S(h(5))⊗ h(6)vf2 ⊗ · · · ⊗ h(k+3)vfk−1

⊗ h(k+4)(vfk)(1)

⊗ h(k+6) ▷ (XP )(2) ⊗ h(k+7) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ+5) ▷ XQℓ

φ
(

Sh(k+ℓ+6)h(k+5)(vfk)(2)(ve2)(2) · · · (ven−1)(2)(ven)(2)S(h(4))h(3)S∂(XP )(1)Sh(2)h(1)
)

= (ve2)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (ven)(1)S(h(1))⊗ h(2)vf2 ⊗ · · · ⊗ h(k−1)vfk−1
⊗ h(k)(vfk)(1)

⊗ h(k+2) ▷ (XP )(2) ⊗ h(k+3) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ+1) ▷ XQℓ

φ
(

Sh(k+ℓ+2)h(k+1)(vfk)(2)(ve2)(2) · · · (ven−1)(2)(ven)(2)S∂(XP )(1)
)

Y.-D.
= (ve2)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (ven)(1)S(h(1))⊗ h(2)vf2 ⊗ · · · ⊗ h(k−1)vfk−1

⊗ h(k)(vfk)(1)

⊗ h(k+1) ▷ (XP )(2) ⊗ h(k+2) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ) ▷ XQℓ

φ
(

Sh(k+ℓ+2)h(k+ℓ+1)(vfk)(2)(ve2)(2) · · · (ven−1)(2)(ven)(2)S∂(XP )(1)
)

= (ve2)(1) ⊗ · · · ⊗ (ven−1)(1) ⊗ (ven)(1)S(h(1))⊗ h(2)vf2 ⊗ · · · ⊗ h(k−1)vfk−1
⊗ h(k)(vfk)(1)

⊗ h(k+1) ▷ (XP )(2) ⊗ h(k+2) ▷ XQ2 ⊗ · · · ⊗ h(k+ℓ) ▷ XQℓ

φ
(

(vfk)(2)(ve2)(2) · · · (ven−1)(2)(ven)(2)S∂(XP )(1)
)

= (V h
v,PF

φ
P )(ve2 ⊗ · · · ⊗ ven ⊗ vf2 ⊗ · · · ⊗ vfk ⊗XP ⊗XQ2 ⊗ · · · ⊗XQℓ

),

proving the second relation in the statement of the lemma.
In particular, for cocommutative h ∈ H and φ ∈ H∗, the relation just shown implies that the vertex

and plaquette operators commute:

V h
v,P ◦ FφP = F

φ(Sh(3)·?·h(1))
P ◦ V

h(2)
v,P

φ cocom.
= F

φ(?·h(1)Sh(3))
P ◦ V

h(2)
v,P

h cocom.
= F

φ(?·h(2)Sh(1))
P ◦ V

h(3)
v,P = FφP ◦ V h

v,P .

Finally, let v be different from the base-point of P . In this case, we may apply base-point shifts where
necessary, in order to reduce it to the previous case where v is the base-point of P , since plaquette
operators for cocommutative elements of H∗ and vertex operators commute with base-point shifts.
This proves the őrst relation in the statement of the lemma.
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