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Abstract: Satellite imagery has become a major source for identifying and mapping terrestrial

and planetary landforms. However, interpretating landforms and their significance, especially in

changing environments, may still be questionable. Consequently, ground truth to check training

models, especially in mountainous areas, can be problematic. This paper outlines a decimal format,

[dLL], for latitude and longitude geolocation that can be used for model interpretation and validation

and in data sets. As data have positions in space and time, [dLL] defined points, as for images, can be

associated with metadata as nodes. Together with vertices, metadata nodes help build ‘information

surfaces’ as part of the Digital Earth. This paper examines aspects of the Critical Zone and data

integration via the FAIR data principles, data that are; findable, accessible, interoperable and re-usable.

Mapping and making inventories of rock glacier landforms are examined in the context of their

geomorphic and environmental significance and the need for geolocated ground truth. Terrestrial

examination of rock glaciers shows them to be predominantly glacier-derived landforms and not

indicators of permafrost. Remote-sensing technologies used to track developing rock glacier surface

features show them to be climatically melting glaciers beneath rock debris covers. Distinguishing

between glaciers, debris-covered glaciers and rock glaciers over time is a challenge for new remote

sensing satellites and technologies and shows the necessity for a common geolocation format to

report many Earth surface features.

Keywords: Digital Earth; Critical Zone; geolocation; decimal Latitude–Longitude; rock glacier; image

metadata; FAIR data principles

1. Introduction

Advances in remote sensing technology and instrumentation continue apace, to the
benefit of geoscientists of all interests, including conservation, environmental management
and risk management. The forthcoming launch of the NASA-ISRO (NISAR) SAR mission
and the successes of the Galileo (Sentinel) and Landsat series, amongst others, are part of
these achievements. The use of Earth observation data is already widely used with a variety
of processing methodologies that are benefiting from the use of ‘artificial intelligence’
(AI) and machine learning (ML) technologies. For example, InSAR and its associated
techniques [1,2] can be used to evaluate changes on the Earth’s surface, such as landslides
and floods, dam control and topographic changes produced by earthquakes. The image
resolution provided by the traditional use of aerial photography for landform interpretation
has now been exceeded by satellite images. Images and analysis using Google Earth
provide accessible data for many purposes. This is revolutionizing the interpretation of
Earth surface features.

In this paper I suggest simple ways in which data and processed information from
remotely sensed images, instrumentation and associated methodologies can be enhanced
by accessible geolocation included as metadata. As data have positions in space and time a
simple geolocation format increases their scientific value and cost effectiveness. For exam-
ple, the Earth science community at large should present data in a published form such that
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information, extracted and processed data, can be integrated for a wide variety of present
and future requirements. I outline some basic considerations of geolocated data integration
using the FAIR data principles; data findability, accessibility, interoperability and reusabil-
ity [3].This interoperability uses a simple decimal Latitude–Longitude, or [dLL] format
that can be integrated into ‘Digital Earth’ and ‘Critical Zone’ concepts. Illustration of these
points, leading to suggested good practice in data availability, are presented with examples
from papers on mass Earth movements and rock glaciers. Rock glaciers, terrestrial features
of many mountain areas that have also been observed on Mars, have been used to test and
compare satellite data, images and machine learning (ML) methodologies and applied to
conditions in the Critical Zone. Each landform has unique properties and configurations.
Although classifications and typologies may show similarities, feature identification by
precise geolocation is necessary for adequate discussion as well as future investigations.

2. Background Concepts

I examine several ways in which digital data can be integrated using [dLL] with a
variety of land surface features and landscapes. The prime means of this integration is via
geolocation, especially by way of ‘Digital Earth’ but also includes the ‘Critical Zone’. The
data used are mostly from accessible Google Earth images in published papers and are
used for checking published data. These results and their applicability are set within the
context of ‘Digital Earth’ and the ‘Critical Zone’.

2.1. Digital Earth

In 1998 the then US Vice president Al Gore, suggested the ‘Digital Earth’, a digital fu-
ture where anybody could interact with a computer-generated, virtual globe that provided
access to ‘information’, not only scientific but cultural and socioeconomic. This integration
was envisioned as helping people better understand the Earth and its resources, especially
in times of rapid environmental change. The 6th International Symposium on Digital Earth,
the Beijing Declaration, Digital Earth in Action, noted:

Digital Earth is an integral part of other advanced technologies including: Earth ob-
servation, geo-information systems, global positioning systems, communication networks,
sensor webs, electromagnetic identifiers, virtual reality, and grid computation. It is seen as
a global strategic contributor to scientific and technological developments and will be a
catalyst in finding solutions to international scientific and societal issues [4].

As noted in Gore’s presentation, ‘geolocation’ is a vital part in building Digital Earth
(DE). However, although there are various ways of providing geolocated data, geocoding;
latitude–longitude using degree-minute-second (dms), national grids for use with paper
maps, What3words and postal (zip) codes, there is no accepted format that can be used for
any locational precision. The use of [dLL] provides suitable geocoding that can be used
in scientific papers to conform to FAIR data principles. Metadata can be appended to a
[dLL] to extend information accessibility and this paper discusses how these devices can
be linked to remotely sensed data and integrated with the DE.

2.2. Decimal Degree Geolocation [dLL]

Many maps used to illustrate remotely sensed data have latitude and longitude around
the border to indicate geographic locations. However, test sites, ground truth locations, are
rarely given precise geolocation either on maps or in illustrations or tables. Later in this
paper, I make some recommendations as to how improved location information could be
provided for a wide variety of geospatial data.

The essential is to place latitude and longitude values in decimal degree (DD) format
as one value within a square bracket tuple [decimal Latitude, decimal Longitude]. (The
ordering is taken as the way this is usually presented in the literature; as a natural reminder
it follows the language rule of vowel order; i, a, o, high to low.) Four decimal places
are sufficient to locate a building at any latitude (as the area covered by four decimal
location varies slightly with latitude). Negative latitude indicates southern hemisphere and
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negative longitude location west of the prime meridian. The compact form can be used
unambiguously for geolocation in image metadata in databases. Examples are used in the
following discussion.

Datapoints can be identified, as can traverses on the ground (for UAV missions for
example) and summarizing mapped conditions or landform changes such as slope failures.
Most importantly, using this format allows data and information exchange and sharing.
For example, place names (toponyms) are often used for image location but a [dLL] can
be much more precise and the location information is part of the point or image metadata.
Moreover, the value can be used in Google Earth (GE), including the brackets, and Open
Street Map and can be used to enhance data about places and objects. This format can help
resolve scientific problems of description and terminology. Further aspects on the rationale
and use of [dLL] are in [4,5]. Geolocation, in a simple accessible and machine-readable
form, allows data to be findable, accessible, interoperable and re-usable.

The decimal degree value depends upon the required ‘precision’. Four places give the
location of 11.1 m N–S and E–W at the equator, 10.2 m E–W at 23 N/S, and 7.87 m E–W at
45 N/S. For five decimal places the values are 1.11 m, 1.02 m and 0.787 m at 45 N/S. These
are sufficient for most purposes. The negative, for southern hemisphere and west of the
prime meridian, is ‘keyboard minus’, Unicode U+002D. We might consider a convenient
‘geomorphological unit’ of (approximately) 1 m2 as a square meter or a circle of 1 m2

or with a diameter of 1 m. The unit can be a sampling area or contain the location for
a borehole and be specified by a four or five decimal [dLL]. Thus, the [dLL] provides a
unique designation for an area or landform (perhaps with amalgamating unit areas) within
most satellite swaths. Once we have a network of points at appropriate resolution, then
up and downscaling becomes an easier task with [dLL] helping to identify any gaps in
data coverage.

Observations, whether remotely sensed or not, have locations in space and time.
Spatial location of a captured image may be important as well as the timing. For example,
images before and after the Mt St Helens eruption of 18 May 1980 will be important
for vulcanologists. Wikipedia gives the [dLL] as [46.1912, −122.1944] but a terrestrial
image in ([6], Figure 5) is given as 46◦15′N/122◦12′W. More precisely and compactly,
[46.2538, −122.2032] gives the center of the ejection crater referred to. Glaciologists are now
interested in the volcanic crater as a glacier (Crater Glacier) and rock glaciers have formed
post-eruption [7]. Their LIDAR map of 2009 ([7], Figure 3) has dms values on the edge, but
with GE the location of a rock glacier can be located at RG [46.2093, −122.1815].

2.3. The Critical Zone

The Critical Zone (CZ) is a simple concept: the environment where rock, soil, water,
air, and living organisms interact with and shape the Earth’s surface. As such, it encom-
passes the Earth sciences, especially geology, geomorphology and soil science as well as
biological sciences and meteorology. Landslides and floods, vegetation and forestry are all
in the domain of Critical Zone Science (CZS). Human interventions, especially in terms of
environmental and climate change, are intimately linked via, for example, agriculture, pro-
ductivity and soil erosion. Some of these interactions are shown in Figure 1 and presented
in [8]. Critical Zone Observatories (CZOs) have been set up in various parts of the world
akin to the Hubbard Brook Experimental Catchment used for a wide variety of ecological
studies. Remote sensing techniques have been used for expanding knowledge about the
local environment, for example [9]. More generally for CZOs, [10] show the French network
and the importance of studying environmental, topographic, lithological as well as climatic
gradients. The subsequent mention of mass movements, including slopes and rock glaciers,
are all part of the CZ and are particularly susceptible to changes in the water balance in
heating climates.
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Figure 1. Infogram showing some of the relationships in the Critical Zone (CZ) and the im-

portance of remotely sensed data. Geolocations by [dLL] illustrate the concept and how they

can be used as compact and precise values. Aspects of the Critical Zone incorporated into a

Materials–Geometry–Processes–Biota (MPGB) view of landscapes help investigate inter-relationships

with a variety of ‘Earth-surface’ investigations where ‘ground truth’ may be required. Images: left

and right © W. Brian Whalley, center © Jenny Parks and Roger Bales, University of California Merced.

As Brantley et al. [11] indicate, ‘Conceptualizing the complex interplay of chemistry,
biology, geology, and physics within the skin of the Earth as a system—the Critical Zone—forces
scientists to work together across disciplines and scales. In so doing, scientists will learn
how to interpret recurrent patterns observed in the CZ and how to protect the CZ for all
life’. Using [dLL] is thus a way to explore the CZ and to incorporate shared findings in the
Digital Earth. Banwart et al. [12] emphasized the significance of the CZ with reference to
soils and weathering in a geochemical context:

Through unsustainable land use practices, mining, deforestation, urbanization, and
degradation by industrial pollution, soil losses are now hypothesized to be much faster
(100 times or more) than soil formation.

This is elaborated upon by Brantley et al. [11] and Banwart et al. ([12], p. 986):
We contend that the CZO approach is an essential advance in geoscience research

and that the anticipated step change is urgently required. This is precisely because of the
human pressure on the near-term habitability of Earth’s Critical Zone and the immense
rate of ongoing environmental change.

As indicated in Figure 1, remote sensing plays an important part of such diverse studies
in the CZ and the signals received and interpreted will be necessarily complex in space
and time with results being reported in a wide variety of journals. This requirement shows
the importance of the FAIR data principles, especially findability and inter-operability.
Giardino and Houser [8] give examples of Earth surface processes, geomorphological,
investigations associated with the CZ and, in [13] ‘Geospatial science and technology for
understanding the complexities of the Critical Zone’ present some of the issues incorporated
into Figure 1. The volume also provides an overview of CZOs [14] who mention monitoring
‘locations’ of CZOs in the USA. Although detailed data from CZOs are given, there are no
notional geolocated links between them; they exist as separate environmental ’probes’, not
as part of an information space as in the Digital Earth.
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Observations have locations in space and time, illustrated by Brantley et al. [11] who
show the importance of nodes at the junctions of environmental gradients. Maps may
include the positions of stream gauges and water samplers, soil moisture sensors, etc. in
specific watersheds but these locations are only named, not geolocated. Thus, there is no
easy way to exchange and interchange data produced from sensors, whether remote or
terrestrial. Not only does this lack interoperability of site location data, but there is no easy
way to access these data for future work that might incorporate new ideas, techniques or
sensor capabilities. A solution to this problem, achieving data according to the FAIR data
principles, is discussed below. Using data at (or about) geolocations allows an ‘information
landscape’ to be built up over time. Nodes, such as a [dLL] and vertices (edges) can be
constructed with this information to build knowledge graphs [15].

In the following sections I suggest ways in which geolocation can be used for adding
information to a variety of Earth surface features to develop information landscapes in the
Digital Earth and the Critical Zone. I concentrate on the data and information reported by
remote sensing techniques rather than the techniques themselves.

3. Considerations of Geolocation in Remote Sensing Applications

3.1. Landslides, Elevation Models and Geomorphic Identity

A recent example of climate control on landsliding in the eastern Pamirs is given
by Pei et al. [16]. No geo-located data points are provided, so it is difficult to see the
significance of data outliers from fitted regressions. The ‘overview of the landslide sites
visited’ ([16], Figure 6) shows the types and ‘triggering factors’ of landslides but not
their geolocations. The images used are a mix of terrestrial field site photos and Google
Earth, but it is not easy to examine the landslide locations independently via GE. This
is unfortunate as a paper on rock glacier mapping [17] from a similar arid area (western
Kunlun Shan) indicates a debris flow planform as a ‘rock glacier type’ used as part of a
machine learning mapping project. The feature, [35.708, 80.803], has been independently
(unpublished) assessed as a mud/debris slide and appears very similar to several examples
in [16]. Improved geo-location and the use of GE to provide ground truth in context,
rather than outlines devised to test ML algorithms, would be helpful in the elucidation of
landforms in their climatic context. The simple expedient is to include [dLL] geolocations
as metadata for images, maps and other data sources.

Similarly, metadata and data points in tables, lists and inventories should be included
as a matter of course. Shape and GeoTIFF files from GIS analyses alone are insufficient for
FAIR data and should be supplemented by basic [dLL] located data as csv files. These data
should preferably be as supplementary material for published papers with their own DOI.

The AGU ‘Landslides Blog’ [18] includes DD, but not yet full [dLL] identification,
for many recent geomorphological events recorded as still and video images. In general,
geotechnical and engineering geological mapping can be enhanced through use of [dLL]
locations and enhance the data used in publications, reports and theses.

Earth Observation (EO) techniques have long been used to investigate landslide
mapping. For example, [19] used Interferometric Synthetic Aperture Radar (InSAR) and
Object-Based Image Analysis (OBIA) to investigate several sites in different geological
settings for emergency management and mitigation purposes. The aim, as elsewhere in
such studies, is to produce a local map rather than provide any integration into DE. Digital
Elevation Models, DEM, are useful for many purposes and are an important precondition
for many applications. They are particularly significant in regions that are devoid of detailed
topographic maps. Forkuor and Maathuis [20] compare DEMs and Fleming et al. [21] (2010)
note that, ’elevation data are a critical element in most geoscience applications’. DEMs
have been found useful in many fields of study, such as geomorphometry, being primarily
related to surface processes such as landslides that can be identified in a DEM. For example,
Fleming et al. [21] compared results from Shuttle Radar Topographic Mission (SRTM) and
ASTER-derived DEMs for hydrological and environmental modelling. Other comparisons,
with more recent sensors, can be compared via DEMs. The publicly available ArcticDEM
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Digital Surface Models have been used for investigating dimension changes of glaciers [22]
and slope-soil conditions related to aspects of local slope and groundwater conditions [23].
Pelletier [24] presents many examples of quantitative modelling of Earth surface processes
that require links between materials and processes (MPGB in Figure 1), elevation models
and remotely sensed data. These are individual case studies, and it would be helpful to
be able to link, for example, local conditions to changing global conditions. A review of
data from studies addressing climate-related dynamics of various form of slope failures
(mass movements) in the European Alps [25] provides an important overview of papers.
However, there is no compilation of data such that digital searches using geolocations
might reveal. Similarly, the production of landslide susceptibility maps [26] involves the
use of LiDAR, DEMs and fuzzy logic but does not reconcile site complexities that involve
material properties (Figure 1) together with slope geometries. Using [dLL] for detailed site
analysis and data recording aids such endeavors to monitor changes, especially those of a
catastrophic nature, in the Critical Zone. Georeferencing in this manner also allows point-of
interest (POI) techniques in social networks [27] to be linked to land surface features and
other attributes germane to the CZ, especially for management purposes.

3.2. Information Aggregation in Information Landscapes

Information can be associated with an ‘object’ in various ways, and we are very
familiar with this concept. A photograph taken on a mobile (cellular) phone is an obvious
object and image recognition and classification can now be commonly used in mobile apps.
Adding geolocation explicitly allows other questions to be asked in a variety of new ways.

A photograph of a bird can be imported into an app and identified against a suitable
training set of images or songs. Traditionally, an appropriate bird field guide is used, and
binomial classifications allow an easy way of differentiating between a North American
robin (Turdus migratorius) and the European robin (Erithacus rubecula) and the various Aus-
tralian ‘robins’ of the family Petroicidae, which may appear similar as in ‘robin red breast’.
The binomial may also provide other information, such as conservation status. Changing
metadata may be found, such that Wikipedia, outlines the re-classification of Erithacus
rubecula from the thrushes to Old Word Flycatcher family; (Muscicapoidae, Fleming J, 1822).
Here, Fleming, refers to John Fleming (1785–1857) the naturalist whose grave lies in Dean
Cemetery in Edinburgh [55.952, −3.222] and is also named for Fleming Fjord in E Green-
land [71.737, −22.804]. The geologist-glaciologist James David Forbes (1809–1868), who
invented one of the first modern seismometers, is also buried in Dean Cemetery. A book on
the glaciological work of J.D. Forbes has been compiled by Cunningham [28]. We might
bring together some of this information in a short-form data set such as; {Dean Cemetery
[55.952, −3.222], James David, John Fleming, Edward Forbes}. Various name/data investi-
gations can obviously be followed from this basic information held as a simple knowledge
graph. We can also explore information associated with a specific location as well as names.
Notice that the [dLL] is a unique identifier for a place. It differs from a place label, usually
a toponym but here, Dean Cemetery, is an area where numerous people have memorials
and whose locations can be identified on the ground. A dataset can be produced locally
for a specific use, such as a graveyard map. The ‘Overpass API’ (formerly Open Street Map
Server Side Scripting) can be used to access information and the uMap facility allows a
variety of information stories to be produced. Essentially, these are linked via [dLL] so an
information surface, as a local map of the cemetery, might be made allowing various ways
to cross-identify memorial locations, named people, their achievements etc. to produce a
geolocated ‘information landscape’. Such data sets ‘chunk’ information, digital and textual.

3.3. Entities in Landscapes

If we take a [dLL]-specified unit (whether it be landform, monument or sampling point)
then we can consider it to be unique example of a ‘natural kind’, a unit that is an intellectual
grouping, or categorization of things, in a manner that is reflective of the actual world. An
example is ‘car’ = ‘automobile’, depending on the type of ‘English’, a more difficult example
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is ‘chair’—which, although it/they can be recognized visually, is surprisingly difficult to
define [29]. This difficulty is also the case for many landforms. We can designate a coding
for a mountain summit as SU and add its location to a name or names, thus; {Mount Everest,
Chomolungma/Qomolangma, Sagarmatha SU [27.9881,86.9251]}. Mapping the entities SU

higher than 8 000 m can be done easily. Mapping the glaciers that descend from summits is
less easy but has been done via GLIMS (Global Land Ice Measurement from Space) [30]
and their changing boundaries over time in the Randolph Glacier Inventory (RGI). The
limits of glaciers (digraph coding GL) are not always easy to define, however, as albedo
changes, where debris accretes on glacier surfaces to become ‘debris covered glaciers’
(GLd), with variable fuzzy edges. Amongst others, King et al. [31] have used remote
sensing to determine selected glacier surface profiles and debris cover evolution, while
Jones et al. [32] produced an inventory of some 6000 rock glaciers (RG) in the Nepalese
Himalaya. Rock glaciers have hydrological significance [32] as well as glaciers, so their
identification and mapping are clearly important with respect to many mountain domains
in the Digital Earth, not just the Himalaya. However, GLIMS and the RGI generally do not
include RG in their catalogues, even though debris covered glaciers are associated with
them [33].

There are groupings in physical geography which, unlike landforms, refer to properties
that are not easily identifiable by remote sensing. Periglacial, a rather nebulous term, and
‘permafrost’, a ground temperature condition, are two areal concepts that cannot, unlike
‘glacier’, be mapped easily. The term ‘mountain domain’ (Dm), analogous to coastal domain,
is used as a general term in which specific landforms, such as SU, GL and RG (and many
others), can be identified and mapped [34]—unlike periglacial and permafrost. In brief, the
problem is what do RG signify? Are RG all similar in morphology and origin and how do
they relate to glaciers, debris covered glaciers (GLd) and relict snowbanks in landscapes
that are losing ice mass? The literature usually quoted in remote sensing journals tends to
follow a geographical, zonal climate, approach as promulgated by Barsch [35], that all RG

denote permafrost in the mountains. However, ground truth investigations beyond simple
remote sensing recognition of landform morphology show that RG entities are closely
coupled with both debris and ice supplies derived from and via other landforms.

3.4. Rock Glaciers and [dLL] Geolocation

In recent years the distinctive mountain landforms, ‘rock glaciers’ (RG) have become
of interest beyond geomorphology. For the remote sensing community, they have been used
as a landform to test techniques. For example, the inventory of RG in the Sierra Nevada of
California [36] was mainly from field observations and supplemented by aerial photogra-
phy. The study by Liu et al. [37] of surface motion of selected RG in the area, used InSAR
to determine surface velocities as a complement to optical imaging. Other studies, again
associated with various inventories [38–40]. Machine learning for mapping purposes has
been used in the mountain domain (Dm) such as for glaciers (GL) [41] and debris covered
glaciers (GLd, which are related to RG and GL) [42], glacier recession [43] and landslide
susceptibility [44]. Surface activity and movement of RG have also been studied [45,46].
Permafrost mapping and modelling using SRTN imagery has been reported [47] assuming
that RG indicate the ground thermal condition of mountain permafrost. Such papers
raise interesting problems for the geomorphologist in elucidating these complex features.
Many papers present new data from remote sensing, but the following questions—which
relate specifically to remotely sensed data and their interpretation—need to be linked
to Materials–Processes–Geometry geomorphological investigations in the Critical Zone
(Figure 1). Thus, various questions arise:

1. What is an RG and how does it, or does not, relate to GL and GLd?
2. What do RG signify environmentally and geomorphologically? The key question, are

they permafrost or glacier ice bodies?
3. How are RG distinguished on the Earth’s surface and can they be differentiated from

glaciers, GL?
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4. How can RG, GL and GLd be used in inventories, e.g., to determine water content or
extent of permafrost?

These are questions that are still being debated in the geomorphological community
and cannot be answered fully here. However, I now suggest possible responses (if not
answers) to these queries using case studies identified by [dLL] as ’ground truth’ locations.
I also point out some misapprehensions and cautions in the use of definitions, but note
that some difficulties can be ameliorated if all sites are geolocated via the common [dLL]
geolocation format.

Rock glaciers are:
Found on slopes, a mass of rock fragments and finer material that contains either

interstitial ice or an ice core and shows evidence of past or present movement
COMMEMT: rock glaciers do not form if there is insufficient moisture to form the

interstitial ice that permits movement of the mass. Some are believed to have been formed,
at least partly, by burial of glacier ice. Active tock glaciers move at speeds up to 50 m per
year * and possess a steep front with slope angles greater than the angle of repose. Rock
glaciers are said to be inactive when the main body ceases to move. Most rock glaciers have
transverse ridges and furrows on their surface (National Research Council Canada, 1988
([48], p. 75).

* Most authorities, such as Washburn ([49], Table 6.4) indicate <1 m/year; the 50 m
per year is probably a misprint for cm per year.

Point 1. Perhaps the easiest way to show what a rock glacier ‘is’ can be achieved by
showing a photograph (Figure 2) with a location that has been used elsewhere [37]. The
possible relationship to other features, such as debris supply to glaciers, rock glaciers and
scree slopes from the disintegration of cliffs (free faces, denoted by FF).

 

−

tt

Figure 2. Rock glacier (RG) below Mount Gibbs, Siera Nevada, California. This is mapped [36] and

identified with the local label GibbsCyn 1. Liu et al. [37] identify it, within text, as the ‘local label’,

MGRC. The digraphs listed represent an interpretation of a geomorphological landsystem and can be
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identified via [dLL], and thus compared, with other features [50]. The close topographic proximity of

the features shown relates to downslope transfers of rock fragments and glacier ice. A scree or talus

slope (SS) forms below a free face (FF), but where a glacier collected a small amount of debris then a

moraine (here lateral, ML) was formed. Where large amounts of debris collected on the surface of a

slowly moving glacier ice body, then the ice has been protected from melting, but continues to move

downhill, producing the topographic form, a rock glacier (RG). The rock glacier snout (RGs) is at

[37.8969, −119.1966]. Image: © Google Earth.

Point 2. There is a long-standing discussion about what RG signify and the following
is only a brief outline of problems with the ‘RG indicate permafrost’ model. The definition
cited above relates to both interstitial ice and permafrost (ground ice) but also, ’by burial
of glacier ice’. The discussion and classification of Millar and Westfall [36] includes RG

that ‘appear to derive from ice glaciers; and others yet appear to originate from cumulative
snow-, ice- and rockfall events’. However, there is a widely held view that rock glaciers
are only the result of ‘permafrost creep’ [51] and particularly that, ‘only the ice-cemented
rock glacier seems acceptable in our present state of knowledge. It contains ice, often more
than 50 percent of its volume, but this ice is permafrost ice. Large bodies of glacier ice have
not yet been encountered in a true rock glacier’ [52]. This ‘permafrost only’ interpretation
has led to the notion that rock glaciers can be used to help map permafrost in mountains,
such that rock glacier inventories can be used for mapping (Point 4), ‘Permafrost presence
or absence can be derived from rock glacier maps, based on their activity. Indeed, active
or inactive rock glaciers suggest the existence of permafrost conditions, whereas relict
ones indicate its absence’ ([53], p. 371). The RG as ‘permafrost only’ indicators is not only
dependent upon statements as in the foregoing, but is associated with the notions (dating
from 50–100 years ago) that areas deemed ‘periglacial’ do not include glaciers. When
looking at a mountain domain this makes little sense when glaciers are clearly part of the
scene overall. This scenario also applies to ‘permafrost’ in the mountains. To provide a
general view in a landscape that includes glaciers, or their previous presence as noted by
moraines, we consider all landforms in a landscape. Each entity can be uniquely identified,
and compared, via [dLL] as in Figure 2. Landsystems may incorporate a variety of landform
entities giving a similar overall appearance despite each entity being unique.

Point 3. RG are essentially recognized by their overall topography, as in the descrip-
tion/definition noted previously and seen in Figure 2. This is a ‘tongue-shaped’ rock glacier.
However, there are other related landforms, some of which are noted in Figure 3. Hence
a ‘landsystem’ approach encompasses a wide variety of landforms that may grade into
each other. Some of these are seen in Figure 3, together with some of the classifications and
typologies associated with RG. All these landforms sit within the landscape domain (LD)
which includes the mountain environment, Dm, an example of which is in Figure 2. This
holistic approach allows other landscapes to be discussed and brought together (Figure 1).
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𝕃𝔻ሻ 𝔻𝕞

 𝔻𝕞
ff𝔻𝕞

Figure 3. Selected information concerning rock glaciers within the Mountain domain Dm of land-

scapes in general. The main types of RG are indicated with authors [25,35,36,53–75] showing their

diversity and complexity of terminology. Some of these forms are identified by human visual means,

but some have been used by remote sensing with comparison to local type site examples. InSAR has

been used to ascertain movement activity [37] using the guidance of RGIK [75] methodology that

specifically notes InSAR. Note that ‘transitional’ is used in three different ways. The ‘tabs’ on the

right are landforms in the Dm that are frequently associated with RG (but not generally included in

‘rock glacier’ inventories). The glacigenic (glacier ice-cored) model links debris input via SS, RF or FF

to cover a glacier down-valley (Figure 2). Image © W. Brian Whalley.

Point 4. Many recent papers using remote sensing techniques have produced ‘inven-
tories’. Some papers have looked at operator variability [76] whilst others [77] have used
InSAR kinematics to compare inventories using a moving area technique. As with many
other recent papers, examples allow comparison of landforms. Sometimes these forms
are given co-ordinates (e.g., as dms [77]) but some images have no geolocation. Some
comparisons are cross-kinematics (velocity variability), some cross typologies (Figure 3)
and some use other typologies, e.g., relict/intact forms [78] and a mixture of types [79]
genesis and shape but with no geolocation of any kind. The work of Abdullah et al. [80]
mixes a variety of RG classifications (Figure 3), such as by shape and activity and again
the examples shown by them are not geolocated. This lack of geolocation is detrimental to
interpretations and future use of published data.

There are clearly much valuable data, derived from remote sensors, contained in these
papers and the resultant inventories. However, a lack of common geolocation restricts their
widespread usage to allow data sharing and investigate combinations of landforms and
environments. Moreover, inventories are only lists and not catalogues (such as astronomers
use star catalogues). The [dLL] format would provide uniformity of identification and
classification in a manner that is not yet possible. The complexities of RG classifications and
typologies (Figure 3) reflect the variables interacting. Furthermore, where data analyses
are presented from inventories, there is a tendency to produce aggregated results; means,
box–whisker plots [81], violin plots of aspect angle [38,82]. Where bivariate plots are
sometimes used; Kaldybayev et al. [38] plot distribution of the ‘kinematic activity’ of RG
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is by height. Although many data points are shown, each presumably geolocated, the
only conclusion stated [38] is that ‘The highest surface velocity was found at altitudes of
3000–3400 m ASL (Figure 13). Most likely, this is due to the fact that 68% of the total area of
the inventoried rock glaciers is located in this interval’. Although this is a ‘true’ statement,
its information content is low and results from using bivariate data and not multivariate
and georeferenced data. Many multivariate methods could be used, especially if analyses
were to investigate differences (or similarities) between mapped features held in proper
databases, rather than in lists. Catalogue databases could then be used to explore data
relationships, such as by knowledge graphs.

3.5. Identification of Glacier Ice-Cored Rock Glaciers

The RGIK methodology [71] invites RG activity, whether they are moving or not, to
be assessed, preferably by measurement of movement and explicitly using InSAR. The
approach also suggests geomorphological investigations. As with many of the papers cited
earlier, for example Bertone et al. [77], the permafrost model is invoked specifically [70]. As
mentioned previously, ‘Rock glaciers are creeping masses of frozen debris in the mountain
periglacial landscape. Morphologically, they are characterized by a distinct front, lateral
margins, and often by ridge-and-furrow surface topography’.

Several papers have recently used GE to show the glacial nature of debris-buried
glacier ice and the continuum of the material (and hence continuum mechanics), for
example in the Hindu Kush [83]. I now show how simple GE examination can identify
glacier ice cores and melt features in both GLd and RG. Further, that with improved
resolution and more imagery available, simple pattern recognition techniques could show
glacier melting and ice down-wasting by identifying specific landforms that are responding
to environmental changes.

Figure 4 shows the development, by widening of a surface meltpool, in the surface
of the Galena Creek RG [44.6503, −109.7908] studied by Potter [68]. Barsch [35] has
argued that the evidence from this RG shows it not to be ‘glacier-derived’ but additionally
([35], p. 214), ‘The Galena Creek rockglacier has to be accepted as a (normal) multiunit
rockglacier, which is probably more a talus rockglacier than a debris rockglacier. Therefore,
the model of the so-called ice-cored rock glacier has to be abolished’. Field and remotely
sensed data now show clear evidence to the contrary.

A summary dataset showing the published contrary, glacier-ice-cored RG can be
stated in fully digital format {Galena Creek RG[44.6503, −109.7908](doi.org/10.1111/j.0435-
3676.1998.00042.x)(doi.org/10.1111/j.0435-3676.1998.00044.x)(doi.org/10.1017/jog.2019.67)
(doi.org/10.1111/j.0435-3676.1998.00041.x)(doi.org/10.1130/0016-7606(1972)83[3025:irggcn]
2.0.co;2)(doi.org/10.1002/esp.5678)}. The last of these papers shows Noel Potter with a
glacier ice core extracted on a field trip, disproving Barsch’s statements. Petersen et al.
([84], Figure 2) show a meltpool (sometimes called a thermokarst pond) as a ground truth
location for a geophysical survey, indicating glacier ice below a thin surface debris layer
(Figure 4). This aggregation of information includes images, geolocations and paper author-
ship as a ‘searchable bundle’ in a way similar to the example of memorials in Edinburgh’s
Dean Cemetery.

The significance of meltwater pools and sub-debris glacier surface changes is directly
related to the glacier’s response to global heating. Mountain landsystems in the Andes are
particularly prone to the formation of these meltpools. Developing glacier-melt features
(Figure 5) can be identified in GE as a glacier-rock glacier system in the Juncal Masssif, Chile–
Argentina border. This GL–GLd–RG landsystem is in accord with the glacier hydrological
investigations of Rodriguez et al. [85] in this area. Although each rock glacier system is
unique in overall topographic shape and glacier and debris mass balances, the meltpools
have similar recognizable features. Tracking them over time via [dLL] would be a good
way to bring pattern recognition techniques from remote-sensing data to look at a very
wide area, such as the whole of the Andes, to monitor climate change. As well as meltpool
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formation, surface elevation changes could also be monitored to produce maps of ice mass
change accruing to, for example precipitation and temperature gradients in remote areas.

 

−

tt

Figure 4. Four images from Google Earth showing the down-glacier migration of a meltpool in the

surface of a rock glacier. Galena Creek RG [44.6503, −109.7908] 2006 to 2020. Such features should

be [dLL] tracked over time by remote sensing techniques to show down-glacier velocity, meltpool

widening and the appearance of any new features. Images; © Google Earth.

 

− −Figure 5. Meltpools (within open circles) in the surface of a GL–GLd–RG system with ice cores at

[−33.0178, −70.0559]@2023 and its independent neighbor in the Juncal Masssif, Chile–Argentina

border. The left hand GLd (orange open arrow) originates in a bare glacier surface. The right-hand

RG has no exposed glacier ice but is covered by copious debris scree/fan slopes (white arrows). The

inset shows GE images of a meltpool between 2019 (44 m wide) and 2023 (91 m wide). The surface

velocity, from boulder tracking, is about 1.5 m/year. Images: © Google Earth.
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4. General Discussion

The contributions of remote sensing technologies to geomorphology in the mountain
domain and the Critical Zone in general are undeniable. More data will accrue as remote
sensing technology with specialist sensors contribute to enhanced optical and radar ob-
servations. Good ground truth data are required to test, train and build confidence in
geological models [86]. Some data related to the complex topographical features known as
rock glaciers have been presented in the previous section, not least the long-standing con-
troversy concerning their nature and interpretation. Observations indicate that RG should
not be considered as uniquely determined by the thermal conditions known as ‘permafrost’,
but that glacier ice acts as a continuum substrate that can accumulate rock debris on its
surface. These findings tend to negate many existing definitions of RG [48] and models
need to be revised. The increasing debris thickness insulates the ice and, consequently, the
glacier can still flow actively and extend downslope. Rock glacier behavior depends not so
much on the thermal properties of ice as its rheological properties under low stresses (of
surface slope and thickness). The interface between a melting glacier surface under a debris
cover can be seen in meltwater pools. Google Earth, with its improved resolution over tra-
ditional aerial photography, can show the enlargement of these pools and movement over
time. These observations, rarely indicated in large scale mapping, show the importance of
ground truth. The use of explicit, [dLL], georeferencing of these locations conforms to the
view that observations are made at locations and within time-frames. The easily accessed
facilities in Google Earth provide data checking of both field and satellite imagery. Tagging
images, of field sites for example, with [dLL] and other metadata, allows sites to be cross
referenced. Such information can be grouped (or ‘chunked’) as an information tensor [49]
with the [dLL] location as an index that can be used in a database. A database, a searchable
bundle, could be built with [dLL] referencing to encompass all the inventories produced in
a searchable, digital, catalogue. Multi-dimensional analytical methods are rarely used for
analyzing rock glacier data. An exception is the discriminant analysis relating RG features
to climate data [36].

One problem with the ‘permafrost’ model of rock glacier formation is that it does
not take into account the downhill movement of ice and rock debris in the manner of its
rheology [87,88]. The debris may cover the glacier component completely, or almost so
(Figure 2), making it difficult to identify and delimit features by remote sensing methods.
The glacier model involves the continuity of material transport. In Figure 2 this is from
cliff top through components FF, SS and RG to RGs. Sometimes the, very small, glacier
component may not be easily visible and may disappear over time as in Figure 2. I
suggest that new methods be developed that take these ‘contributing areas’ into account,
perhaps with fuzzy boundaries that may change over time. Overlaying images onto digital
elevation models, together with data about velocity changes, allow kinematic (and dynamic,
with forces on materials) information to be mapped into the Digital Earth. Testing such
methods and algorithms on slow-moving landsystems such as rock glaciers may eventually
allow faster-moving events in the Critical Zone (Figure 1) to be tracked in near real-time.
Examples might include flooding events, landsliding produced by a progressing storm
track or assessing forest fire paths. Using [dLL] would make these developments easier
to implement.

5. Conclusions

Remotely sensed data are important in identifying complex features in the Critical
Zone. Rock glaciers, RG, have been used as an important geomorphological feature,
now widely referenced in the environmental literature, that can be investigated with the
attribution of [dLL] geolocation. The full scientific usefulness of RG and their interpretation
has, however, been held back by a dated, and scientifically disproven notion, that of the
‘permafrost rock glacier’.

The importance of using a precise geolocator to identify points with associated infor-
mation, such as for RG, has been demonstrated. Geolocating via [dLL] allows open results
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to be presented on FAIR data principles, specifically that RG are part of a glacier-debris
accumulation landsystem and not the result of the presence of permafrost. Thus, RG cannot
be used to map the presence of permafrost in the mountain domain.

The main conclusions can be listed:

1. The use of a uniformly recognized geolocation formal, [dLL], allows unique locations
on the surface of the Earth to be identified and shared. It thus has an important part
to play within the FAIR data usage doctrine.

2. [dLL] can be used in image metadata to identify any object or feature as well as the
vantage point of a field photograph.

3. [dLL] can be used to identify a feature that might require repeated survey, perhaps
over an appropriate time interval to ascertain change, e.g., vegetation. This might be
a satellite sensor, ground control site or part of a UAV survey (Figure 1).

4. A transect can be determined by a [dLL] as origin (Figure 2). This transect contains
information (an information tensor) that can be linked to a resurvey or analysis with a
new sensor. Transects, as with point locations, can be test sites for providing model
checking or ground truth.

5. [dLL] can provide the important links in data sets; [dLL]{other information, web sites
etc, dates} as a searchable bundle in digital form. This is especially important when
[dLL] are used as database reference objects or identifiers.

6. Using [dLL] as datapoints allows data to be linked as nodes in knowledge graphs for
visualization and analysis or in a GIS.

7. Publications should enhance the FAIR data principles by using [dLL] in image meta-
data, data tables. The basic data set, including [dLL], should be included within the
paper in a simple csv file to ensure compatibility with other investigations.

These findings indicate that data usage, associated with [dLL], maximize its cost-
effectiveness when used in studies involving remotely sensed data. As data have both
position and time, it is beneficial for future research to include these, as appropriate, in
future work relating to Earth surface geolocation.
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