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Severe local lattice distortions (LLDs), originating from the size mismatch among atoms, have been proposed
as one of the key mechanisms responsible for the excellent mechanical properties of bcc-structured high-entropy
alloys (HEAs). They have also been connected to phase stability, as well as physical properties such as electrical
conductivity. Experimental measurements of LLDs are, however, difficult and often ambiguous. Analysis of
total scattering data in real space has been proposed to provide a uniquely suitable probe of LLDs, but its
widespread application and validation are still limited. We conduct a thorough study of LLD measurements in
refractory high-entropy alloys (RHEAs) using small-box pair distribution function (PDF) analysis. We start by
reexamining existing literature data using a recently proposed coherent theoretical framework to demonstrate
that LLDs in RHEAs can indeed be considered as severe and can be reliably measured even in the absence of
known thermal components. We perform total scattering experiments of a typical RHEA (HfNbTaTiZr) using
both x-rays and neutrons, and show that real-space PDF analysis of data from different types of radiation gives
consistent values of LLDs. The results are also in good agreement with the values derived from reciprocal-space
data. Finally, through simulation and analysis of theoretical two-phase PDFs, we demonstrate that the effect
of the chemical segregation in the investigated RHEA on the measured LLDs is limited when dealing with
comparatively large LLDs. The results show that PDF analysis using small-box modeling provides a fast and
reliable tool for measuring LLDs in RHEAs, which makes it ideal for analysis of large data sets from time-
resolved in situ measurements.

DOI: 10.1103/PhysRevMaterials.8.083602

I. INTRODUCTION

High-entropy alloys (HEAs) have emerged as a promis-
ing class of metallic materials with unique properties that
make them attractive for a wide range of applications. HEAs
are essentially alloys that contain multiple principal elements
in equiatomic or near-equiatomic proportions, resulting in
a chemically disordered solid solution with high configura-
tional entropy. As a result they are also commonly referred
to as multiprincipal element alloys (MPEAs) or composition-
ally complex alloys (CCAs), although these terms are wider
and include also alloys with medium configurational entropy.
HEAs exhibit a number of interesting properties and have
garnered significant interest in the metallurgical field in recent
years [1,2]. Since HEAs were discovered in 2004 [3,4], the
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field has exploded, with numerous studies of various prop-
erties of these materials and works to develop new HEAs
with even more impressive characteristics [5]. One particu-
larly interesting subset of HEAs comprises mainly refractory
elements, specifically those from groups IV (Ti, Zr, Hf), V
(V, Nb, Ta), and VI (Cr, Mo, W) [6,7]. These alloys, denoted
refractory HEAs, or RHEAs [8], have received a lot of at-
tention due to their exceptional high-temperature properties
that surpass even the most advanced Ni-based superalloys at
temperatures above 800–1000 ◦C [9].

One of the most notable features of HEAs is the presence
of local lattice distortions (LLDs) [10], which are the static
displacements of atoms from the ideal lattice sites, in order to
accommodate the size differences among atoms. An estimate
of the LLD is often obtained by considering the deviation
of the atomic radii of the individual elements from the mean
radius, the so-called atomic size mismatch

δ =

√

√

√

√

∑

i

ci

(

1 −
ri

r̄

)2

, (1)

where ci and ri are the concentration and atomic radius of
element i, and r̄ =

∑

i ciri is the average atomic radius. While
several studies have reported that LLDs in HEAs with face-
centered cubic (fcc) crystal structure is negligibly larger than
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for those in dilute solid solutions [11,12], the body-centered
cubic (bcc) structured RHEAs show much higher levels of
LLDs [13]. It should be noted that estimates of LLDs in
bcc-structured RHEAs, as derived from the parameter δ, can
show significant discrepancies when compared to results from
ab initio calculations or experimental observations [13,14].
These variances could be attributed to the fact that the atomic
size mismatch is taken from an ideal hard sphere model, which
inherently overlooks critical factors such as charge transfer
effects that would be captured in density functional theory
(DFT) and in experiments [15,16].

The most commonly discussed effect of LLDs on RHEAs
is an enhanced solid solution strengthening [17–22]. Further-
more, in contrast to conventional bcc metals, some studies
suggest that edge dislocations may play a role in control-
ling the plastic deformation of RHEAs [23–25], and there is
emerging evidence that LLDs might impact the relative veloc-
ity of edge and screw dislocations [26]. In addition, ab initio

calculations have also shown that LLDs play a fundamental
role in the stability of the bcc phase, as the effect of the static
displacement mimics dynamic thermal vibrations and thus
effectively stabilizes the high-temperature stable bcc phase
over the low-temperature stable hexagonal close-packed (hcp)
structure [27]. Also physical properties such as electrical
transport are affected by the extent of LLDs in RHEAs [28].
In addition to LLDs, short-range order (SRO) is also a sig-
nificant feature of HEAs. While some studies have indicated
that SRO is closely coupled with LLDs, both from microstruc-
tural observations [29] and from simulations [30], at least a
computational study does suggest that SRO has only a minor
inhibitory effect on LLD [31]. Currently, it is challenging to
draw a definitive conclusion on the extent of influence from
SRO on LLDs. Further quantitative investigations are needed
to elucidate this relationship more clearly.

While extraction of LLDs from atomistic models is
straightforward, experimental quantification remains a chal-
lenging task. The most common methods include transmission
electron microscopy (TEM) [22,32,33], x-ray or neutron
diffraction [34,35], extended x-ray absorption fine struc-
ture (EXAFS) [36,37], and total x-ray or neutron scattering
[11,16,18,38,39]. Each technique has its advantages and dis-
advantages, recently reviewed by Owen and Jones [10]. An
advantage of EXAFS and total scattering is that they pro-
vide direct access to the real-space pair distribution functions
(PDFs), which facilitates a direct comparison to atomistic
models. In comparison to EXAFS, total scattering is a bulk
technique and produces PDFs over much larger distances to
allow accurate fitting of the data. Large-box analysis of to-
tal scattering data, where the positions of several thousands
of atoms are refined against experimental data through a
reverse Monte Carlo algorithm [40–42], allows calculation
of LLDs in a way analogous to atomistic simulations. It
can therefore provide element-specific information, such as
individual partial PDFs (which describe the distribution of
distances between pairs of specific types of atoms in a mul-
ticomponent system) and preferred local neighborhoods (i.e.,
short-range order). Large-box modeling is, however, com-
putationally expensive and time-consuming, and is therefore
not well suited for analysis of large data sets with regard to
the real-time feedback needs of in situ experiments. On the

other hand, small-box analysis based on the refinement of
the structure described by a single unit cell (therefore often
referred to as “real-space Rietveld”) provides much shorter
analysis time [43,44]. The limitation of small-box analysis
lies in its inability to distinguish specific locations of indi-
vidual atoms. Instead, it approximates the positions of atoms
as a collective average. This is in contrast to the supercell
approach in large-box analysis. The shorter analysis time
becomes increasingly important as the development of rapid
PDF acquisition techniques [45,46] has enabled time-resolved
in situ measurements producing data volumes much too large
to be effectively handled using large-box methods, as well
as the promise of extensive improvements in time resolution
at the new generation of spallation neutron sources such as
European Spallation Source (ESS).

A further issue is the lack of consensus on the defini-
tion of LLDs (i.e., a suitable metric), and how it should be
obtained from the experimental data. Recently, Owen and
Jones reviewed the state-of-the-art of the field, and proposed
a consistent terminology and interpretation [47]. As the long-
range structure is maintained in the presence of LLDs (the
average bond length must be consistent with the lattice param-
eter even though individual atoms experience static off-site
displacements), the effect of variations in the local structure
will result in a broader distribution of interatomic distances
(bond lengths). This is indeed what is observed in ab initio

studies [13,48,49]. Consequently, the width of the interatomic
distance distribution, in relation to some reference distance,
provides a measure of the local lattice strain, which can be
compared between different material systems and experimen-
tal techniques.

As the peak width obtained from experimental measure-
ments is a convolution of static (LLDs) and dynamic (thermal
vibrations) displacements, separation of the two components
is necessary. While the most accurate approach involves
variable-temperature cryogenic measurements and allows fit-
ting of the Debye curve [12], this is in many situations (e.g.,
in situ high-temperature measurements or when comparing
multiple alloys) not experimentally feasible, as it is time-
consuming. In such cases approximate estimations of the
thermal contribution must be made.

In this study we focus on the use of small-box modeling for
analysis of PDFs obtained from total scattering data. Through
this approach we attempt to answer some questions regarding
the extent of LLDs in RHEAs and their experimental charac-
terization.

First, we consider the available literature data and examine
the resulting magnitudes of LLDs derived from measurements
of the atomic displacement parameter, Uiso, obtained from Ri-
etveld refinements of diffraction measurements, and different
assumptions made during the separation of static and thermal
contributions. We conclude that LLDs in RHEAs are indeed
significant (meaning, of the same order of magnitude as, or
larger than, the thermal components), and their quantifica-
tion is relatively robust with respect to approximate methods
used to isolate the static displacements. This is promising for
future studies, as it suggests that Uiso-based analysis with-
out variable-temperature (cryogenic) measurements offers a
sufficiently accurate way to measure LLDs, e.g., during time-
resolved experiments.
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Second, we examine one prototype material (gas atomized
equiatomic HfNbTaTiZr) in more detail using both real-space
and reciprocal-space refinements of synchrotron x-ray data,
and compare the results to real-space analysis of neutron total
scattering data for the same alloy. We confirm the severe
LLDs derived from the literature data, and conclude that LLDs
obtained from real-space and reciprocal-space analyses agree
well, and that the results from x-ray and neutron experiments
are consistent. The good agreement between the different
techniques and probes confirms the robust nature of total
scattering as a tool for LLD quantification.

Finally, we consider the effect of the chemical segregation
observed in the HfNbTaTiZr RHEA powder on the accu-
racy of small-box based determination of LLDs. We perform
single-phase small-box fitting of simulated two-phase PDFs
describing of segregated structures, and conclude that for
the investigated RHEA the LLDs can be accurately captured
given the comparatively large magnitude of LLDs. This is,
at least partially, due to the limited instrumental resolution
in total scattering measurements masking the sample related
broadening caused by the segregation.

II. LOCAL LATTICE DISTORTIONS IN RHEAs

A. Literature data and evaluation approach

In order to quantify the extent of LLDs in RHEA using the
methods proposed in Introduction, the comprehensive data set
presented by Tong et al. [14] was revisited. They performed
an extensive characterization of several RHEAs using syn-
chrotron diffraction and total scattering. For all alloys they
reported values of the lattice parameter and Uiso obtained by
Rietveld refinements and the magnitude of LLDs, quantified
by a measure called ε1st defined as

ε1st =
P1st − Pavg

Pavg
, (2)

where P1st is the position of the first peak in the real-space
PDF (a measure of the local structure) and Pavg =

√
3a/2 is

the expected position of the first peak calculated from the
lattice parameter, a, from Rietveld refinements (average struc-
ture). For several alloys, in particular Zr and Hf containing
variants, significant shifts of the first and second PDF peaks
were observed, leading to large values of ε1st. As can be seen
from Fig. S1(a) in the Supplemental Material [50], no clear
correlation between ε1st and δ can be found.

However, ε1st is an ambiguous measure as it also depends
strongly on the relative scattering lengths of the different ele-
ments. Since the PDF is a histogram of interatomic distances
weighted by the scattering lengths, the peak position will not
correspond to the average bond length, but to the weighted
bond length of different elemental pairs. Tong et al. used DFT
to obtain relaxed structures, including LLDs, and PDFs calcu-
lated from the relaxed structures showed excellent agreement
with the measured data. The results showed that there are
significant deviations between the average position of AA,
AB, and BB pairs (here A refers to Hf or Zr and B to other
elements) obtained from DFT and Pavg. However, the average
of all pairs agrees very well with the position calculated from
the lattice parameter. This indeed indicates that the average

of the individual bond lengths (which would correspond to
P1st in the absence of weighting) do not differ significantly
from Pavg, contrary to indications by ε1st. On the other hand,
the distribution of bond lengths was very broad as a result
of the different average positions for AA, AB, and BB pairs,
similar to previously reported ab initio [51] and hybrid Monte
Carlo/molecular dynamics studies [52]. This suggests that this
strain definition involving the position of the first peak in PDF
might not be that appropriate for quantification of LLDs.

Here we therefore adopt the previously mentioned local
lattice strain definition proposed by Owen and Jones [47],
which is based on the width of the bond length distribution
rather than the average bond length (peak position). In this
framework, two different strain measures were proposed. The
first is based on the magnitude of the static displacement away
from the equilibrium position relative to the average atomic
radius (r̄). In the assumption of the hard-sphere model for
bcc-structured RHEAs, r̄ could be determined from the lattice
parameter a, as

r̄ =
√

3

4
a. (3)

As the static displacements will be different for different local
neighborhoods, the result will be a statistical distribution char-
acterized by its standard deviation (σs,u). Here the subscript s
indicates that it is the distribution of static (as opposed to ther-
mal) displacements, and u indicates that it is the distribution of
off-site displacements that is considered. The resulting lattice
strain is given by

εs,u =
σs,u

r̄
. (4)

Alternatively, one can consider the statistical distribution of
interatomic distances (σs,l, where l refers to bond length),
relative to the average bond length (µl), according to

εs,l =
σs,l

µl
. (5)

The two are directly related as µl = 2r̄ in the hard-sphere
approximation. Additionally, the standard deviation of the
convoluted Gaussian distribution of interatomic distances of
the atoms involved in a bond length measurement is given
by σs,l =

√
2σs,u, due to the fact that the two atoms involved

in the bond length measurement each have off-site displace-
ments. The convoluted distribution has a variance equals to
the sum of the variances of the off-site displacements distri-
butions, which yields σ 2

s,l = σ 2
s,u + σ 2

s,u. Hence, σs,l =
√

2σs,u.

This provides an upper limit given by εs,u =
√

2εs,l, assuming
rigid bonds. In the following we have used εs,u to represent the
local lattice strain, as this allows the calculation of strain from
the values of a and Uiso reported by Tong et al. [14]. Thus, σs

and εs hereafter refer to σs,u and εs,u, respectively.

B. Separating the thermal displacement

In diffraction and scattering experiments, the static dis-
placements will be convoluted with dynamic (thermal) off-site
displacements resulting from vibrations of atoms around their
equilibrium positions, i.e., σ 2 = σ 2

s + σ 2
th, where σth is the

distribution of thermal displacements. In reciprocal space,
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the off-site displacement of atoms leads to a Q-dependent
decrease in the intensity of the Bragg peaks. This effect
is accounted for by the Debye-Waller factor exp{− 1

2σ 2Q2},
where Q is the magnitude of the scattering vector. Rietveld
refinements yield the atomic displacement parameter, denoted
as Uiso = σ 2 in the case of isotropic displacements, which
is typically assumed for metallic alloys. The above notation
allows us to express Uiso as

Uiso = Us + Uth, (6)

where Us = σ 2
s and Uth = σ 2

th. Subsequently, we have

σs =
√

Uiso − Uth. (7)

The same quantity, Uiso, can also be obtained from small-box
analysis of PDF data acquired through total scattering experi-
ments.

These techniques therefore measure the combined effect of
thermal vibrations and LLDs, and to extract LLDs from the
values of Uiso reported by Tong et al. [14] we must separate
the static and thermal contributions. For individual elements
(where σs = 0 by definition), Uth = Uiso can be found from
experimentally reported values of the Debye-Waller factors.
The situation for alloys is more complicated, and the most
accurate way is to perform temperature-dependent measure-
ments at cryogenic temperatures. Here such measurements are
not available, and we are restricted to estimating Uth from
the available single-component values. The question which
follows is how this can be reliably done?

The simplest way to estimate Uth from single-component
values is to use the rule of mixtures (ROM) considering the
individual values at the same temperature (T ) as the test was
performed

U T
th =

∑

i

ciU
T
i , (8)

where ci is the concentration and U T
i the Uiso value of element

i at temperature T . However, as pointed out by Owen et al.

[11] the magnitude of the thermal vibrations resulting in Uiso

depends on the bond strength, which in turn is related to the
melting temperature. A slightly more elaborate estimation is
thus to consider the Ui values at the same homologous tem-
perature, τ = T/Tm. If the melting temperature of the alloy
(Tm,a) is known the homologous temperature for the alloy is
given by

τa = T/Tm,a, (9)

and Uth can be estimated as the average of the individual Ui

values at the temperature corresponding to the same homolo-
gous temperature for each component as

U τ
th =

∑

i

ciU
τ
i , (10)

where U τ
i is the Uiso value of element i at temperature

T = τaTm,i and Tm,i is the melting temperature of element i.
However, the melting temperature of multicomponent alloys
in general, and refractory versions in particular, is typically
unknown and must also be estimated from the correspond-
ing values of the individual components. Here two different
methods were employed to estimate Tm,a of the RHEAs in

Ref. [14]. The first approach involves the ROM to the values
of Tm,i:

T ROM
m,a =

∑

i

ciTm,i. (11)

The second approach involves correcting the T ROM
m,a based on

values determined by CALPHAD (CALculation of PHAse
Diagrams) calculations. Senkov et al. [53] estimated the
melting temperatures for a large number of RHEAs using
CALPHAD. Although not all alloys investigated by Tong
et al. were included in the calculations, Senkov et al. found an
approximately linear relationship between the resulting T CAL

m,a

(the value determined by CALPHAD) and T ROM
m,a , indicating

a robust correlation between them in spite of, e.g., eutec-
tics, which allows us to perform a first-order correction. By
only considering the alloys investigated in Ref. [53] involving
the same elements as experimentally tested by Tong et al.,
we establish the linear relationship between T ROM

m,a and T CAL
m,a

(shown in Fig. S2 in the Supplemental Material [50]):

T CAL
m,a = 1.28T ROM

m,a − 1043.5. (12)

Consequently, in addition to U T
th , we now have two estimates

of Uth based on the homologous temperature, U ROM
th and

U CAL
th . Both are obtained from Eq. (10), but with τa calculated

using Tm,a from Eqs. (11) and (12), respectively.
In the subsequent calculations of Uth the values of Tm,i were

taken from Ref. [54], and values of Ui were obtained from
temperature dependent values of the B factors of the individual
elements reported in [55–57] as

U T
i =

BT
i

8π2
, (13)

where BT
i is the B factor of element i at temperature T . Note

that values of U T
i are only reported at temperatures up to room

temperature, but as the melting temperature for the elements
involved is high the values of τaTm,i are typically close to room
temperature, thus linear inter- and extrapolation can be safely
used (see Fig. S3 in the Supplemental Material [50]). All the
calculation results are listed in Table S I in the Supplemental
Material [50].

Figure 1 shows a comparison of the different approaches,
where the obtained values of U ROM

th and U CAL
th are plotted

against U RT
th [U T

th according to Eq. (8) with T = 293 K] for
the different alloys investigated in Tong et al. [14]. While
U ROM

th generally aligns well with U RT
th and consistently re-

mains lower, the values of U CAL
th are increasingly higher than

those of U RT
th , with a few exceptions. However, the difference

between different methods is relatively small, which indicates
that the choice of method for estimating Uth is not critical.
Nevertheless, the discrepancy increases and care should be
taken for alloys where the calculated Uth is high (above around
0.005 Å2). Here we chose U CAL

th in the subsequent analysis,
as it provides the most conservative estimate of the static
contributions (i.e., the smallest LLDs).

C. Local lattice strains in RHEAs

With estimates of Uth available, we can now separate the
static and thermal contributions from the values of Uiso for the
different alloys investigated in Tong et al. [14]. The results
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FIG. 1. Comparison between different methods of evaluating
thermal components of Uiso from various RHEAs. The solid lines
are linear fits for respective methods.

are shown in Fig. 2, where it can be clearly seen that the
static contributions are of the same order or larger than the
thermal components. This is in stark contrast to the case for
fcc-structured HEAs [12] and confirms that the local lattice
distortions in bcc-structured RHEAs can indeed be considered
to be severe. The values of the resulting local lattice strains,
εs, are tabulated in Table I, together with the thermal strains
(εth =

√
Uth/r̄ [47]), along with Uiso and ε1st reported by Tong

et al. [14] for comparison. While most of the alloys (those
without Zr) have values of εs ranging from 4.08% to 6.85%
(average 5.85 ± 1.0%), the Zr-containing alloys exhibit very
large values, around 10%. While εs and δ are not directly
comparable in the presence of charge transfer effects, we note

FIG. 2. Static (Us) and thermal (Uth) components of off-site
displacements (Uiso) extracted from several RHEAs [14]. Thermal
displacements calculated from a linear extrapolation model (de-
scribed in Sec. II B) and total Uiso determined experimentally by Tong
et al. [14] from diffraction data. The relatively larger magnitude of
Us than Uth indicates that LLDs in bcc-structured RHEAs are severe.

that these εs values (10.18%, 9.91%, and 10.61%) are well
above the previously proposed stability limit of crystalline
solid solutions in HEAs (δ � 6.6%) [59]. We also note that
there appears to be a strong correlation between the chemi-
cal composition and εs, whereas there is a poor correlation
between ε1st and the composition. Comparing MoNbTaV and
MoNbTiV, where the only difference is the exchange of Ti
for Ta, the value of ε1st changes drastically, from 0.65% to
0.01%. The value of εs, on the other hand, is relatively similar
(6.18% compared to 6.53%), which is more in line with ex-
pectations. The large change in ε1st is potentially explained
by the previously discussed fact that the peak position is
affected by weighting of the scattering lengths. The negative
scattering length of Ti (compared to the positive values for
the other elements, except V, which has a slightly negative
value, see Table SIII in the Supplemental Material [50]) can
be expected to have a large effect. This is supported by the
fact that the effect of exchanging W for Ti in NbTaVW has
a similar effect (ε1st changes largely from 0.32% to 0.82%,
whereas εs changes slightly from 6.39% to 6.57%). Similarly,
HfNbTaTiZr and HfNbTiZr (differing only in the presence of
Ta in the former) have similar values of εs but very different
ε1st. While the addition or removal of Hf and Zr is expected to
significantly affect LLDs due to the extensive charge transfer
and associated change in effective size [14–16], Ta is not
expected to have the same effect. We also note that the re-
sulting values of εs do not show any consistent correlation
with δ or ε1st; see Figs. S1(b) and S1(c) in the Supplemental
Material [50]. As mentioned earlier, the reason that there is
no observable correlation between εs and δ is that the charge
transfer effect has not been accounted for in the ri values used
for δ.

In summary, we have compared different methods to esti-
mate the thermal contribution to Uiso obtained from diffraction
or scattering experiments based on single-component values,
and found that the choice of method did not have a significant
effect. Isolating the static contribution allowed calculation of
the local lattice strains from the values of Uiso reported for
several RHEAs in Ref. [14]. The results show that LLDs in
bcc-structured RHEAs are indeed severe, in contrast to fcc-
structured HEAs.

III. LLDs IN HfNbTaTiZr FROM TOTAL SCATTERING

AND DIFFRACTION

In the previous section we calculated εs from Uiso values
obtained from Rietveld refinement of x-ray diffraction data. It
has, however, been argued that values of Uiso obtained from
total scattering measurements should be more reliable [60].
In this part we perform x-ray total scattering measurements
of the HfNbTaTiZr RHEA powder to allow a comparison of
εs derived from reciprocal- and real-space refinements. This
alloy was chosen as it has very large LLD (Table I). Further-
more, we perform neutron total scattering measurements of
the same alloy in order to investigate the effect of the radiation
type, as the scattering lengths which provide the weighting in
the PDFs are different for x-rays and neutrons, and the neutron
scattering lengths are Q-independent (in contrast to the case
for x-rays).
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TABLE I. Values of static (εs) and recalculated thermal (εth) strains from Sec. II B, as well as their ratio (εs/εth), along with Uiso and LLDs
(ε1st) from the literature, and atomic size mismatch (δ).

Composition εs (%) εth (%) εs/εth Uiso
† (Å2) ε1st

† (%) δ* (%)

HfNbTaTiZr 10.18 5.48 1.86 0.0291 0.91 4.03
HfNbTiZr 9.91 5.81 1.71 0.0292 0.39 4.32
NbTiVZr 10.61 5.81 1.83 0.0302 2.00 5.16
MoNbReTaTiVW 4.66 4.73 0.99 0.0083 0.08 3.30
MoNbReTaVW 4.54 4.51 1.01 0.0077 0.23 3.57
MoNbTaTiVW 5.50 5.03 1.09 0.0106 0.21 3.21
MoNbReTaW 4.08 4.11 0.99 0.0064 0.05 3.47
MoNbTaTiV 6.85 5.44 1.26 0.0148 0.52 2.80
NbReTaTiV 6.67 5.20 1.28 0.0136 0.02 3.21
MoNbTaV 6.18 5.24 1.18 0.0126 0.65 3.23
MoNbTiV 6.53 5.75 1.14 0.0144 0.01 2.94
NbReTaV 5.80 4.96 1.17 0.0110 0.22 3.57
NbTaTiV 6.57 5.78 1.14 0.0150 0.82 2.95
NbTaVW 6.39 4.97 1.29 0.0126 0.32 3.57
Nb 0 5.42 0 0.0060 – –

†From Ref. [14].
*Calculated based on Eq. (1), with ri from Ref. [58].

A. Materials and methods

1. Material

HfNbTaTiZr was obtained in the form of gas atomized
powders. Ingots of the initial HfNbTaTiZr alloy were prepared
by arc-melting of blends of pure metals with >99.9 wt%
purity placed in a water-cooled copper crucible, under protec-
tive helium atmosphere. To mix the elements in the melt pool
properly and to homogenize the produced material, the ingot
was flipped and repeatedly remelted (eight times). The ingots
were subsequently gas atomized into powder by electrode
induction-melting gas atomization in a crucible-free process
under protective Ar atmosphere to suppress undesirable ox-
idation of the material. The particle size distribution of the
powder is 17–277 µm (Dv10-Dv90). Every powder particle
contains numerous equiaxed grains, and the average diame-
ter of these grains is 9.5 ± 2.9 µm [61]. The microstructure
of the powder was characterized using energy-dispersive x-
ray spectroscopy (EDS) in a scanning electron microscope

(FEI Quanta 200 FEG ESEM operated at 10 kV). Back-scatter
electron (BSE) imaging was performed at 10 kV to obtain
high-resolution chemical contrast. A BSE image of the mi-
crostructure and the corresponding EDS maps are shown in
Fig. 3. A dendritic microstructure can be clearly observed,
indicating the presence of chemical segregation within the
material. This is similar to the as-cast material investigated by
Tong et al. [14]. The chemical composition was determined
by EDS analysis and listed in Table II. The bulk values were
derived from averaging two map scans, while the dendrite
and interdendrite values were obtained from point scans, av-
eraging 10 and 9 points, respectively. Significant variations
in elemental composition are observed between dendrites and
interdendritic regions, with enrichment of Nb and Ta in the
dendrites, while Hf, Ti, and Zr with relatively lower melting
points are more abundant in the interdendritic regions. The
partitioning is the same as reported by Tong et al. [14] (and
other studies [61,62]), but the magnitude of the chemical
differences is larger in the present material due to the rapid

FIG. 3. Dendritic microstructure of a HfNbTaTiZr powder sample showed by SEM and EDS.
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TABLE II. Chemical composition in atomic percent (at.%) of
HfNbTaTiZr from EDS.

Element Hf Nb Ta Ti Zr

Bulk 20.49(6) 19.0(2) 20.3(5) 22.3(2) 17.9(5)
Dendrite 19.0(3) 21.6(4) 27.9(6) 18.8(5) 12.7(4)
Interdendrite 21.0(4) 15.1(6) 11(1) 27.4(8) 25(1)

solidification associated with the gas atomization process. The
effect of the segregation on the measured Uiso, and hence εs,
will be discussed in Sec. IV.

2. Experimental methods

Synchrotron total scattering data was collected at P02.1
DESY, Germany [63], at an energy of 59.8 keV using a down-
stream VAREX XRD 4343CT area detector at a distance of
0.301 m (calibrated using NIST 660c LaB6 powder). Quartz
glass capillaries with diameter of 1 mm were used to contain
the powder sample, and background measurements were per-
formed. The data were reduced and transformed to PDF using
PDFgetX3 [64] with Qmax = 21.04 Å−1.

A high-resolution synchrotron diffraction experiment was
performed at the P21.2 beamline at PETRA III (DESY, Ham-
burg, Germany) at an energy of 82 keV with the powder
contained in 1 mm quartz glass capillaries. A combination of
a high-resolution monochromator (a four-bounce channel-cut
Si 111 producing an energy resolution of 10−4) and a multi-
detector setup (four VAREX XRD 4343CT detectors to cover
a sufficient Q-range while maintaining a sample-to-detector
distance of 2.94 m in transmission to optimize the resolution)
was used.

Neutron total scattering data were collected on the
GEM diffractometer at the ISIS Neutron and Muon Source,
Rutherford Appleton Laboratory, UK [65,66]. Five one-hour
measurements were carried out at room temperature for the
HfNbTaTiZr powder mounted in a vanadium can. The raw
total scattering data were reduced using GudrunN software
[67] (Qmax = 34 Å−1) to remove instrument and container
backgrounds. The GudrunN software calculates an attenuation
correction as part of the data reduction process to account for
neutrons absorbed by Hf. The wavelength range used to gener-
ate the F (Q) (reduced total scattering structure function) and
subsequently the G(r) (reduced pair distribution function) was
0.36–3.55 Å, hence the Hf resonance at 0.273 Å was avoided.
Instrument and container backgrounds were measured sep-
arately, and Fourier transformed into PDFs for subsequent
analysis. Identical measurements were performed on pure Nb
powder for reference.

3. Data analysis

To obtain LLDs from the reciprocal-space x-ray data, a 1D
diffractogram was obtained using PyFAI 22.0 [68]. Rietveld
refinement was performed using GSAS-II software [69], with
an instrument file derived from the LaB6 standard. As ex-
plained in Sec. II B, static displacements will result in an
increased value of Uiso. This is manifested by a more rapid
decrease in the intensity with Q, which is captured by the

atomic form factor

f = f0 exp
(

− 1
2UisoQ2

)

(14)

in the refinement ( f and f0 are atomic form factors at a
particular momentum transfer Q and zero momentum transfer,
respectively). During the refinements the lattice parameter a,
Uiso and microstrain were used. Uiso was constrained to be the
same for all atoms in the unit cell, which was represented by a
bcc structure (Im3̄m) with fractional occupancy corresponding
to the average alloy composition from the EDS measurement
(Table II). The inclusion of microstrain was necessary to
obtain good fits, presumably due to the broad distribution
of lattice parameters originating from the varying chemistry
across dendrites and interdendritic regions (this will be further
discussed in Sec. IV), but also as the sample is an as-atomized
sample, there is likely to be a reasonably high dislocation
density in the particles that have not necessarily been removed
by heat treating. The choice of microstrain broadening, rather
than size broadening, is arbitrary since we are only attempting
to obtain a more accurate peak profile, and not a physical
interpretation to the refined value.

For real-space data, small-box analysis of the PDFs was
performed in PDFgui software [43,70]. In PDFgui, the peak
width (σ ) is modeled as

σ (r) =

√

Uiso

(

1 −
δ1

r
−

δ2

r2
+ Q2

broadr2

)

, (15)

where δ1 and δ2 are used to account for narrowing of the peaks
at small r due to correlated motion (here only δ2 was used, i.e.,
δ1 = 0 as the temperature is low [71]), and Qbroad accounts for
PDF peak broadening from increased intensity noise at high
Q. It should be noted that there is also broadening from the
reciprocal-space peak shape effect, as detailed in Sec. V of
the Supplemental Material [50]. While a, Uiso, and δ2 were
refined, the values of Qbroad and Qdamp (which describes the
dampening of the PDF peak in real space due to instrument
resolution) were determined by fitting the PDF from the ref-
erence (LaB6 in the case of x-rays and Nb in the case of
neutrons). The PDFs were fitted in the range r � 20 Å, as this
range is relatively robust to artifacts induced by instrumental
resolution [72].

In all cases LLDs were calculated based on Eqs. (3), (4),
and (7), as

εs =
√

Uiso − Uth
√

3
4 a

, (16)

where Uth = 0.0065 Å2 was determined for the HfNbTaTiZr
alloy in Sec. II.

B. Results

The peak intensities in the x-ray diffractogram (Fig. 4)
exhibits a significant decay with increasing Q, consistent with
the observations by Tong et al. [14]. This can be attributed
to the combined effects of the LLDs, thermal vibrations and
x-ray form factor decay as previously discussed. Figure 4
also shows the results of the Rietveld refinement, and the
obtained parameters are tabulated in Table III. The local lattice
strain is 6.53%, which is significantly smaller than the value
obtained from Uiso reported by Tong et al. [14] (10.18%, see
Table I). By examining the fitting of the PDF in Fig. 5(a)
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FIG. 4. The x-ray diffractogram, including results from Rietveld
refinement of HfNbTaTiZr. Rw is the overall weighted profile R fac-
tor as a statistical measure to quantify the difference between the
observed and calculated x-ray diffraction patterns.

[to avoid confusion, here the term PDF refers to the reduced
pair distribution function, G(r), as defined in, e.g., [73]], a
pronounced difference at the first-nearest-neighbor (1NN) and
the second-nearest-neighbor (2NN) peaks can be observed
[more clearly shown in Fig. 5(b)], which again is consis-
tent with Ref. [14]. The resulting values of Uiso and εs are
shown in Table III and are consistent with the results from
the reciprocal-space analysis (εs = 7.76% for real-space data,
slightly higher than the value obtained from the reciprocal-
space data εs = 6.53%). The obtained lattice parameter agrees
well with that obtained from the Rietveld refinement.

The result of the small-box analysis of the neutron PDF is
shown in Figs. 5(c) and 5(d), and tabulated in Table III. The
value of εs is 7.16%, intermediate between the reciprocal and
real-space analysis of the x-ray data. Again, the lattice param-
eter is consistent with the results from x-ray data analysis.

It should also be noted that although the current small-
box analysis was performed with Qdamp and Qbroad fixed to
the instrumental values, allowing them to be refined did not
significantly affect the resulting value of Us (an effect of less
than 10%, see Table SII in the Supplemental Material [50]).
Neither did excluding the region containing the 1NN and 2NN
peaks, the positions of which are shifted and could affect the

TABLE III. Comparison of lattice parameters (a), off-site dis-
placement parameters (Uiso), and local lattice strain (εs) for the
HfNbTaTiZr RHEA from reciprocal-space and real-space (PDF)
analysis of synchrotron and neutron data.

x-ray Neutron

Diffraction PDF PDF

a (Å) 3.4019(1) 3.4010(8) 3.4041(6)
Uiso (Å2) 0.0158(2) 0.0197(6) 0.0168(4)
εs (%) 6.53 7.76 7.16

fitting as they will have the largest effect on δ2, which in turn
is correlated with Uiso [74].

In summary, we find a good agreement between real-space
(PDF) and reciprocal-space (diffraction) analysis of x-ray
scattering data, which is also consistent with results from
neutron PDF analysis. The latter indicates that the effect of
radiation type is negligible, even in the case where Ti (which
has a negative scattering length for neutrons but positive for
x-rays) is included in the composition. All obtained values of
LLDs are significantly smaller than those derived from the
previously reported Uiso values in Ref. [14], although the mi-
crostructure of the alloys are qualitatively similar. The reason
for this discrepancy is not known at this stage.

IV. INVESTIGATING ERRORS

One question which arises from the investigation in Sec. III
is whether or not the inhomogeneous structure resulting from
the chemical segregation will significantly affect the results
of the small-box analysis, which is based on a single unit
cell. This is an important aspect, as many potential appli-
cations of RHEAs could involve materials in their as-cast
state, which shows similarly segregated structures [6,7,14].
As homogenization treatments of these materials must be
performed at very high temperatures and/or long times, there
will certainly be components and applications where this is
not practically possible. Thus, an understanding of LLDs
also in segregated structures is important. To address these
issues, we use the DiffPy-CMI modeling framework [70].
This allows generation of PDFs from a material described by
crystal structure, lattice parameter, fractional occupancy, and
Uiso, convoluted with instrumental effects (more details will
be presented later). Using DiffPy-CMI we generate theoret-
ical multiphase PDFs to simulate the microstructure of our
HfNbTaTiZr RHEA, which are then fitted using a single-phase
model to characterize the error.

A. High-resolution diffraction analysis

of segregated HfNbTaTiZr

To generate realistic PDFs the chemistry, lattice parame-
ter, and phase fractions of the “two phases” (dendrites and
interdendritic regions) are required. While the chemistry is
found from the EDS measurements in Table II, the lattice
parameters and phase fractions can be obtained by Rietveld re-
finement of the high-resolution synchrotron x-ray diffraction
data, which supports the presence of a “two-phase” structure,
is presented in Fig. 6. The data were refined using two bcc
phases with scattering lengths determined from the chem-
istry of the dendrites and interdendritic regions given by the
EDS measurements (the calculation of the scattering lengths
of individual elements from [75] are listed in Table SIII in
the Supplemental Material [50], together with the resulting
average scattering lengths for the two regions). We refined the
lattice parameters and microstrains for the individual phases,
as well as Uiso, which was constrained to be the same for both
dendrites and interdendritic regions, and the volume fraction.

Figure 6(a) shows the 110 peak, where a broad asym-
metric shape is seen due to the segregation. The data
are well described by a two-phase refinement [Fig. 6(b)]
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FIG. 5. (a) The x-ray PDF including small-box fitting result of HfNbTaTiZr. (b) Enlarged view of the 1NN and 2NN in the x-ray PDF.
(c) The neutron PDF including small-box fitting result of HfNbTaTiZr. (b) Enlarged view of the 1NN and 2NN in the neutron PDF.

FIG. 6. (a) Magnified view of the 110 peak. (b) The high-resolution x-ray diffractogram, including results from the two-phase Rietveld
refinement of HfNbTaTiZr.
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resulting in aD = 3.3938(1) Å (the lattice parameter of
dendrites), aID = 3.4129(2) Å (the lattice parameter of in-
terdendritic regions) and a volume fraction of interdendritic
regions of VF = 0.47(1), which is in good agreement with
the volume fraction derived from the partitioning of alloying
elements, 0.44 (see Fig. S4 in the Supplemental Material
[50]). Examining the fit in more detail, the refined peak pro-
files are sharper than the experimental peaks (in Fig. 6(a)
the experimental data appear like a broad asymmetric peak,
whereas the refinement exhibit two distinct, although over-
lapping, peaks), presumably due to the fact that the dendrites
and interdendritic regions are not distinct phases, but rather
regions with different average composition. In reality the com-
position varies continuously in the microstructure, leading to
much broader distributions of the lattice parameter than can
be captured using the microstrain parameter. With the lattice
parameters and volume fraction values of the two phases
available, we can simulate two-phase PDFs. We also note
that the value of Uiso = 0.0156(4) Å2 (and consequently the
local lattice strain εs = 6.46%) from the refinement of the
high-resolution diffraction data is consistent with the values
from the single-phase analysis above (Uiso = 0.0158(2) Å2

from x-ray diffraction data in Table III).

B. Simulation

Here we define the multiphase based on the segregation
shown in Sec. III A 1. As mentioned earlier, while a seg-
regated microstructure consists of continuous modulations
of the chemistry, it can for simplicity be viewed as being
composed of two phases, dendrites (D) and interdendritic
regions (ID), with different chemistry and consequently dif-
ferent lattice parameters. According to Ref. [76] the PDF of
a multiphase system can be expressed as the weighted sum of
the PDFs [expressed as G(r)]:

G(r) =
∑

p

wpGp(r), (17)

where wp is the wight and Gp(r) is the PDF of phase p. The
weights are given by

wp = xp

b̄2
p

∑

p xpb̄2
p

, (18)

where xp is the molar fraction and b̄p is the average scattering
length

b̄p =
∑

i

ci,pbi,p. (19)

ci,p and bi,p are the concentration and scattering length, re-
spectively, of element i in phase p.

Using this approach we generated a theoretical neutron
PDF corresponding to our RHEA, consisting of a mix of
dendrites (aD = 3.3938 Å) and interdendritic regions (aID =
3.4129 Å), with a phase fraction of interdendritic regions
VF = 0.47. We assume that LLDs (Us) are the same in both
phases, and set U sim

iso = U sim
s + U sim

th = 0.0103 + 0.0065 =
0.0168 Å2 from the single-phase fitting of the neutron PDF
data (see Table III). This is reasonable also from a physi-
cal standpoint, since the actual difference must be small in

chemically similar and structurally identical regions, and the
effects of small changes in Us do not significantly affect the
PDF. The values of instrument-related parameters were the
same as those obtained from fitting the neutron PDF of Nb in
Sec. III (i.e., the instrumental effect should be representative
of a typical total scattering beamline at a neutron source),
and the value of δ2 (describing the correlated motion) was
obtained from the fit of the neutron PDF for HfNbTaTiZr,
again as described in Sec. III. All parameters are listed in
Table SIV in the Supplemental Material [50].

The two-phase PDF was then compared with a single-
phase PDF, simulated the same parameters except for the
lattice parameter a = 3.4041 Å derived from neutron PDF
experiment (Table III). The comparison of the two simulated
PDFs were shown in Fig. 7(a), where it is evident that the dis-
crepancy between the PDF from homogeneous microstructure
(single-phase) and the PDF from segregated microstructure
(two-phase) is minimal. This suggests that the chemical segre-
gation has a negligible effect on the PDF in our alloy and that
the single-phase analysis in Sec. III is reasonably accurate.
The error can be quantified by fitting the two-phase PDF with
a single-phase model, allowing only a and Uiso to vary, in
order to extract Us in a way analogous to our previous analysis
of HfNbTaTiZr. The resulting values of the fitting parameters
(afit and U fit

iso) were used to calculate the local lattice strain
applying Eq. (16):

εfit =

√

U fit
iso − U sim

th

afit ·
√

3
4

. (20)

This can be compared to the true local lattice strain:

εsim =
√

U sim
s

r̄sim
=

√

U sim
s

āsim ·
√

3
4

, (21)

where

āsim = (1 − VF )a1 + VFa2 (22)

is the average lattice parameter of the two-phase structure (the
exact value of the lattice parameter does not have a significant
effect on the result, which is dominated by differences in U ).
The difference between the fitted and the true values of the
local lattice strains

η =
εfit − εsim

εsim
(23)

is a measure of the error induced by fitting the two-phase
(segregated) structure with a single-phase model. In this way
we obtain an error in the value of εs determined by fitting a
two-phase PDF with a single-phase model of around 3%.

However, it can be expected that the error will depend on
the magnitude of the LLDs, as the PDFs from the individual
phases will become more distinctly separated as the peak
width decreases. We therefore varied the static displacement
in the simulation, U sim

s from 0 to 0.0235 Å2, resulting in
0.0065 � U sim

iso = U sim
s + U sim

th � 0.03. Each two-phase PDF
was then fitted as described above, and the resulting error η

calculated.
When η is plotted against U sim

s in Fig. 7(b), the error
increases as the level of LLDs (U sim

s ) decreases, confirming
the expected inverse correlation between them. For values of
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FIG. 7. (a) Comparison of simulated PDFs for the HfNbTaTiZr alloy in homogeneous (single-phase) and segregated (two-phase) mi-
crostructures. (b) The error (η) distribution of LLDs from single-phase PDF analysis of simulated PDFs, with respect to the magnitude of
LLDs (U sim

s ). The orange point denotes the HfNbTaTiZr alloy applying the Uiso value from neutron PDF data. Rw is the weighted profile
R factor from the fits.

Uiso larger than around 0.003 Å2, the error in εs is smaller
than 10%, which is probably sufficient for most purposes.
For smaller LLDs, the error increases rapidly, indicating that
care must be taken. We also note that the error will depend
on the difference between the lattice parameter between the
different regions, as an increased difference will lead to an
increased separation of the peaks in the PDF. Consequently,
the results obtained here are only valid for the specific alloy
and segregation level investigated in this study. In the low-Us

region, fitting the data with a two-phase model could provide
a better option, as the individual contributions should become
more easily separable. In order to examine the potential of the
latter approach for materials with large LLDs, we attempted to
fit our experimental data with a two-phase model, but this did
not give significantly different results from the single-phase
fit (see Sec. IX in the Supplemental Material [50]). This is
consistent with the low values of Rw in Fig. 7(b), which is
due to the lack of clear separation of the contributions from
the two phases, even at U sim

s = 0, due to the small lattice
parameter difference.

C. Instrumental resolution

The reason for the very limited impact of the segregated
structure on the PDF analysis is the relatively low instrumental
resolution, which is a result of the small sample-to-detector
distance required to achieve a sufficiently high Q range.
Figure 8(a) shows a comparison of the 110 peak from the
RHEA and the 111 peak from the LaB6 standard (located at
approximately the same Q) from both the total scattering ex-
periment and the high-resolution diffraction measurement. It
can be seen that the broad instrument profile in the case of to-
tal scattering (TS, dark red and dark blue) is hardly affected by
the convolution with the sample, whereas there is a significant
peak broadening in the case of the high-resolution measure-
ment. As the reciprocal-space peak width will affect both

damping and width of the PDF peaks [72,74,77,78], sample-
related reciprocal-space peak broadening will directly impact
the real-space peak widths (for further discussion see Sec. V
in the Supplemental Material [50]), i.e., the value of Uiso. As
the sample related reciprocal-space broadening is small in the
total scattering experiment, so is the effect on Uiso. This also
explains the insensitivity of Uiso to whether Qdamp and Qbroad

are refined or not, as discussed in Sec. V in the Supplemental
Material [50]. We note that while small-box modeling has
limited possibilities to include reciprocal-space peak shape in
the analysis, large-box modeling has been shown to be able to
handle arbitrary peak shapes in the refinements [79].

In the case of time-of-flight neutron total scattering
measurements, the reciprocal-space data used in the transfor-
mation to real space is collected by several different detector
banks placed at different scattering angles. As the Q-space
resolution increases with increasing scattering angle, the
banks will have different resolution. In Fig. 8(b) we compare
the 211 peak of both RHEA and Nb from a low-angle bank
(Bank 3) and a high-angle bank (Bank 6). The effect of sample
broadening is more pronounced in the high-angle (high-
resolution) bank compared to the low-angle (low-resolution)
bank. As precise PDFs should include as wide a Q range as
possible, banks with different resolutions are combined and
subtle features within the sample, e.g., chemical segregation,
which is sensitive to the peak widths, could be lost.

V. CONCLUSION

The use of total scattering for measuring LLDs in bcc-
structured RHEAs has been explored. In conclusion, we have
shown the following:

(1) LLDs in bcc-structured RHEAs can be reliably char-
acterized by real-space small-box PDF analysis of total
scattering data. The static lattice strains are of the same order,
or larger than, the thermal components. Consequently LLDs
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FIG. 8. (a) A comparison between x-ray total scattering and high-resolution diffraction pattern of the RHEA HfNbTaTiZr and LaB6

standard (normalized by maximum intensity). A more significant sample-related peak broadening was observed in high-resolution diffraction
experiment (denoted “Diff.” in the legend), compared to the total scattering experiments (“TS”), due to the much better instrumental resolution
resolving the dendrites and interdendritic regions. (b) A comparison between neutron total scattering pattern of Bank 3 (low scattering angle)
and Bank 6 (high scattering angle) from GEM diffractometer at ISIS of the RHEA HfNbTaTiZr and Nb (normalized by maximum intensity).

in these alloys can be classified as severe, unlike some of the
studied fcc counterparts.

(2) Real-space analysis of PDF data from x-ray and neu-
tron total scattering measurements gave consistent values of
LLDs in HfNbTaTiZr RHEA, which in turn agreed with anal-
ysis of reciprocal-space data.

(3) Single-phase small-box modeling of chemically seg-
regated (two-phase) microstructures provides reliable LLD
values. Through analysis of theoretical data sets we have
provided a means of assessing the error associated with fitting
a segregated structure with a single-phase models, and shown
that effect is negligible of our HfNbTaTiZr RHEA.

The results show that PDF analysis using small-box mod-
eling provides a fast and reliable tool for measuring LLDs in
RHEAs, which makes it ideal for analysis of large data sets
from time-resolved in situ measurements.
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