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Abstract

The companion to PSR J1622-0315, one of the most compact known redback millisecond pulsars, shows
extremely low irradiation despite its short orbital period. We model this system to determine the binary parameters,
combining optical observations from the New Technology Telescope in 2017 and the Nordic Optical Telescope in
2022 with the binary modeling code ICARUS. We find a best-fit neutron star mass of 2.3± 0.4Me, and a
companion mass of 0.15± 0.02Me. We detect for the first time low-level irradiation from asymmetry in the
minima as well as a change in the asymmetry of the maxima of its light curves over five years. Using starspot
models, we find better fits than those from symmetric direct heating models, with consistent orbital parameters. We
discuss an alternative scenario where the changing asymmetry is produced by a variable intrabinary shock. In
summary, we find that PSR J1622-0315 combines low irradiation with variable light-curve asymmetry and a
relatively high neutron star mass.

Unified Astronomy Thesaurus concepts: Millisecond pulsars (1062); Light curves (918); Photometry (1234);
Astronomical models (86); Optical astronomy (1776)

Materials only available in the online version of record: data behind figure

1. Introduction

Compact binary millisecond pulsar systems are promising

sources to find the most massive neutron stars (NSs). Accretion
of mass from their gravitationally bound companions spins up

the pulsars to millisecond spin periods (recycling scenario;
Radhakrishnan & Srinivasan 1982). As a result, millisecond
pulsars are expected to be more massive than those with longer

spin periods (Alpar et al. 1982; Bhattacharya & van den Heuvel
1991). Among the binaries hosting millisecond pulsars, those
nicknamed “spiders” have revealed particularly high NS

masses (e.g., Linares et al. 2018). Spiders are characterized
by low-mass companion stars ablated by a relativistic pulsar

wind, due to their small orbital separations. They are classified
as “redbacks” if the companion has a mass of order 0.1M☉, or
“black widows” if the companion has a mass of order 0.01M☉

(Fruchter et al. 1988; D’Amico et al. 2001; Roberts 2012). The
high-energy particles in the pulsar wind often heat the nose of
the distorted, Roche-lobe-filling companion, irradiating the day

side of the star (Kluzniak et al. 1988). Heavily irradiated
systems show optical light curves with only one maximum per

orbit, at superior conjunction of the companion star when the
day side is maximally visible. However, when there is little
irradiation and the companion is filling (or close to filling) its

Roche lobe, ellipsoidal modulation from the distorted,

teardrop-shaped surface of the companion star dominates.

The optical light curve of such a system shows two maxima per

orbit, located at the quadratures of the orbit, when the

companion is seen sideways.
One system exhibiting the latter features in its light curves is

PSR J1622-0315, henceforth referred to as J1622. This redback

system was discovered via radio observations with the
Robert C. Byrd Green Bank Telescope while searching for

unassociated Fermi-LAT sources. It has a short orbital period

of 3.9 hr with a close-to-overflowing Roche lobe (Sanpa-Arsa

2016), making it an extremely compact system (see Table 5 of

Strader et al. 2019), and is thought to have one of the lightest
known redback companions (Strader et al. 2019; Yap et al.

2023). The X-ray spectrum taken with XMM-Newton shows

hard X-ray emission that fits a power law of Γ= 2.0± 0.3 well,

but there are not enough counts to constrain its orbital

variability (Gentile 2018). Analysis of γ-ray observations with

Fermi-LAT did not detect any eclipses, constraining the
inclination of the system to below 83.4° (Clark et al. 2023),

and revealed gamma-ray pulsations (Smith et al. 2023).
Optical spectroscopic analysis by Strader et al. (2019)

revealed a minimum pulsar mass of 1.45± 0.08Me, with a

companion mass of 0.10–0.14 Me, along with radial velocity

curves that imply a radial velocity semiamplitude for the

companion of 423± 8 km s−1. Optical light curves were taken

by Yap et al. (2023, hereafter Y23) with the Lulin 1 m
telescope and Lijiang 2.4 m telescope, which led to a calculated
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pulsar mass of 1.84± 0.19Me, and a companion of mass
M0.122 0.006

0.007
-

+ , under the assumption of no irradiation (Yap
et al. 2023). The optical light curves from Turchetta et al.
(2023) show flat colors over the orbit in the g′, r′, and i′ bands,
further supporting the claim that irradiation is not significant in
this system.

Here we present new rapid multiband photometry of J1622
and the results of detailed modeling of optical light curves
taken in 2017 and 2022. We observe light curves with
asymmetric minima and maxima, which we model with
symmetric, direct heating models that take gravity darkening
and irradiation into account. We also use asymmetric models
that include flux differences from adding starspots on top of the
direct heating model. In Section 2 we explain the observations
analyzed in this work. In Section 3 we present our modeling
code and methods. We present our results in Section 4 and
discuss them in Section 5.

2. Observations and Data Analysis

2.1. NTT/ULTRACAM: The 2017 Campaign

J1622 was observed using ULTRACAM (Dhillon et al.
2007) mounted in the European Southern Observatory’s 3.5 m
New Technology Telescope (NTT) over three consecutive
nights in 2017 June. ULTRACAM provides three optical filters
of data simultaneously, with a readout time of 24 ms. The data
from 2017 June 17 and 18 were taken using the us, gs, and is
Super Sloan Digital Sky Survey (Super SDSS) filters, while the
data from 2017 June 19 were taken using us, gs, and rs. These
filters cover the same wavelength ranges as the traditional
SDSS filters (Doi et al. 2010), but with a higher throughput
(Dhillon et al. 2021). On-chip binning of 2× 2 was used for
data on 2017 June 17 to improve the signal-to-noise ratio
(SNR) and compensate for the presence of clouds during the
observations, and 1 × 1 binning for data taken on 2017 June
18–19. The exposure times for each individual frame in the gs,
rs, and is filters were 13 s. ULTRACAM allows for readout
cycles to be skipped for us frames in order to increase the
effective exposure time, and therefore the SNR. For the data

from 2017 June 17, five cycles were skipped, leading to an
effective exposure time of 65 s for each us frame, while three
cycles were skipped for 2017 June 18–19, leading to effective
exposure times of 39 s for these data.
The data were bias-corrected and flat-fielded using

calibration frames taken on each night of the observations,
and aperture photometry performed for J1622 and three nearby,
stable comparison stars.10 All of these tasks were performed
using the HiPERCAM pipeline (Dhillon et al. 2021). Aperture
photometry was performed for a series of aperture sizes,
ranging from 0.4× PSFFWHM up to 2.0× PSFFWHM. The
counts for the target and each reference star then were extracted
using the aperture size that maximized the SNR. For the target
star, this was typically between 0.7 and 0.8 times the measured
FWHM, while for the reference stars, this was 1.0–1.1 times
the FWHM. These fluxes were corrected to an aperture of
infinite radius using the curve-of-growth method (Howell
1990). Night-to-night variations in the zero-point and changes
in the transmission of the atmosphere were corrected using
“ensemble” photometry (Honeycutt 1992).
The magnitudes of the target in each filter were calibrated

against the SDSS magnitudes of the nearby reference stars. The
resulting J1622 light curves are shown in Figure 1. We binned
these data by orbital phase into 50 bins and used the mean
magnitude of each bin to model the light curves for
computational efficiency with our Markov Chain Monte Carlo
(MCMC) code. The uncertainty for each data point in a bin was
propagated to give the uncertainty of the bin.

2.2. NOT/ALFOSC Data: 2022 Observations

We observed J1622 using the Alhambra Faint Object
Spectrograph and Camera (ALFOSC) camera mounted on the
2.56 m Nordic Optical Telescope (NOT) during the night of
2022 April 21. The optical images were acquired in a
6. 4 6. 4¢ ´ ¢ field of view centered on the target, with
2 minutes long exposures alternated between the SDSS g′, r′,

Figure 1. Simultaneous ULTRACAM light curves of J1622 for our three nights of observations in the us, gs, rs, and is filters. The first night is shown on the left panel,
the middle night is on the middle panel, and the last night is on the right panel. The second and third nights have full phase coverage of the system. The light curves are
available as the data behind the figure in a .tar.gz package.

(The data used to create this figure are available in the online article.)

10
PanSTARRS IDs: 104062457272005214, 104102457539119045,

104052457386904888.
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and i′ filters for four consecutive hours. We used 2× 2 binning
for the CCD to reduce the readout times down to 8.1 s per
exposure.

Optical light curves derived from these observations were
presented in Turchetta et al. (2023), with identical reduction
procedures. We employed the ULTRACAM (Dhillon et al. 2007)
software package to perform differential aperture photometry
of J1622, setting the aperture radius to twice the seeing and
using the same set of three stable comparison stars selected for
the NTT/ULTRACAM photometry. This set of reference stars
showed very low variability in the NOT data as well (rms
amplitudes ;0.010, 0.005, and 0.006 mag for the g′, r′, and i′
filters respectively).

2.3. SOAR Optical Spectra

We reanalyzed the Southern Astrophysical Research
Telescope (SOAR) optical spectra of J1622 presented by
Strader et al. (2019, see reduction and extraction procedures in
their Section 2), in order to derive independent constraints on
the temperature of the companion star. We applied the so-called
optimal subtraction method to compare the relative strength of
absorption lines in these spectra with a set of standard stars
with known effective temperatures, Teff (Marsh et al. 1994). To
that end, we used a set of templates from UVES-POP (Bagnulo
et al. 2003; see Appendix A in Linares et al. 2018 for details)
within the spectral analysis package MOLLY, degraded to the
spectral resolution of the J1622 SOAR spectra (250 km s−1).
We shifted the normalized spectra in velocity to the reference
frame of the companion star, using the ephemerides and the fit
of the radial velocity curve from Strader et al. (2019,
K2= 423 km s−1 and systemic velocity γ=−135 km s−1).
We then averaged the 10 spectra with the highest SNR, which
covered all orbital phases except 0.4–0.6 (i.e., except superior
conjunction of the companion star). We also repeated this
analysis using only two spectra taken around phase 0, and
found consistent results (same Teff within the errors, see
Section 4.1).

3. ICARUS and Binary Modeling

To model the light curves, we used the stellar binary light-
curve synthesis code ICARUS (Breton et al. 2012). We first
converted the apparent AB magnitudes of each data set into
flux densities using the corresponding zero-point flux densities:
3631 Jy for the SDSS and Super SDSS filters u′, g′, r′, and i′.
These flux densities were provided as an input into ICARUS,
alongside theoretical specific intensities for each filter that span
a range of effective temperatures, log surface gravities, and
viewing angles. The grids of specific intensities were created
by integrating the product of atmosphere grids generated using
ATLAS9 (Castelli & Kurucz 2004) and the transmission curve
for each filter (Super SDSS for NTT and SDSS for NOT). We
define the beginning of the orbit forb= 0 at inferior
conjunction of the companion.

3.1. ICARUS Parameters

ICARUS models the tessellated surface of the companion star
in a binary system by solving the Roche potential equation and
combining this with precomputed stellar atmosphere grids. It
then calculates the emitted flux to create model light curves at
all orbital phases as would be observed at a particular distance
and viewing angle from the system. We have three static

parameters that we leave fixed, with eight free direct heating
parameters (accounting for gravity darkening and irradiation)
and four starspot parameters that we vary and sample using
MCMC algorithms, as explained in Section 3.3. We assume a
tidally locked system and fix the corotation parameter, ω, to 1.
We also set the gravity darkening coefficient, β, to 0.08. This
value corresponds to a convective envelope for the companion
(Lucy 1967) and is in line with a low-mass companion star.
The last fixed parameter is the orbital period Porb, which we set
to the value reported by Sanpa-Arsa (2016) of 0.1617006798
± 6× 10−10 days.
We derive one of the required input parameters, the mass

ratio q, from the semimajor axis of the pulsar x1 and the
projected radial velocity semiamplitude of the companion K2.
First, we use the relation

( )K
x

P

2
11

orb

p
=

in order to find the projected radial velocity semiamplitude of

the pulsar, K1. We use this in the following relation:

( )q
K

K

M

M
, 2

2

1

1

2

= =

where the index 1 indicates the pulsar and 2 is the companion,

to find q. The filling factor used in ICARUS is the ratio of the

distance from the center of mass of the companion to its nose,

rnose, to the distance from the center of mass to the L1 Lagrange

point, rL1:

( )f
r

r
. 3

nose

L1

=

The other five direct heating parameters are the inclination

angle i, which is the angle between the orbital angular

momentum of the system and the line of sight, the base

temperature before applying gravity darkening Tbase, the

irradiation temperature Tirr, the distance modulus m – M, and

the extinction in the Johnson V band Av.
When adding starspots, ICARUS models each spot as a 2D

Gaussian, where the location of the spot on the surface of the
star is given by two angles, θspot and fspot (polar and azimuthal,
respectively). The spread of the spot is controlled by the spot
radius Rspot, which is the standard deviation of the 2D
Gaussian, given in radians. The last parameter of the spot is
its temperature difference Tspot, which is positive for hot spots
and negative for cold spots. The flux from a starspot is added to
or subtracted from the flux after accounting for gravity
darkening and irradiation.
Finally, ICARUS requires a band calibration uncertainty that

captures any model atmosphere uncertainties by allowing for
independent offsets on each modeled band. For both data sets,
we set the band uncertainty to 0.01 mag. When a model light
curve is compared with an inputted data set, ICARUS calculates
a best-fit magnitude offset, to better match the model light
curve to the data. This offset is done with a linear fitting
algorithm and accounts for variations in the absolute calibration
of the photometry.

3.2. Prior Distributions

We apply uniform priors to x1, f, Tirr, and m – M. We use the
Sanpa-Arsa (2016) reported value of 0.219258± 5× 10−6 lt-s
as the bounds of the flat distribution for x1, which was derived

3
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from their measurement of the semimajor axis of the pulsar, a1.
The filling factor uses a flat prior between 0 and 1, while we
place an upper bound on the irradiation temperature at 5000 K
given the constant colors observed in Turchetta et al. (2023).
For m – M, we use the GAIA DR1, DR2, and DR3 parallax
estimates of J1622 (Gaia Collaboration et al. 2016a, 2016b,
2018, 2023; Salgado et al. 2017; Babusiaux et al. 2023) to find
the bounds of the distribution. Since edge-on systems are more
likely to be detected, we model icos with a uniform
distribution, corresponding to an isotropic distribution of i
after accounting for projection effects on the sky plane. Since
no gamma-ray eclipse was detected in J1622, we place an
upper limit on i of 83.4° (Clark et al. 2023). For the starspot
models, we apply uniform priors on the temperature and radius
of the spot.

The rest of the parameters are assigned Gaussian priors. We
use the mean value and three times the standard deviation as
reported in Strader et al. (2019) from optical spectroscopy to
have a conservative range on the prior for K2, since the reported
1σ values only take statistical uncertainties into account. Using
the same spectroscopic data, we perform optimal subtraction to
provide constraints on the effective temperature Teff in
Sections 2.3 and 4.1. From there, we derive a Gaussian prior
on Tbase of 6400± 250 K. For AV, we use the Green et al.
(2019) dust maps in order to get a color excess E(g− r)
= 0.23± 0.02, which was estimated using a reddening law of
RV= 3.32± 0.18 (Schlafly et al. 2016). Following the
discussion outlined in the Bayestar19 usage notes, we first
convert E(g− r) from the dust maps to E(g− r) in Pan-
STARRS 1 passbands using the relation from Green et al.
(2018):

( ) ( ) ( )E g r E g r0.901 . 4P1 Bayestar19- = ´ -

Next, we convert this to E(B− V ) using the relation from
Schlafly & Finkbeiner (2011):

( ) ( ) ( )E B V E g r0.981 0.02 . 5- =  ´ -

Putting these two relations together, we find that E(B− V ) for

our source is 0.203± 0.018. We convert this to get an estimate

of the extinction: AV= 0.67± 0.07. We also apply a Gaussian

prior on θspot around the equator since starspots are expected to

move toward the equator (Phillips 1995). These values can be

seen in Table 1.

3.3. MCMC Sampling

We use the ICARUS light-curve models and our MCMC
sampling code to find the best-fit values for the free parameters
that are required to create the models. For this purpose, we use
the EMCEE Python package (Foreman-Mackey et al. 2013) with
an ensemble sampler to explore the multidimensional
parameter space with 20 walkers, which we allow to move
for a chain of 105 steps. These parameters include x1 (lt-s), i
(rad), K2 (m s−1), f, Tbase (K), Tirr (K), m – M, and AV (mag).
We convert from x1 to q as explained in Section 3.1. In our log
likelihood function, we create the ICARUS model from the
inputted parameters, and are returned a χ2 for the model given
the data set from ICARUS. We convert this χ2 into a log
likelihood according to

( ) ( )Llog
1

2
62c= - ´

where L is the likelihood. We add the log likelihood to the log

prior to get the log probability, which the sampler uses to

determine the posterior distribution.
For all of the parameters with a Gaussian distributions with a

mean and 1σ estimates, we initialize our walkers in a sphere of
values that are centered at the mean values and have a radius
equal to the 1σ values. For the parameters following a uniform
distribution, we initialize our walkers in a sphere that is
centered in the middle of our prior range. The radius for x1 is
the reported uncertainty in Sanpa-Arsa (2016). The radius is
100 K for Tirr, 0.1 for f, and 0.5 for m – M. For i, we center the
sphere at 60° with a radius of 10°. When we initialize our hot-
spot parameters, we hold fspot constant, but initialize θspot like
we do with direct heating Gaussian parameters. We also
initialize our walkers for Tspot and Rspot at the values in the
center of their uniform prior ranges. The radius is 100 K for
Tspot and 10° for Rspot.
We check for convergence with the autocorrelation time and

run our chains 3000 times longer than the autocorrelation time
for each parameter, after excluding a burn-in of 60,000 steps.
We also check our results with a different (nested) sampler,
DYNESTY (Skilling 2004, 2006; Feroz et al. 2009; Speagle
2020; Koposov et al. 2023), and obtain consistent results for all
of our models.

3.4. Linked MCMC Runs

We implement a novel MCMC sampling algorithm that
searches the entire parameter space for both the NTT and NOT

Table 1

Parameter Constraints Placed on the Models during the MCMC Sampling

Parameter Y23 This Work

Fixed

Porb (days) 0.1617006798 0.1617006798

ω L 1

β 0.08 0.08

Fitted

x1 (lt-s) L [0.219253, 0.219263]
i [50°, 90°] [ ( )cos 83.4 , ( )]cos 0
K2 (km s−1) L 423 ± 24

q [0.04, 0.12] L

Tbase (K) [3500, 7000] 6400 ± 250

Tirr (K) L [0, 5000]
f L [0.0, 0.99]
D (kpc) [1.664, 7.766] [1, 8]
Av (mag) [0.7, 0.9] 0.67 ± 0.07

Starspot

Tspot,NTT (K) L [−6000, 0]
Tspot,NOT (K) L [0, 3000]
Rspot (deg) L [0,360]
θspot (deg) L 90 ± 10

fspot,NTT (deg) L 36

fspot,NOT (deg) L 90

Note. Uniform distributions are denoted by [min, max] while Gaussian priors

are denoted by mean ± σ. The corotation factor is ω and the gravity darkening

coefficient is β. The semimajor axis of the pulsar, x1, is in light-seconds. The

mass ratio is denoted as q and the filling factor, rnose/rL1, is denoted as f.

The Y23 definition of the mass ratio is MC/MPSR, whereas we use MPSR/MC.
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data sets simultaneously, while forcing most of the parameters
to be the same for each step in the chain of the ensemble
sampler. Simultaneous fitting of multiple data sets is common
when analyzing X-ray data (Arnaud 1996; Houck & Denicola
2000) and has been implemented for optical data from other
types of binary systems (McAllister et al. 2017), but it has not
been implemented yet for optical data from spider systems to
the best of our knowledge. The parameters that are linked are
those that are not expected to change on short timescales: x, i,
K2, f, m – M, and AV. The parameters that are allowed to vary
independently in the fits of both data sets are Tbase, Tirr, Tspot,
Rspot, and θspot. We fix the azimuthal angle of the hot spot to
two different values in our linked fit to the NTT and NOT data
sets, fspot, NTT= 36° and fspot, NOT= 90°. We choose these
values to match the residuals of the symmetric model fits.
With this, we extend our parameter space to be
16-dimensional, where our model M comprises the model
that we fit to the NTT data MNTT and the model that we fit to
the NOT data MNOT:

( )M M M . 7NTT NOT= +

Each model Mi has 11 free parameters {x, i, K2, f, Tbase, i, Tirr, i,

m – M, AV, Tspot, i, Rspot, i, θspot, i}. Therefore, the full set of

parameters of M are {x, i, K2, f, Tbase, NOT, Tbase, NTT, Tirr, NOT,

Tirr, NTT, m – M, AV, Tspot, NTT, Tspot, NOT, Rspot, NTT, Rspot, NOT,

θspot, NTT, θspot, NOT}. Since the data sets are independent of

each other, the χ2 returned by ICARUS for each Mi is

independent of the other, allowing us to sum the χ2 statistic

for each model to give us the χ2 for M (Ahrens 1971; Davies

2018):

( ). 8
M
2

NTT
2

NOT
2c c c= +

From this, the reduced χ2 is as follows:

( )
n n p p P

9
M

M
,dof

2
2

NTT NOT NTT NOT

c
c

=
+ - - -

where ndataset is the number of data points in the data set, pdataset
is the number of parameters that are independent of that data

set, and P is the number of shared parameters.

4. Results

We use our MCMC code for both independent and linked
fitting of J1622 with our independent temperature constraints
from the optical spectroscopy combined with our photometry
from NTT in 2017 and NOT in 2022 to obtain our estimates for
the parameters of this system.

4.1. Optimal Subtraction

The optical spectra of J1622 (Figure 2, middle) show clear
hydrogen Balmer absorption lines (β, γ, and δ) as well as the
Mg I triplet at 5167/5173/5184Å, all typical of F spectral

types. We considered in this analysis the 4000–5750Å spectral
range, which also includes blends of narrow and fainter
metallic lines (many of which can be seen in Figure 2). We find
that an F6V star provides the best match to our J1622 spectra,
scaled by a factor f= 0.77± 0.02. The F6V template, average
J1622 spectrum, and residuals of the optimal subtraction are
shown in Figure 2. We note that the F6V template shows a
clear CH absorption band around 4300Å, seen in spectral types
later than F3, which we do not detect in J1622. Instead, the Mg

I triplet lines in J1622 are somewhat stronger than our best-

matching F6 template, as can be seen upon close inspection of

the residuals (Figure 2, top). Together, this suggests that C and

Mg in J1622 may be under- and overabundant, respectively, as

compared to standard stars of solar metallicity with the

same Teff.
To quantify the temperature constraints given in Section 2.3,

the scatter in the optimal subtraction residuals is measured and

minimized, by computing a χ2 between those residuals before

and after applying a Gaussian smoothing. The results are

shown in Figure 3, where the minimum reduced χ2

corresponds to the best-matching Teff= 6340 K (F6V)

template. We estimate a 99% statistical uncertainty ;100 K

for Δχ2
= 9.2 (two parameters, f and Teff). Differences in

metallicity between the template reference stars and J1622 can

introduce an additional systematic uncertainty in the temper-

ature determination. Upon inspection of the residuals we find

that spectral types between F4 and F8 give acceptable results;

this range covers the CH and Mg I line intensities mentioned

above. Thus, assuming a systematic uncertainty in spectral type

of±2, we find that our final temperature constraint is

Teff= 6400± 250 K.

Figure 2. From bottom to top: best-fit F6 spectral template (Teff = 6340 K),
average spectrum of J1622, and residuals from optimal subtraction.

Figure 3. Reduced χ2 from optimal subtraction vs. template effective
temperature (Teff). The accepted range of Teff = 6400 ± 250 K is shown with
red circles.
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4.2. Symmetric Model Fits

We first fit each of the separate data sets with symmetric,
direct heating models, which model outgoing flux from the
companion with the effects of gravity darkening and
irradiation. We do not make any assumptions on Tirr and allow
it to be a free parameter. The resulting best-fit parameters are
reported in Table 2. We note that the best-fit NTT K2 is higher
than the Strader et al. (2019) measurement of 423± 8 km s−1

by more than 1σ. The best-fit base temperature of 6793 K is
also over 1σ from the results from optimal subtraction. This
high base temperature leads to a high best-fit extinction of
0.81± 0.06.

In comparison, the NOT best-fit K2 and base temperature are
well within 1σ of our priors from Table 1 as well as K2 reported
by Strader et al. (2019) and the spectroscopic base temperature
from Section 4.1. Additionally, the best-fit extinction value also
closely follows its prior. When comparing these two fits, we
also find that the irradiation temperature of the NOT fit is
greater than the irradiation temperature of the NTT fit by
1160 K, leading to an irradiating luminosity that is one order of
magnitude greater than that of the NTT fit.

dof
2c of both

symmetric fits is high, greater than 3.
To test these models, we also applied a wide and flat prior on

Tbase between 1000 and 10,000 K, instead of the Gaussian prior
described in Section 3.2. The corresponding best-fit solutions

had Tbase much larger (8000–9000 K) than what is required by
the spectroscopic observations (Section 4.1). Therefore, we find
that the spectroscopic line-based prior on Tbase is needed to
constrain the temperature of the model, for both the NTT and
NOT data. While the spectroscopic measurements of the
effective temperature depend on the orbital phase and
inclination of the system during the observations, we notice
that due to the low irradiation, the difference between the day
and night side temperatures is minimal, and therefore the effect
of the orbital phase of the spectroscopic observations is
negligible. Indeed, as mentioned in Section 2.3, the spectral
type did not significantly change after averaging two and ten
spectra. When we calculate the hemisphere-averaged Tday and
Tnight, which are closer to the temperature measured from
spectroscopy, we find that these values are within 250 K, or 1σ,
of the prior value of 6400 K. Therefore, applying the
temperature prior on Tbase for J1622 leads to results that are
consistent with those that would have been found when
applying the prior on Tday or Tnight.
We also applied our MCMC fitting routine after relaxing our

band calibration error of 0.01 mag to 0.05 mag for both data
sets. We find that doing so returns a best-fit model with a
higher Tbase than is expected from optimal subtraction, for only
the NTT data. This is likely due to the fact that most of the
band uncertainties are well below 0.01 mag when fitting the

Table 2

Fitted and Derived Parameters from the MCMC Fitting, with the 50th Percentile Value Reported with the 16th and 84th Percentiles as Uncertainties

Fitted Y23
NTT 2017 NOT 2022 NTT + NOT

Symmetric Asymmetric Symmetric Asymmetric Asymmetric

i (deg) 78.1 6.9
7.9

-
+ 64.8 2.9

2.8
-
+ 63.6 2.3

2.4
-
+ 59.3 5.0

12.6
-
+ 62.2 6.8

12.4
-
+ 62.8 2.6

2.4
-
+

K2 (km s–1) L 467 ± 22 439 ± 22 419 ± 24 421 ± 24 437 ± 22

f 1 0.82 ± 0.02 0.83 ± 0.02 0.88 ± 0.09 0.86 0.07
0.10

-
+ 0.84 ± 0.02

Tbase (K) 6383 98
89

-
+ a 6793 130

160
-
+ 6395 90

80
-
+ 6508 100

110
-
+ 6190 240

210
-
+ 6264 60

100
-
+ 6057 140

110
-
+

Tirr (K) L 1900 160
150

-
+ 2676 ± 70 3059 ± 220 3023 210

230
-
+ 2626 60

70
-
+ 2738 120

110
-
+

Tspot (K) L L 1096 370
280- -

+
L 434 200

250
-
+ 1047 350

260- -
+ 208 70

140
-
+

Rspot (deg) L L 10 ± 2 L 190 70
62

-
+ 10 ± 2 127 42

50
-
+

θspot (deg) L L 112 ± 5 L 90 ± 11 112 4
5

-
+ 90 ± 11

D (kpc) 2.06 ± 0.04 2.41 ± 0.14 2.14 ± 0.10 2.37 0.33
0.23

-
+ 2.32 0.28

0.27
-
+ 2.19 ± 0.10

Av (mag) 0.81 0.07
0.06

-
+ 0.81 ± 0.06 0.71 0.08

0.07
-
+ 0.66 ± 0.06 0.69 ± 0.07 0.56 0.05

0.08
-
+

Derived

q 15.15 1.07
0.72

-
+ 15.8 ± 0.7 14.9 0.7

0.8
-
+ 14.2 ± 0.8 14.2 ± 0.8 14.8 0.7

0.8
-
+

M1 (Me) 1.84 ± 0.19 2.6 0.4
0.5

-
+ 2.3 0.3

0.4
-
+ 2.2 ± 0.6 2.1 0.5

0.6
-
+ 2.3 ± 0.4

M2 (Me) 0.122 0.006
0.007

-
+ 0.17 ± 0.02 0.15 ± 0.02 0.15 ± 0.04 0.14 0.03

0.04
-
+ 0.15 ± 0.02

K1 (km s–1) L 29.6 ± 0.0 29.6 ± 0.0 29.6 ± 0.0 29.6 ± 0.0 29.6 ± 0.0

Tday (K) L 6598 130
160

-
+ 6211 90

80
-
+ 6353 100

110
-
+ 6428 250

220
-
+ 6085 60

100
-
+ 6071 140

110
-
+

Tnight (K) L 6609 130
160

-
+ 6222 90

80
-
+ 6330 100

110
-
+ 6404 250

220
-
+ 6095 60

100
-
+ 6052 140

110
-
+

Lirr (1031 erg s–1) L 0.4 ± 0.05 1.5 ± 0.6 2.7 ± 0.1 2.4 ± 0.1 1.4 ± 0.6 1.7 ± 0.7

Model Fit

u Offset (mag) L 0.099 0.022 L L 0.024 L

g Offset (mag) L −0.025 −0.037 0.012 0.004 −0.032 −0.029

r Offset (mag) L −0.034 0.012 0.001 −0.001 0.002 0.008

i Offset (mag) L −0.060 0.004 0.014 0.004 −0.020 −0.024

dof
2c L 6.00 2.64 3.33 1.17 2.08

Note. The model in the second column is that from Yap et al. (2023). The next two columns are from fitting the NTT data set with symmetric and cold-spot models.

The negative temperature of the starspot indicates a cold spot. The following two columns are from fitting the NOT data set with symmetric and hot-spot models. For

parameters that are independent in the linked fit, the NTT value is given first and then the NOT value is on the right. Corner plots of the fit results are shown in the

Appendix.
a
Y23 report Teff, which accounts for gravity darkening.
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NOT data (Table 1). For the NTT data, however, most of the
band uncertainties are greater than 0.01 in magnitude.
Therefore, changing the allowed band calibration error affects
the NTT fits because higher temperature solutions are allowed
with the 0.05 mag error but ruled out with the smaller error of
0.01 mag.

The model light curves from our symmetric fits are shown in
Figure 4. For both best-fit model light curves, we find clear
trends in the g′, r′, and i′ band residuals. With the NTT data set,
the symmetric model fits show an underprediction of flux
starting around forb= 0.3 until 0.5 and an overprediction of
flux starting at forb= 0.5 until 0.8. In relation to the surface of
the companion star, this results in an underprediction of flux on
the trailing side of the companion and an overprediction on the
leading side. The NOT fits show the opposite trend: they
underpredict the flux at phase 0.75, which is when the leading
side of the companion is seen most clearly. These trends in the
residuals reflect the different asymmetry in the maxima of both

light curves, which points to the detection of flux from features
beyond direct heating and irradiation from the pulsar wind. We
explore this by introducing starspots into our models.

4.3. Starspot Model Fits

To fit the asymmetries that we observe in the light curves
and their residuals, we add starspots to our model and then
perform our MCMC sampling. We apply a cold spot at
forbit= 0.6 when fitting the NTT data and a hot spot at
forbit= 0.75 when fitting the NOT data. This is the only
parameter that we fix in the model. The temperature of the spot,
the spread of the spot, and the colatitude location of the spot are
free parameters. The surface of the companion star with the
best-fit starspot for each data set is shown in Figure 5. We find
that the total spread of the NTT cold spot is less than 1% of the
entire surface of the companion star, but the NOT hot spot
spreads over the entire leading side of the companion and

Figure 4. Best-fit symmetric model multiband light curves of J1622 from NTT 2017 (left) and NOT 2022 (right). Main panels on top show model light curves
(solid line) and data points, while subpanels below show the residuals, with a dashed line at 0 to show how the residuals deviate more clearly.

Figure 5. Surface plots of the companion star. The x-axis shows the longitude, or fspot, while the y-axis shows the latitude in terms of degrees from the equator. The
NTT model cold spot (left) is best seen at orbital phase 0.6 (corresponding to a longitude of 36°) while the NOT hot spot (right) is best seen at orbital phase 0.75
(corresponding to a longitude of 90°).
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covers over 50% of the entire surface of the companion star.
The nose of the companion is at latitude and longitude of 0°,
and is colder than the surface elements seen at quadrature as
well as the night side due to gravity darkening dominating over
irradiation.

The best-fit parameters from these asymmetric models are
reported in Table 2 and the corner plots for the fits are included

in Figures 9 and 10. We find lower s
dof
2c than the respective

symmetric models, indicating that the starspot models yield
significantly improved fits. The NOT hot-spot model returns a

dof
2c that is close to 1, and while the NTT cold-spot model has a

dof
2c that is above 2, it has decreased from the symmetric fit

value by over 50%. With the exception of the NTT g′ band, the
magnitude offsets are smaller for both asymmetric fits than for
their respective symmetric fit. In addition to this, when we look
at the resulting light curves in Figure 6, we find that the
residuals now appear flat in all of the bands.

From these asymmetric models, we find that the NTT data

set gives a pulsar mass of M2.3 0.3
0.4

-
+ , and the NOT data set

gives a slightly lower pulsar mass of M2.1 0.5
0.6

-
+ . These two

central values are consistent with each other, and are both
lower than the estimates from the direct heating models. After
adding starspots, we find that the companion masses from the
two fits are also consistent with each other, at 0.14–0.15Me. In
addition to the mass estimates, we find that the best-fit values
for i, K2, f, Tbase, distance, and Av are now consistent between
the two data sets. There is still a difference in the irradiation
temperature between the two data sets, which also causes the
difference in the irradiation luminosity between the two fits.
We note that the irradiation temperature of the NTT fit
increased from 1900 K to 2700 K after adding a cold spot,
while the irradiation temperature of the NOT fit remains

constant at 3000 K with an added hot spot. Both of these
irradiation temperatures lead to irradiation luminosities that are
two orders of magnitude lower than E , which is 7.7×
1033 erg s−1 (Sanpa-Arsa 2016).

4.4. Linked Fits

We apply our linked fitting routine to find the best-fit
asymmetric models for the NTT and NOT data sets, where the
base temperature, irradiation temperature, and starspot para-
meters are independent between the two models, and the rest of
the parameters are fixed for both data sets. The resulting fit is
reported in Table 2, with corner plots shown in Figure 11. This
fit is the best model out of the five models we explored, with a

dof
2c of 2.08. This is a lower value than that of the NTT

individual fit, indicating an improvement over the unlinked
NTT fit. While the NOT individual asymmetric fit has a better

dof
2c , we note that most of the parameter values agree between

the two fits.
In fact, all of the linked fit parameter values are consistent

with both individual asymmetric fits, with the exception of Av.
The derived parameters q, M1, and M2 also agree with the
previous independent asymmetric fits. We again find a high
neutron star mass of 2.3± 0.4Me, which is consistent with the
estimates from the independent symmetric and asymmetric
model fits. Because of the high level of agreement between the
linked and individual models, we can see that the light curves
from the linked fitting in Figure 7 appear similar to the ones
from the independent fits.
We find a higher base temperature for the NTT linked fit

than for the NOT linked fit, but the opposite trend for the
irradiation temperature. The NTT and NOT linked irradiation
temperatures are within the uncertainty of the NOT linked

Figure 6. Best-fit asymmetric model gri light curves of J1622 from NTT 2017 (left) and NOT 2022 (right). Main panels on top show model light curves (solid line)
and data points, while subpanels below show the residuals, with a dashed line at 0 to show how the residuals deviate more clearly. The NTT best-fit model has a cold
spot that can be seen at phase 0.6 and the NOT has a hot spot that can be seen at phase 0.75.
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irradiation temperature, but slightly below 2σ of the NTT
uncertainty. The irradiation temperature for the linked NTT
model differs from the independent NTT model by less than
1σ, whereas the irradiation temperatures for the NOT linked
and independent models differ by less than 1.5σ. This
difference in the irradiation temperatures of the NOT
independent and linked fits leads to the difference in Lirr
between these two models, which are again two orders of
magnitude below E . With the exception of the NTT cold-spot
temperature and the NOT hot-spot radius and temperature, the
starspot parameters are also the same in the linked and
individual asymmetric fits.

The differences between the linked and independent NTT
asymmetric fits are in the base and irradiation temperatures, as
well as extinction. The lower base and irradiation temperatures
and lower extinction better fit the NTT data. The u′ and i′ band
offsets are smaller for the independent NTT fit, while the g′ and
r′ band offsets are smaller for the linked fit. For the NOT fits,
the differences are in the irradiation temperatures, hot-spot
temperature, and extinction, and the independent fit parameters
match the data slightly better. In particular, the higher
irradiation and spot temperature, as well as the higher
extinction value, better fit the NOT data.

5. Discussion

5.1. Asymmetric Minima and Low-level Irradiation

In all of our fits we find low but nonzero irradiation in the
companion star of J1622. The irradiation luminosity required to
reproduce the optical light curves is at most 0.3% of E , and
could be as low as 0.1% of E (see Table 2). This is in contrast
with previous work on this system by Y23, where it was found
that the difference in log likelihoods between models with and

without irradiation is less than 0.01% (Yap et al. 2023). Due to
this, Y23ʼs MCMC parameter search was done without
including irradiation. When we compare our fits with that of
Y23, we do find that Tbase is consistent between our
asymmetric fits and Y23, at close to 6400 K. However, we
find that at these base temperatures, our model light curves
have significant residuals around inferior conjunction of the
companion when we fix Tirr= 0 K. This is due to our light
curves showing asymmetric minima at superior and inferior
conjunctions of the companion not observed by Y23, since we
have better data with higher signal-to-noise photometry. We
see this in both our symmetric and asymmetric models for
effective temperatures that agree with our optimal subtraction
results. Therefore, we need to include low, but nonzero,
irradiation in our models in order to match the data well.
Turchetta et al. (2023) found that both the g − r and r − i

colors are constant along the orbit. Our 2017 NTT light curves
also have two maxima per orbit, showing that there are no
qualitative changes in the irradiation of the companion on a
five-year timescale. While we notice that the irradiation
luminosities are between 1σ and 2σ of each other in our
independent fits of the two data sets, the two irradiation
luminosities differ by less than 1σ in our linked fit model.
Therefore, we find no evidence of a change in the irradiation
between these two data sets. However, we find that despite the
flat colors observed in this system, we require models with
significant irradiation to fit the data well at all orbital phases.
The base temperature of J1622 is higher than that of many
redback systems (see our Table 2 and Table 1 of Turchetta et al.
2023), but even with these high temperatures, we find that
models without irradiation do not fit the asymmetric minima
well. Therefore, it is necessary to include the effects of
irradiation to properly fit our light curves from J1622. We

Figure 7. Best-fit asymmetric model light curves and residuals for the linked NTT and NOT fit. Only the base and irradiation temperatures of the two data sets, as well
as the four starspot parameters, were allowed to vary for this fit. The remaining nine parameters were linked between the two models.
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conclude that careful modeling of high-quality optical light
curves can reveal subtle irradiation effects in spider binaries.

5.2. Variable Asymmetric Maxima: Starspots or a Variable
Shock?

The optical light curves of J1622 show both asymmetric
minima and asymmetric maxima, and we find that the
asymmetry in the maxima has changed over five years (see
Figure 4 and Section 4.2). In 2017 with NTT, we observed
more flux between orbital phases 0.25 and 0.5, and therefore a
larger maximum here, than between orbital phases 0.5 and
0.75. In 2022 with NOT, we observed more flux at orbital
phase 0.75, which is the opposite trend. Variable asymmetry in
light-curve maxima over timescales of 5–10 yr has been
observed in other redback systems. PSR J2039-5617 showed
light curves with two maxima per orbit, and the magnitude
difference between these maxima was variable over five years
(Clark et al. 2021). Unlike J1622, however, the second
maximum (companion on the descending node) was consis-
tently dimmer than the first (companion on the ascend-
ing node).

We find a more extreme change in J1622, with the phase of
the absolute maximum changing (from about 0.25 to about
0.75, see Figure 7) over five years. The best-fitting asymmetric
models have a cold spot at orbital phase 0.6 for the 2017 data,
and a hot spot at orbital phase 0.75 for the 2022 data. Both
spots are on the leading side, but the temperature difference due
to the cold spot is five times greater than that due to the hot
spot. These differences in fluxes flatten the residuals
considerably, showing that the asymmetries were captured
better in the asymmetric models than in the symmetric ones
(see Figures 4 and 6).

While the spread of the cold spot is contained to the side
seen at quadrature and covers less than 1% of the whole surface
of the companion, we find that the spread of the hot spot wraps
around the star and covers 80% of it. Since the hot spot covers
most of the star, the surface of the companion appears to have a
higher Tbase in 2022 than in 2017, even though the model in
2022 gives a 200 K lower Tbase. It is possible that the starspots
change due to changes in the magnetic field of the companion,
as seen in PSR J1723-2837, where multiple starspots were
observed with lifetimes of the order of a few days to
1.5 months (van Staden & Antoniadis 2016). One or more
additional effects such as diffusion, convection, and wind
heating (Kandel & Romani 2020; Voisin et al. 2020) could also
explain the asymmetries we observe in this system.

Another possibility is that the difference in light-curve
asymmetries is due to the presence of an intrabinary shock. If
there is an intrabinary shock, the X-ray and gamma-ray fluxes
should show orbital variability. The X-ray emission detected
has a luminosity LX of 4.1× 1030 erg s−1. There were not
enough counts to determine any orbital variability of the
system, but the hard X-ray emission is most likely nonthermal
and fits a power law of index 2.0± 0.3 (Gentile 2018). This
spectral index is consistent with that of an intrabinary shock as
seen in other systems such as that of PSR B1957+ 20, which
has a spectral index of 1.9± 0.5 (Stappers et al. 2003). Sanpa-
Arsa (2016) finds that there could be evidence for gamma-ray
pulsations of J1622, and significant pulsation have been
confirmed by Smith et al. (2023).

In the optical wavelength range, models by Romani &
Sanchez (2016) that include an intrabinary shock have been

used to better fit asymmetric light curves. The pulsar and
companion wind parameters determine which object the
intrabinary shock wraps around, as well as how the optical
light curves change shape due to particles and radiation from
the shock. For some particular parameter values for the two
winds, there can be a brightening of more than 0.02 mag at
orbital phase 0.25–0.5 accompanied by a dimming of more
than 0.04 mag at orbital phase 0.5–0.75 (Romani & Sanchez
2016). The asymmetric changes we see in our light curves from
either year could therefore be modeled by adding an intrabinary
shock with specific parameter values. Thus, we suggest an
alternative interpretation of the observed variable asymmetry in
J1622: an intrabinary shock shape/geometry that is variable on
multiyear timescales. This could in turn be due to variability in
the wind of the 0.15Me companion star. Modeling of the
optical light curves of J1622 using intrabinary shock
irradiation, which is beyond the scope of this work, can test
this hypothesis.

5.3. Support for a Supermassive Neutron Star

We find a central value for the neutron star mass higher
than 2Me in all of our fits (Table 2). The NOT asymmetric
individual fit gives our lowest estimate of the neutron star
mass, at M2.1 0.5

0.6
-

+ , while the linked and individual
asymmetric NTT fits give higher neutron star masses of
2.3± 0.4 Me. Thus, we find higher neutron star masses than
Y23, yet with higher uncertainties (they reported 1.84± 0.19
Me). The precision and accuracy of neutron star mass
measurements in spiders are driven by both i and K2. We find
a best-fit i= 62°. 8± 2°. 5, about 15° lower than that reported
by Y23, which explains most of the mass discrepancy. Indeed
at lower orbital inclinations, one finds higher M1 for the same
K2, as can be seen in Figure 8. This difference can in
principle be due to unmodeled variability (they use
observations taken in 2019 February–March in their fits) or
to the different model they use (PHOEBE, Conroy et al. 2020).
Their different assumptions can also introduce a systematic
uncertainty in i: they exclude irradiation, which may lead to a
higher i to compensate and keep a similar light-curve

Figure 8. Constraints on MNS from i and K2. The central value of K2 is from
spectroscopic constraints from Strader et al. (2019), with the 1σ level shown
with red dashed lines and the 3σ level with blue dashed lines. The range of
possible i values found from the models used in this work place limits on the
gray region, which shows the range of possible MNS values consistent with
conservative estimates of K2. Y23 derived MNS shown in red, while MNS from
our combined asymmetric fit is shown in blue.
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amplitude. While the goodness of fit is not quantified in Y23,

we note that their fits perform poorly around the light-curve

minima.
Both our measurement and that of Y23 rely on the K2

reported by Strader et al. (2019). In general K2 measurements

can also be affected by systematics when the center of light is

displaced from the center of mass of the companion. To correct

for this, Linares et al. (2018) applied an empirical K-correction

using spectral lines detected from both the day and night sides

of the companion of PSR J2215+ 5135. This allowed a more

robust determination of both K2 and i (Linares et al. 2018).

Because we do not have such high-quality spectroscopic data

available at present for J1622, we take a conservative

uncertainty on K2 by using three times the 1σ error reported

by Strader et al. (2019) in our prior. Instead, Y23 used the 1σ

purely statistical uncertainty on K2 as their prior. From our

larger uncertainties on K2, which conservatively include

systematics, we obtain larger uncertainties on M1 than Y23

do. Given the small amount of irradiation that we find

(Section 5.1), however, the K-correction should be minor.

High-quality spectroscopy of J1622 along the orbit should

reduce the uncertainties in K2 and help determine the mass of

the pulsar with better precision.
While we await a more precise dynamical solution, our best-

fit value of 2.3± 0.4Me suggests that J1622 potentially hosts a

neutron star with one of the highest known masses. The

redback PSR J2215+ 5135 has a similar M1 at M2.27 0.16
0.17

-
+

(Linares et al. 2018), while the black widow PSR J0952-0607

has a slightly higher M1 of 2.35± 0.17Me (Romani et al.

2022, but the velocities of the night side were ill-constrained in

that case). These are two of the most massive millisecond

pulsars yet detected. Supermassive neutron stars (with masses

above 2Me) are key to constraining the equation of state of

neutron stars, potentially probing the QCD phase diagram. In

particular, deconfinement of quarks and phase transitions are

impossible to determine solely from radius measurements (Wei

et al. 2020), and observations of neutron stars with masses

above 2 Me allow many equations of state to be discarded

(Lattimer & Prakash 2007).
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Appendix
Corner Plots

Corner plots for the NTT fit, the NOT fit, and the linked fit
are shown in Figures 9, 10, and 11, respectively.

11

The Astrophysical Journal, 973:121 (15pp), 2024 October 1 Sen et al.



Figure 9. Corner plot for the NTT fit using an asymmetric model. We fit for both irradiation and the temperature and spread of a cold spot placed on the leading side of
the star. Contour levels shown are 0.5σ, 1σ, 1.5σ, and 2σ. Prior distributions are in red, while posterior distributions are in blue. See Table 2 for central values and
uncertainties.
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Figure 10. Corner plot for the NOT fit using an asymmetric model. We fit for both irradiation and the temperature and spread of a hot spot placed on the leading side
of the star. Contour levels shown are 0.5σ, 1σ, 1.5σ, and 2σ. Prior distributions are in red, while posterior distributions are in blue. See Table 2 for central values and
uncertainties.
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