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A B S T R A C T

Cross-country faults can adversely affect the operation of protection devices. Relays whose pickup is based on
overcurrent or impedance elements are more likely to fail during cross-country faults. The failure can be
expressed as an unnecessary trip of all phases during a single-phase fault or even blocked relay functions. Relays
may also fail to operate due to low fault currents, which is the case when power grids make use of many inverter-
based resources (IBR) or when two simultaneous faults occur in the same phase and in different locations. This
paper proposes a Recursive Discrete Stockwell Transform (RDST) method for addressing the mentioned chal-
lenges. The energy content computed by the RDST is used for fault detection and faulty phase selection. A robust
distance relay model is proposed to ensure correct relay performance and is combined with a directional and an
impedance trajectory module. The proposed method performance is thoroughly evaluated by applying real-time
simulations for 6480 different cross-country faults, including three repetitions, four different generators (Syn-
chronous generators, Wind turbine type-III, Wind turbine type-IV), two rating powers, three different fault
distances, five different types of faults, and six grid codes. Ninety cases are also tested with real devices in
hardware in the loop. Simulation results confirm the method’s ability to detect different fault types, even during
low fault currents, and to ensure high accuracy in phase selection.

1. Introduction

To transport electricity, transmission power grids usually use single-
circuit three-phase lines. Two or more parallel lines are also extensively
used to increase power transport capacity. Parallel lines on the same
tower may take part of circuits with different voltage levels, and such
arrangements produce strong magnetic coupling. The mutual imped-
ances that result from these coupling may have values which are even 70
% of the self-impedance. The mutual impedance of the lines can jeop-
ardize the operation of protection devices, especially during cross-
country faults (CCFs). CCFs are defined as earthed faults occurring in
different phases of the same circuit at different locations, simultaneously
or at different moments. A failure in the operation of distance relays
during CCFs may lead to three-phase trips in both circuits of the parallel
line configuration. The effect of this failure can be very severe under
stressed conditions.

Creating protection algorithms for CCFs is challenging, and so far,
some attempts have been made to overcome the above challenges.
Distance modules may produce selective tripping by themselves. Usu-
ally, this module uses voltage self-polarization to obtain a reliable
voltage to compare the impedance of the fault. During single-circuit
conditions, they can distinguish the faulty phase; however, during
CCF, detecting the faulty phase is not easy, and the module may fail to
determine the fault correctly. This may happen because of the change in
impedance, and healthy elements are prone to maloperation. Also, they
are unreliable for zero-voltage faults. In that sense, fault selector su-
pervision is necessary. Above others, some methods used for fault
selector are overcurrent, voltage, frequency wave information, delta
quantities, and sequence information [1–4]. Certainly, those methods
can determine the faulty face but also have drawbacks such as lack of
self-adaptation, loss of sensitivity in the presence of fault current limiters
or high impedance, low sensitivity due to non-significant voltage drop,
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reliability issues may appear once speed detection is the priority. The
impact of CCFs in a double-circuit line on the performance of the current
differential relay has been evaluated in Solak and Rebizant [5], it has
been pointed out that relays may trip external faults incorrectly or may
not trip internal faults. At the same time, the CCFs effects on distance
relay in a 132 kV double circuit with two different voltages power grid
were analyzed in Zin et al. [6], the CCFs effects on distance relay in a 132
kV double circuit with two different voltages power grid were analyzed.
In [7,8], a comprehensive description of grounded and ungrounded
CCFs in a parallel transmission line is reported; the mutual coupling in a
double circuit is highlighted as an adverse effect relays that may over-
reach faults, a solution using zero-sequence voltage and current is pro-
posed. This method is effective for networks with only synchronous
generators, and the effect of IBRs is not considered. Recently, more so-
phisticated techniques, such as the Maxima Overlap Discrete Transform,
have been used to detect and classify CCFs [9] even during power
swings. In [10], relay polarization has been recognized as a drawback
during CCFs. A summary of the improvements in protective functions
and commercial relays to cover CCFs is reported in Venkatesh and Voloh
[11]. However, these techniques are suitable for detecting the faulty
phase; they work on systems with only Synchronous generators. In
addition, they need a high computational burden; CCFs can also occur in
medium-voltage power grids, making this subject equally challenging
[12]. Including flexible AC transmission systems based compensating
has introduced harmonics and non-linearity in power systems, causing
fast changes in the line impedance. As a result, the current and
impedance-based distance relaying scheme has limitations. These
methods are summarised in Biswas and Nayak [13], where the pros and
cons are highlighted and compared, and a case study is proposed.
However, there is no information about IBRs. In [14,15], the protection
issues when IBRs are connected are well established and summarized. In
[16], it is revealed that classical methods misidentify the fault type in
microgrids that include photovoltaic distributed generations. To over-
come that problem, two classifiers have proposed methods with a low
computational burden. Knowing the problem in phase selector modules
when IBRs are near, some authors [18] proposed to manipulate the
control of the IBRs to make the sequence current angles similar to those
obtained when the system is fed by synchronous generators only.
Recently, artificial intelligence has been used to overcome the draw-
backs of the methodologies when IBRs are near the relays, such as in
Biswas et al. [20], where a dual time transform is used to extract the data
from the electrical signals, currents and voltages, and classify by a de-
cision tree. The same authors went forward and used convolution neural
networks to improve the performance of relays under conditions of IBRs
and FACTs compensated lines [21]. Other authors use more traditional
techniques to overcome issues when IBRs are in the net, such as [22],
where a fault classifier based on symmetrical components of the local
voltage and current during asymmetrical faults is used with excellent
results. The methods perform well but have not been tested in
cross-country fault cases.

This paper proposes a robust distance protection method to address
some challenges related to CCFs in power grids with high penetration of
inverter-based resources (IBR), such as phase selector and fault detec-
tion. The relay model is designed in such a way to deal not only with
classical faults but also with CCFs. The relay comprises four modules:
fault detection, faulty phase selection, directionality, and distance
detection. Fault detection (pickup) is the first module. It is based on the
Stockwell Energy (SE) obtained by computing the Stockwell transform
(ST) from the current signals. The authors in Chavez et al. [23] already
presented this technique. This paper proposes a Recursive Discrete
Stockwell Transform (RDST) method to compute SE. The resulting SE is
defined in both time and frequency domains. In the frequency domain, a
two-dimensional Gaussian filter is used to magnify non-fundamental
frequency signals. As a result, the fault detector performs well even
when the fault current is limited. The second module, the faulty phase
selector, is also based on the SE. The magnitudes of the SE per fault loop

(A, B, C, AB, BC, and CA) are applied to determine precisely the fault
type. The module also efficiently determines ground faults. The third
module is the directionality module used to determine the fault in the
forward or reverse direction. The fourth module is the distance deter-
mination module. Several CCF cases for a parallel line with identical
characteristics are analyzed. The nearby transformers are solidly
grounded. CCFs in ungrounded and other system configurations are out
of the scope of this paper. All cases are simulated by applying an auto-
matic script programmed in the real-time simulator to execute auto-
matically numerous test cases. The results prove the effectiveness of the
relay performance during cross-country faults.

2. Methodology

This section summarizes the procedure for obtaining SE and in-
troduces the Recursive Discrete Stockwell Transform (RDST) to alleviate
the computational burden.

2.1. Fast discrete Stockwell transform (FDST)

The FDST of a discrete-time signal x[nT], n= 1,…,N can be expressed
as:

S(jT,n/NT) =
∑N

m=1
[H∘Gw]⋅ej2πmn/N (1)

where m and n represent the frequency and time point indices of the
window (n = 1,2,…,N) respectively. MatrixH in (2) is built by using the
Discrete Fourier coefficients from the signal x[kT] arranged in a
concatenate and rotated matrix as:

HM×N =

⎡

⎢
⎢
⎣

X2 X3 ⋯ XN X1
X3 X4 ⋯ X1 X2
⋮ ⋮ ⋮ ⋮

XM+1 XM+2 ⋯ XM− 1 XM

⎤

⎥
⎥
⎦ (2)

whereM is equal toN/2, matrixGw in (1) is a two-dimensional Gaussian
window [24], tuned for localization in frequency and time domains.

Matrix H is multiplied by Gw using the Hadamard product. The
resulting summation of the dot product ([H∘Gw]⋅ei2πmn/N) in (1) corre-
sponds to the Inverse Discrete Fourier transform (IDFT). In that sense, all
the DFT properties can be exploited to reduce the number of equations.
When the data window has a size power of two, the IDFT can be
accelerated considerably by an IFFT algorithm, decreasing the compu-
tational burden. The resulting ST matrix consists of the instantaneous
phasor values for each frequency in the range of 1 to M.

2.2. Recursive discrete Stockwell transform

Deriving the ST matrix for each window using the FFT may increase
the processing cost. Thus, a recursive procedure is proposed to get the
Stockwell Transform, decreasing the computational burden and
increasing the computation speed. In (2), the parameter Xn denotes the
nth frequency component obtained using the DFT; thus for a history
window k, as shown in Fig. 1, the DFT expression is:

Xn[k] =
∑k

l=k− N+1

x[l]Wn(N+l− k− 1)
N (3)

while for an actual window k− 1 is

Xn[k − 1] =
∑k− 1

l=k− N

x[l]Wn(N+l− k)
N (4)

J.J. Chavez et al. e-Prime - Advances in Electrical Engineering, Electronics and Energy 9 (2024) 100708 

2 



W− n
N Xn[k − 1] =

∑k

l=k− N+1
x[l]Wn(N+l− k− 1)

N

+W− n
N (x[k − N] − x[k])

(5)

According to Fig. 1, the window under analysis in (4) is l = k− m, n =

0, …, N− 1, and WN = e− j2π/N. Multiplying (4) byW− n
N , the equation can

be rearranged as
Expression (5) is the DFT of the kth window, as shown in (3). By

rearranging (5) by applying (3), the Xn components of matrix H can be
obtained more easily:

Xn[k] = W− k
N (Xn[k − 1] + x[k] − x[k − N]) (6)

A similar procedure is done to obtain ST coefficients (Sn[k]). After
the ST for the first window is computed by (1), the rest of the nth fre-
quencies and the kth+1windows are computed by:

Sn[k] = Wk
N

(
Sn[k − 1]+
(HnGwn[k] − HnGwn[k − N])/N

)

(7)

The consecutive data window is moving in time but not in frequency,
as seen in Fig. 2. Therefore, by using (6) and (7), the computational
burden decreases for each window after the kth+1 which helps to avoid
unnecessary computations (see Table 1 for the atomic math operations).
The recursive DFT has been widely used in research and commercial
relays. Nevertheless, one of the innovations presented in this paper
corresponds to the use of the recursive ST, where the recursive DFT is
part of the process.

2.3. 2D Gaussian windows

The Gaussian window translates any transient frequency and scales it
individually. The Gaussian window is defined as:

Gw(m,n) = eT1 + eT2 (8)

where

T1 = kG(n − 1)2, T2 = kG(N − n+ 1)2,

kG = −
2π2F

(a+ bmc)
2,

(9)

It is not obvious how to pick the values of the Gaussian filter; how-
ever, F is a factor that mainly controls the central window values,
making the shape of the window concave or convex. Parameter a also
varies the shape of the window but to a lesser extent. Parameter b ranges
from 1 to 0, providing a bandpass swelling (or decreases when it is
small) in the center of the window. It also damps the oscillations by
smoothing the edges of the windows. Parameter c varies between 0 and
1, contributing to capturing damped hidden frequencies. To determine
the Stockwell Energy (SE), the set of the window length and the number
of samples should be set appropriately. Empirical analysis has shown
that setting the window parameters F = 0.01, a = 4.5, b = 0.9, and c =
0.2 is the most suitable for events such as faults in the presence of
sources used with IBRs. Fig. 3 shows the window and highlights the
impact of the adjustment of each factor. The 2D Gaussian window
operates satisfactorily in magnifying ST coefficients for the vast majority
of electromagnetic transients. Nevertheless, the user can tune the filter
differently to improve the ST performance during certain transients.

2.4. Stockwell energy

The ST generates a two-dimensional signal array, defined concur-
rently in the time and the frequency domain. From the generated array,
the SE is computed by using the Parseval Theorem for a 2D discrete
signal. Then, the energy of the ST matrix calculated by (7) is:

Fig. 1. Two consecutive data windows to depict the recursive process in time.

Fig. 2. Illustrated points used in the Hadamard product of HG.

Table 1
. Atomic math operations performer in the Stockwell transform and its versions.

Method Number of additions Number of multiplications

Discrete Stockwell
transform [24]

N
2

(
(N − 1)×
(N+ 2)

)
N2

2
(N + 4)

Fast Discrete
Stockwell transform
(Radix-R) [25]

N
2

(
N(N+ 2)×
logR(N)

)
N
2

(
2N+
logR(N)(1+ N)

)

Recursive discrete
Stockwell

1st equal to Fast Discrete
Stockwell transform

1st equal to Fast Discrete
Stockwell transform

from 2nd
(2/3)N+ 2

From 2nd
(
6N + N2)/4

Fig. 3. Illustrative 30-points Gaussian windows. F, a, b and c are the parameters
that control the filter as explained in Section 2.3 (values of F = 0.01, a = 4.5, b
= 0.9 and c = 0.2).
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SE(t) =
∑M− 1

m=0

∑N− 1

n=0

⃒
⃒S(m,n)

⃒
⃒2 (10)

Because the ST is defined in time and frequency domains, the SE’s
changes its magnitude with the time or frequency change. The SE in-
crease is more significant than the changes in one-dimensional energy
signals [25] and therefore, during disturbances, the indicator is more
sensitive. The SE is computed by adding the absolute square value of the
ST matrix. Thus, the 2D energy of the current is expressed in amperes to
the power of four (A4). The data window adjustability, the ideal time,
and the frequency resolution make the SE an excellent indicator for
low-value fault currents [23].

3. Distance relay modeling

This section describes the distance relay model, which is enhanced
by applying SE for the fault detector and the faulty phase selector
modules. The other two modules, directionality and distance computa-
tion modules, are modeled according to [26,27]. The flow chart of the
enhanced relay is shown in Fig. 4, where a dashed blue line highlights
the proposed modules. The relay only generates a trip command when

the fault is in Zone-1 or Zone-2. The use of ST overcomes two persistent
problems occurring in overcurrent and impedance relays during CCFs.
The first one is that the control of IBRs limits the short-circuit current,
and therefore, distance relay experiences difficulties with picking up a
fault [23]. Secondly, a method based on the SE is used to supervise the
faulty phase selection. During CCFs, the relay operation may result in
incorrect phase selection or direction determination, leading to a
three-phase switching [6,7]. To ensure fault identification all the mod-
ules must operate at the same time range for at least three consecutive
samples.

3.1. Fault detection supervision by the Stockwell energy

The distance module itself can identify numerous faults. However,
many others must be correctly identified. Thus, the distance relays do
not operate based on the impedance trajectory module alone. The first
module of the distance relay is the fault detector. The module detects a
faulty condition in the power grid and starts the corresponding functions
for selective fault clearance, such as:

• determination of the faulted phases (loops),
• enabling direction determination,
• enabling impedance calculation,
• enabling of trip command,
• other functions.

The SE is monitored per phase and used to start up the relay. A signal
output one is generated when the threshold value is exceeded. The
threshold value is set using the steady-state SE value plus 5 % to include
the harmonic distortion allowed and 10% to add a safety margin. Hence,
the limit is:

SELimit = SE+ 0.05SE+ 0.1SE (11)

The SE steady-state parameter adjusts its value based on the system’s
prevailing conditions every 2 s, making the SE module adaptive.
Computing the SE energy according to actual conditions helps avoid
relay miss operations during events that are not considered faults.

3.2. Faulty phase selection supervision by the Stockwell energy

The proposed method of faulty phase selection is a high-speed pro-
cess that starts after the fault is detected. The faulty type (single fault FT
= 1, double fault FT = 2, or three-phase fault FT = 3) is determined by
(12).

FT[k] = round
(

SEA[k] + SEB[k] + SEC[k]
max(SEA[k], SEB[k], SEC[k])

)

(12)

It is crucial to know if the fault also involves the ground, and
therefore, the angle of Xk in (2) is observed. For ground faults, the values
of the angles (XAk,1, XBk,1, and XCk,1) are fixed; 0 or π value. For non-
grounded faults, the angles vary from 0 to π. In this way, by using the
angle information and

if

{
∡
(
XA,B,C(k − M)

)
=

∡
(
XA,B,C(k − (M − 1))

)
= ...∡

(
XA,B,C(k)

)

}

GrX[k] = 1; else GrX[k] = 0

(13)

the “IF” statement in (13), grounded faults are identified.
The angle variation enables the fault selector to detect different fault

types at slightly different times. To overcome this possible problem, the
phase selection is delayed sufficiently to allow the evolvement of the
fault. The fault type selection priority is a three-phase fault after three
consecutive detections. Other fault types are released immediately after,
with a slight delay of five samples, to ensure the detection of ungroun-
ded or grounded faults. The decision logic is shown in Fig. 5.

Fig. 4. Proposed distance protection relay flowchart with the SE indicators
highlighted Faulty phase selection logic.
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3.3. Directionality and impedance determination

In order to design a full relay model, as seen in Fig. 4, directionality
and impedance modules are needed. For the directionality, the fault
current and the positive polarization voltage (VAB+*, VBC+*, VCA+*)
are used to compute the directional indicators (zero, negative, and zero
vs negative). For the impedance trajectory, the quadrilateral charac-
teristic is applied (as reported in [26,27]).

4. Study case in real-time

This paper uses the modified benchmark model proposed in the
Horizon 2020 MIGRATE project [28]. The system comprises detailed
EMTmodels for Type-3 and Type-4 WTs, PV plants, and HVDC links. See
Appendix A for major details about IBRs and Appendix B for the trans-
mission line configuration. The impact of IBR is such that faults remain
undetected in some cases [23]. The system is entirely modeled in a
real-time digital simulation (RTDS) environment by using small time
steps for the converters and standard time steps for the rest of the ele-
ments; 2.5 µs, and 50 µs, respectively.

4.1. Study case details

CCFs are more likely to occur on parallel lines located at the same
tower. Therefore, the illustrated system in Fig. 6 has been used for this
occasion. Because a double-phase fault produces a three-phase trip, only
LN faults in LINE-I (L-I) are analyzed. The variables are:

• Infeed power of 40 MW or 200 MW delivered by the Wind Turbine
(WT) type-3, type-IV (which means 32.5 % or 70 % of IBRs power
penetration) or Synchronous Generator (SG) connected to Bus 6.

• Fault distance of 10%, 75%, and 90% in L-I, and Fixed fault distance
of 50 % in LINE-II (L-II) concerning Bus 6.

• Fault types: AG-BG, AG-CG, AG-AB, AG-BC, and AG-ABCG, at L-I and
L-II, respectively.

• Fault times are same time instants in both lines, fault at L-II 0.1 s
before a fault at L-I, and fault at L-II 0.1 s after a fault at L-I. This
paper refers to the cases as 0 s, 0.1 s, and − 0.1 s, respectively.

• Three repetitions for each case.

The fault impedance and the angle inception are set to 0.001 Ω and
0◦, respectively. The trips in Zone-2 are delayed by 0.4 s, and Zone-3 is
disabled. Every test is repeated three times to ensure the behavior of the
relay. Fig. 7 summarizes all Zone-1 case results in a bar graph. The relay
operates according to the expected times (less than two cycles) for all the
cases.

Three cases are chosen for a detailed inspection. They all correspond
to a strong power grid and 200 MW WT Type-3. The fault is at 75 % L-I
and 50 % L-II, both measured from the relay location in Bus 6.

Case 1, a single-phase-to-ground fault AG at L-I and a phase-to-phase
fault AB in L-II occur at the same instant;
Case 2, a single phase-to-ground fault AG at L-I; 0.1 s later, a single
phase-to-ground fault CG in L-II; and

Fig. 5. Faulty phase selection logic.

Fig. 6. The MIGRATE reduced and modified system used as a study case.
Fig. 7. Study case trip times comparison. (SG synchronous generator vs WG
type-III generator).
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Case 3, a three-phase fault ABC in L-II; and 0.1 s later, a single-phase-
to-ground fault AG in L-I.

4.2. Study case WT `Type III at bus 6

Fig. 8 shows currents detected by the relay, and Fig. 9 shows voltages
at bus six. The fault inception times, the circuit breaker (CBA) opening,
and the fault variations are highlighted accordingly. As expected, for
cases 1 and 2, during the fault occurrence, a current increase in phase A
occurs (Fig. 8(a) and (b)).

For case 3, the ABC fault starts in L-II. The current increase is not as
noticeable as in cases 1 and 2. However, in this case, the three-phase
fault current increases to the maximum allowed value, and it is
limited by the converter. The second fault (AG) occurs at 0.1 s later in L-
I. This method allows only the breaker pole of phase A to be opened
during a single-phase fault. A memory voltage polarization is used that
lasts for five cycles until a fault is completely identified.

The SE in a semi-logarithmic scale is shown in Fig. 10. For case 1 and
case 2, the faulty phase SE becomes higher than the SE of the other
phases. For case 3, the SE for all phases rises above the threshold when
the fault occurs in L-II.

The SE is within the threshold as fast as in cases 1 and 2. However, it
operates after 12 ms. The sampling frequency used in this analysis is 500
Hz, and the recursive window contains ten samples. Because the ST is
processed recursively, using a window size power of two is unnecessary.

Fig. 11 shows the phase selection depicted by the binary signals. Due
to the complexity of the studied fault cases, the phase selector is not as
straightforward as expected. However, the indication does not fail and
successfully determines the faulty loop in all cases. The same sampling
frequency used for the fault detector is also used for the phase selector.
Both modules are included in the RTDS as algorithms programmed in C-
language.

Case 1, Fig. 11(a) shows that the phase selector detects as first the AG
fault. After the corresponding circuit breaker is open, the second fault
remains in L-II, and the indicator detects a BG and a BC fault. The fault is
AG in L-I and AB in L-II. This is a specific case that validates the proper
phase selector operation. For case 2, Fig. 11 (b), the phase selector
clearly detects the faulty phase (AG). For case 3, Fig. 11(c), the phase
selector detects ABC fault first. This three-phase fault is in the non-

protected line L-II. Then, after 0.1 s, an AG fault occurs in the pro-
tected line L-I, and the indicator successfully detects the faulty phase.
The faulty phase module is realized after three consecutive detections as
seen in Fig. 5. Thus, the spikes seen in Fig. 11 are not considered.

The directionality is determined after the phase selection. It com-
prises three angle comparisons: zero-sequence angle, negative angle,
and negative vs. zero angles, as explained in Roberts and Guzman [26].
The fault is in the forward direction when the three angles are lower
than the threshold. Otherwise, the fault direction is not determined or
reversed. This module is sufficient to determine the fault direction for all
540 cases simulated. Fig. 12 shows the direction angles of the three
studied cases.

Therefore, for the three cases, the direction angles named as 3I◦, I− ,
Fig. 8. Study case currents at the relay 6 (a) case 1, (b) case 2, and (c) case 3.

Fig. 9. Study case voltages at bus 6 (a) case 1, (b) case 2, and (c) case 3.

Fig. 10. Study case SE at bus 6 (a) case 1, (b) case 2, and (c) case 3.
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and I◦*I− in Fig. 12 are lower than the threshold value, which is equal to
π during the fault identification. Thus, the fault is identified as a forward
AG fault. For case 3, the first fault is determined as the reverse fault.
However, the angles drop when the AG fault is detected along with the
faulty phase, indicating a forward fault.

The quadrilateral characteristic is used for single-phase faults, and
the impedance trajectory is shown in Fig. 13. For all cases, the black line
corresponding to the AG trajectory drops inside Zone-1. Once the fault is
fully identified, the trip command is provided, as seen in the flow chart
of Fig. 4. Other impedance trajectories, which do not correspond to the
fault and are not detected by the phase selector and the directionality
module, are also seen in Fig. 12 as informational only.

A good performance is also shown for faults in Zone 2. However,
there is some unexpected behavior in the cases when using a strong

power grid; 200 MW of infeed power and a fault at 90 % of the line. The
trip command is activated during these cases as a Zone-1 delayed trip.
The pickup, phase selection, and directionality functions show correct
performance. However, a few cases during an LL fault in Zone-2 are
recorded as relay underreach. In all cases, the fault is identified in less
than 40 ms. The exception occurs in cases with a strong power grid, 200
MW infeed power, and a fault at 90 % of the line. In such cases, the
impedance computation requires more than 150 ms to enter the quad-
rilateral characteristic. Three cases are chosen for a detailed inspection.
They all correspond to a strong power grid and 200 MW WT Type-3.

4.3. Study case WT `Type IV at bus 6

There is no unique inverted base resource structure, and different
topologies behave differently during events. This work also tests the
proposed methodology when a WT type-IV or a PVs is connected on bus
6 (see Fig. 6) instead of WT type-III. The IBR uses a full converter based
on a pair of three-phase, three-level voltage source converters [29]. The
same scenarios used for WT type-III in Section 2.3. In Fig. 14, the trip
times are summarised. For all cases, the method achieves correct trip
times no greater than 0.035 s at zone-1.

The signals for case 1, when a single-phase-to-ground fault AG at L-I
and simultaneously a phase-to-phase fault AB in L-II occurs are pre-
sented in Fig. 15(a). It can be seen that the fault detection by the s-
transform does not operate even though it is lower in magnitude (as in
Fig. 16(a)) than the one provided by WT Type-III (see Fig. 8 (a)).
Generally, the faulty phase selection (see Fig. 16(b)) is faster than in the
cases where WT type-III is connected. The electronic control used by the
WT type-IV is faster than the one used by WT type-III, thus providing
signals with less distortion. The fault direction and zone determination
for the case are also exposed in Fig. 17. The cases when the fault is at
zone 2 are also well determined. The proposed methodology, with its
efficient fault detection and clear fault identification, consistently does
not operate in identifying the fault when a type-IV is connected.

Fault impedance significantly determines the faulty zone and direc-
tionality on the classical distance elements and the proposed one. A
detailed study of the method with different impedances is beyond the
scope of the paper and will lead to further research.

5. Comparison with real relays

The identical study cases outlined in Section 4.1 are evaluated by

Fig. 11. Study case faulted phase selection relay performance at bus 6 (a) case
1, (b) case 2, and (c) case 3.

Fig. 12. Study case directional angles for L-I phase A-G loop (a) case 1, (b) case
2, and (c) case 3.

Fig. 13. Study case Impedance trajectory at bus 6 (a) case 1, (b) case 2, and
(c) case.
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hardware in the loop test. This evaluation involves using two distinct
OMS relays (relay A and relay B) connected in parallel at the same
location, as illustrated in Fig. 6, by HiL. The comparison is conducted in
terms of the successful execution of tripping commands.

Relays A and B are meticulously calibrated based on the TSO’s
extensive experience. Given that the study case involves a double circuit
line, compensation for a parallel line is applied. Both relays utilize
resistance and reactance coupling factors. Relay A’s fault detection is
done by overcurrent pickup, while the phase selection is achieved
through undervoltage detection. Conversely, Relay B’s fault detection is
executed via a delta algorithm, and phase selection is determined by
superimposed values.

The results show that both relays perform correct fault identification
and tripping when a synchronous generator is connected at bus 6.
However, the scenario changes when the DFIG is on bus 6; in this case,
the relays present three scenarios. Case I, relays successfully identify the
fault, exempt relay A fault type AG in L-I and ABC in L-II. In this case, the
relay fails to determine the single-phase fault, generating a three-phase
tripping. In case II, no issues are presented during this scenario, relays
are blinded to the fault at the parallel line. For Case III, relays present a
low percentage of successful tripping commands, namely no-tripping
overreach or delay trips. The performance of the relays versus the pro-
posed methodology can be done by comparing Figs. 18 and 7. In Fig. 18;
the y-label axes refer to 1- correct tripping, 2-three phase trip, incorrect
phase selection, 3-Overreach, 4- non-tripping. Meanwhile, the proposed
methodology presents only correct trips.

Fig. 14. Trip times summary of all the fault cases with WT type-IV at bus 6 at
zone-1.

Fig. 15. WT type-IV at bus 6. Case 1 fault AG on line I and AB on line II. (a)
voltage in bus 6 and (b) Current in line I.

Fig. 16. WT type-IV at bus 6. Case 1 fault AG on line I and AB on line II. (a)
fault detection by s energy and (b) faulty phase selection.

Fig. 17. WT type-IV at bus 6. Case 1 fault AG on line I and AB on line II. (a)
fault direction and (b) impedance trajectory.

Fig. 18. Real relays performance for WT-Type III, Case I, II, and III.
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6. The effect of the grid code; voltage support during and after
faults

Dynamic voltage support is mandatory during short-term voltage
drops or rises [33]. The relation between the voltage drop/rise and the
current support is linear (see Fig. 15(a)).

During voltage drops equal to 50% of the steady-state value, the IBRs
inject at least 1.0 pu reactive current, while during overvoltage, reactive
current withdrawal is required. A dead band of 10 % is considered to
avoid undesirable control actions. After the voltage level returns to the
dead band, the specified IBR characteristic must maintain the voltage
support for 500 ms. The transient balancing procedures following the
voltage return must be completed after 300 ms. The study cases
considered in Section 5, obey this voltage-current support. The current
support by the positive and negative currents may arise some issues in
traditional fault classification methods which are based on the phase
difference between the symmetrical components of the currents or the
superimposed values of the phase currents.

In addition, the grid code determines low-voltage ride-through,
which is related to the disconnection of the generation plant from the
grid, as seen in Fig. 19(a). Only in cases of a fault lasting more than 150
ms and with a nearly zero voltage deep, the IBR should switch to a
blocking condition and be disconnected from the system. However, this
paper does not consider this specific part of the grid code.

Five additional grid codes used in, Spain, Germany, Denmark, China,
and Brazil are used in the same study cases described in Section 4.1 to
identify a possible drawback of the proposed method. The dynamic
current requirements are shown in Fig. 20.

More than 270 cases per grid code are simulated, and the cases are
listed in Section 4.1. Hence a total of 1350 cases are evaluated. Using the
proposed technique, all faults are identified. The proposed technique
determines the start of the fault by comparing the s-energy against self-
determined limits (See Section 3.1); all faults are detected in less than 15
ms. For phase selection using the s-energy method as an identifier as
explained in Section 3.2. The proposed fault detection and phase se-
lection are immune to grid code requirements.

Current transformers (CT) and voltage transformers (VT) are
modelled as ideal transformers, and their performance is not investi-
gated. The CTs ratio is 200A/5 A, and the VTs are 440 kV/100 V. These
ratios are for the physical relays and for the proposed method.

7. Comparison with other fault identification methods

The proposed method is meticulously compared with six recently
proposed approaches, including compensation with symmetrical com-
ponents [11], maximal overlap discrete wavelet transform [9], fast
discreet orthonormal Transform plus pattern recognition [17], discrete
Fourier transform and transient monitor index [19], variational mode
decomposition and convolutional neural network [21], and a

combination of voltage and current symmetrical components [22].
These methods have been used for cross-country faults, faults at lines
near IBRs, lines near power flow controllers, or a combination of two of
them.

Table 2 summarizes the comparative results considering different
essential features. The table reveals the high accuracy of the proposed
method and its superiority in terms of the sampling frequency used. In
terms of fault, classification and immunity to different factors are
competitive; it also shows that compared to others, the method has
covered the faults near WT type-III, WT type-IV, and solar farms,
demonstrating its potential for real-world applications.

8. Conclusions

A newmethod for fault detection and faulty phase selection has been
presented. The techniques developed based on the Recursive Discrete
Stockwell Transform (RDST) help to decrease the computational burden
and speed up the execution time by reducing the total number of op-
erations, especially after the first iteration. The main reason for using the
Stockwell Energy (SE) as a fault detector is its high sensitivity to
distortion produced during faults. This feature is quite advantageous,
especially for faults near inverter-based Resources (IBR), which limit the
fault current magnitude. Another advantage of using the RDST is the
flexibility to use any number of samples per window without a mean-
ingful impact on the overall speed. The number of samples does not need
to be with a power of two sizes.

The proposed faulty phase selector module takes advantage of the
RDST to enable the identification of the faulty phase; its most significant
advantage is ground fault detection. The zero-sequence commonly

Fig. 19. Grid code a) Dynamic current requirements and b) Low voltage ride through.

Fig. 20. Dynamic current requirements for different countries.
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performs ground detection outside the faulty phase detector module.
The proposed method can detect ground faults during cross-country
faults (CCF) within a half cycle following the fault onset. These cases
are traditionally quite challenging, especially for the phase selection and
directionality modules. However, the phase selector based on the SE and
the directionality based on classical sequence angles perform correctly
for all simulated cases. The proposed method has been implemented in
real-time, corroborating the feasibility of implementing it on real
devices.
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Appendix A

The inverted base resources used in this paper correspond to Wind turbine type-3, type-4, and solar photovoltaic. The full-converted (FC) model is
used for wind turbine type-4 and solar photovoltaic IBRs. The IBR models are explained in detail in the Horizon 2020 MIGRATE project [28].

WT type-3 comprises an induction generator, crowbar, chopper, grid voltage source converter (VSC), and rotor VSC. The VSC contains four inner
controllers. Two regulate the positive sequence of the current components, while the others control the negative sequence [30]. The positive sequence
outer controllers in grid VSC maintain a constant DC-link voltage and provide the required reactive power (as a STATCOM) at the DFIG point of
common coupling (PCC) as specified in the TenneT grid code. Simultaneously, the rotor VSC positive sequence outer controllers regulate the active
and reactive power based on the optimal wind turbine power extraction and the applied grid code. Likewise, in the positive sequence controllers, four
regulators are considered to control the negative sequence current component. Different control strategies, each with its own unique, can be applied to
provide reference control signals for the negative sequence regulators. The chosen control strategy is double-frequency minimization [31]. VSC’s
positive and negative sequence controls are implemented in the inner loop, as shown in the following schematic figures. The use of elaborate control

Table 2
Proposed method comparison whit other approaches.

Method System and sampling
frequency

Data use IBR in the system or
Power flow controller
(PFC)

Cross country
test

Detection
accuracy

Classification accuracy Identification
time

IBR type PFC
type

First
zone

Second
Zone.

[11] 50 Hz /
60 Hz
Any res

Voltage and
current

No No Yes 100 % 100 % 100 % ND

[9] 50 Hz
1 kHz, 1.2 kHz, 10 Kz, 20
kHz

Voltage and
current

No No Yes 100 % 100% 100 % ~12.5

[17] 60 Hz
3 kHz

Voltage and
current

No UPFC No 98.88 % 100 % NT ~ND

[19] 50 Hz
1 kHz

Current WT Type
III

UPFC No 100 % 99.24 % NT ~ 20 ms

[21] 50 Hz,
4 kHz

Current WT ‘Type
III

UPFC No 100 % 99.78 % 99.78 ~15 ms

[22] 60 Hz
2 kHz

Voltage and
current

WT type IV
Solar farm

No No 100 % 100% NT ~40 ms

Proposed 50 Hz,
0.5 kHz

Current WT Type
III
WT. Type
IV
Solar farm

No Yes 100 % 100 % 98.5 % ~17 ms

Method Real time tested Inaccuracies due to:

Load,
Cap-
Switch.

Noice CT
Sat-

Grid
code

v/i inversion

[11] No No NT NT NT NT
[9] Yes No No No NT No
[17] No NT NT NT NT NT
[19] Yes No No NT NT No
[21] Yes No No No NT No
[22] No No No No No NT
Proposed Yes No No NT No No

ND, No data; NT, No tested.
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produces a natural delay once Real-Time simulation is used. Thus, there is no need to include delays in the control models [32]. This is not the case for
mechanical elements; in this sense, the circuit breaker model has 50ms to reproduce the mechanical behavior (Fig. 21).

WT type-4 and PV are connected to the system by a full converter; WT type-4 is composed of a permanent magnet synchronous generator, and the
control used focuses on the double-frequency minimization and negative sequence. During the normal state of the system, without an event, the output
current is controlled only by a positive sequence component [29]. However, when an event is in the system, the negative sequence is provided
proportionally to the positive sequence, considering the allowed fault current limits. The other control loop for the full converter is shown in Fig. 22
[4]. It can be seen the positive and negative control modules.

Fig. 21. Outer control loops, inner control loops, and the required measurements for the wind turbine type-3 GSC.

Fig. 22. Outer control loops, inner control loops, and the required measurements for the full converter GSC.
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Appendix B

The transmission line characteristic is as follows (Table 3).

Table 3
Transmission line model.

Parameter Quantity

Model Bergeron
Line length 30 km
Frequency 50 Hz
Positive sequence series resistance 0.0293 Ω/km
Positive sequence series induction reactance 0.3087 Ω/km
Positive sequence shunt capacitance reactance 0.2664 MΩ/km
Zero sequence series resistance 0.300 Ω/km
Zero sequence series induction reactance 0.988 Ω/km
Zero sequence shunt capacitance reactance 0.4369 MΩ/km
Transposition Zero sequence coupling
Mutual resistance 0.162 Ω/km
Mutual reactance 0.781 Ω/km
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