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Abstract—Perception systems of autonomous vehicles (AVs)
play a crucial role in achieving different levels of autonomy and
interpreting information from complex traffic environments. The
inherent uncertainties are a persistent factor. While some envi-
ronmental features can be directly measured by certain sensors,
measuring accurately the velocity of moving vehicles presents
a substantial challenge. To this end, this paper demonstrates
the utilisation of a powerful non-parametric method, Gaussian
process regression, in combination with a method that leverages
deep neural networks, known as Deep Kernel Learning (DKL),
to estimate the vehicle speed using other existing data in the
simulation that are considered feasible in real-world scenarios.

The methodology is experimentally evaluated in a single ring-
shaped traffic simulation where an autonomous vehicle (AV)
drives together with human-driven vehicles (HDVs). The study
reveals that the approach significantly enhances the accuracy
and confidence of speed estimation with 64.58% and 50%
improvements in the root mean square error (RMSE) for 525 and
3000 training data, respectively. It outperforms the conventional
Gaussian processes, which suffer from a large dataset.

Index Terms—autonomous vehicle, Gaussian processes, speed
estimation, deep kernel learning, SUMO

I. INTRODUCTION

Autonomous vehicles (AVs), which have been extensively

studied and developed for decades, have demonstrated promis-

ing potential in traffic smoothing. The control algorithms have

evolved from conventional control methods, which aim to

imitate the human driving behavior [1], to advance machine

learning techniques such as reinforcement learning (RL) [2],

demonstrating outstanding performance in improving the traf-

fic flow across various traffic environments. Despite their
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differences, these algorithms share one common requirement:

properly perceiving and processing significant environmental

information to execute specific tasks. Modern methods, like

those in [3]–[5], emphasise on the vehicle’s acceleration,

velocity and relative distance between the AV and surrounding

vehicles, which were assumed to be directly measurable.

In real-world scenarios, distance can be easily obtained by

proximity sensors such as ultrasonic sensors, LIDAR, etc.

However, determining the velocity of an observed vehicle

poses a significant challenge, as those sensors cannot directly

measure it but must be inferred through vision-based algo-

rithms similar to those used by stationary speed cameras on

highways [6], which will be a completely different case since

the AVs are non-stationary. The challenge is rarely addressed

in the existing literature on AVs for traffic flow control, which

constitutes the primary focus of this study. One study tried to

incorporate real-time data from a service provider to control

design, but it still encountered significant delays and noise in

the data [7]. It is also worth noting that existing studies less

consider uncertainty awareness, which could potentially be a

critical aspect of RL control design [8].

We are interested in estimating a vehicle’s velocity using

existing information that is easily obtainable in real-world

conditions, where uncertainty is inevitable. To address this

challenge, Gaussian processes (GPs) [9], a powerful stochastic

process used in machine learning that models the underlying

function of a collection of data as a distribution over functions,

can be an option. It allows probabilistic estimation, which

predicts uncertainty through variance rather than only an

explicit value. These capabilities make GPs well-suited for

environments where uncertainty is a significant factor.

While GPs are powerful tools for modelling environments

characterised by uncertainty [10], GPs face significant scal-

ability challenges with large datasets [11]. To address this

limitation, we aim to enhance the performance of GPs by

integrating deep neural networks, particularly within the con-



text of recent advancements introduced in [12], Deep Kernel

Learning (DKL). It offers the ability to addresses the challenge

of scalability while maintaining the expressiveness of GPs.

In this study, we present a unified framework that combines

Gaussian processes with deep learning to enhance uncertainty

quantification. In contrast to [13] where the hyperparameters

are learned by maximum likelihood estimation, this paper

leverages hyperparameters learning with deep layers of neural

networks. We adopt Deep Kernel Learning (DKL) and predict

uncertainty intervals. These are then used to probabilistically

estimate vehicle velocity in a simulation environment. We also

compare the performance of conventional Gaussian processes

as the baseline with the DKL approach, discussing their

respective advantages and limitations.

The remainder of this article is organised as follows: Section

II introduces the background knowledge of GPs, Section III

details the proposed simulation environment and methods.

Section IV discussed the results, and finally, Section V is for

the conclusion and possible enhancement for future work.

II. BACKGROUND METHODOLOGY

A. Gaussian Processes (GP)

GP methods are highly effective tools for modelling the

dynamics of a system by offering probabilistic distributions

over functions. The flexibility of GP methods in data-driven

applications is attributed to their capability to represent com-

plex relationships within data. This is achieved through the

incorporation of uncertainty quantification using mean func-

tions and covariance matrices. The modelling by GP methods

makes them especially advantageous in the field of control

design, where the consideration of uncertainty is of utmost

importance.

The capability of GP methods in such applications relies

on three essential components: prior, posterior, and hyper-

parameter optimisation. The prior distribution represents the

initial beliefs about the function before any new data is given,

whereas the posterior distribution updates these beliefs based

on the newly observed data, resulting in improved estimations.

Hyperparameter optimisation, on the other hand, involves

adjusting the parameters that specify the covariance function

in order to improve the model’s performance and accuracy.

B. GP Prior and Posterior

In the context of predicting the dynamics of a system, the

GP prior assumes that the system behaviour given a set of

existing input can be distributed using a multivariate Gaussian

distribution. It means that any collection of function values

f(x1), f(x2), ...f(xn), which are the system behaviour given

any collection of inputs x1, x2, ...xn, has a joint multivariate

Gaussian distribution as expressed as

p(X;µ,Σ) =
1

(2π)
n
2 |Σ|

1
2

exp

(
(X − µ)⊤Σ−1(X − µ)

−2

)
,

(1)

where µ is the mean of the f(X) value, which is commonly

considered zero (µ0 = 0) for simplicity in GP prior with a

normal distribution. Σ is a covariance matrix, denoted as n x

n matrix, which has to be symmetric positive definite to be

valid for a multivariate Gaussian distribution. To generate the

covariance matrix Σ, a radial-basis-function (RBF) kernel

KRBF(X,X) = K(xi, xj) = a2 exp

(
−

1

2l2
∥xi − xj∥

2

)
, (2)

which is the most common function in GP methods. Thus, in

the GP prior, f(X) ∼ N (µ0,Σ0) with Σ0 can be calculated

using (2) with the existing input x. The GP posterior con-

nects the prior assumption on system behaviour f(X) to our

observation in the output of the system y(X)

y(X) = f(X) + ϵ, ϵ ∼ N (0, σ2) (3)

with σ2 being the variance of the Gaussian noise ϵ.

Note that y(X) is a vector for the observation output

(y(x1), y(x2), ...y(xn))
⊤ and f(X) is the vector for latent

noise-free function values (f(x1), f(x2), ...f(xn))
⊤ as prior

knowledge, which both are indexed by a set of inputs X =
(x1, x2, ...xn). Since f(X) and ϵ are both multivariate Gaus-

sian distributions, y(X) is considered as a sum of two indepen-

dent multivariate Gaussian variables, making the distribution

of y(X) ∼ N (0,Kσ = K(X,X) + σ2I), where K(X,X) is

the RBF kernel function of the inputs X .

Considering a new input data X∗ = (x∗1, x∗2, ...x∗m) that

generates f(X∗), therefore joint distribution over f∗ and y is

obtained as
[
y

f∗

]
∼ N

(
0,

[
Kσ K(X,X∗)

K(X∗, X) K(X∗, X∗)

])
. (4)

From the joint distribution, a conditional distribution of the

new function given the observation output and input data

f∗|y,X,X∗ is obtained using the following equations:

f∗|y,X,X∗ ∼ N (µ∗,Σ∗), (5)

µ∗ = K(X∗, X)K−1
σ y, (6)

Σ∗ = K(X∗, X∗)−K(X∗, X)K−1
σ K(X,X∗). (7)

C. Hyperparameter Optimisation

The process of hyperparameter optimisation involves max-

imising the inference of the Gaussian distribution for the pos-

terior. The objective of this part is to refine the hyperparameter

of the covariance function in order to improve the accuracy

of estimation. It is important to note that within the RBF

kernel, there exist two hyperparameters θ = (a, l). In order

to determine the most optimal hyperparameters (θ), one can

employ a log marginal Gaussian likelihood function

L = −
1

2
y⊤K−1

σ y −
1

2
log |Kσ| −

n

2
log(2π). (8)

Note that in the case where the noise variance σ2 is unknown,

it can be included as additional hyperparameter to optimise.

Gradient-based optimisation methods, such as Adam [14], can

be used to tune the hyperparameters.



III. PROPOSED WORK

A. System Environment

This work focuses on estimating the speed of the vehicle

in front of an AV in a single-ring road environment. The

environment discussed is a single-lane circular road with a

circumference of C = 200 metres with N = 19 vehicles

denoted by v1, v2, . . . , vN , as illustrated in Fig. 1. The AV,

coloured in red, and human-driven vehicles (HDVs), coloured

in white and blue, are driving endlessly in the given road

environment. The driving behaviour of all vehicles is based

on the well-known car following model, the Intelligent Driver

Model (IDM), as presented in [1], but they have different

information. While HDVs only have information about their

own speed and acceleration, the AV can estimate the leading

vehicle speed using the method we propose in this paper. This

additional information is used by the AV control system.

Fig. 1. Single-lane Ring Road Environment. The AV is colored in red, while
the observed HDV is in white. The blue vehicles are unobserved HDVs.

The estimation in this work is performed with uncertainty

awareness in the training data, preparing the leading vehicle

speed (vl) to have noise with variance σ2. We assume that

the methods do not have any information about the value of

σ2, but aim to follow the true value in the training process.

Note that as one of the observed states which are not coming

from the agent vehicle, vl is beneficial in the control design

for vehicular traffic systems [2], [4].

B. Deep Kernel Learning (DKL)

Combining neural networks with the GP approach, deep

kernel learning (DKL) emerges the representational power

and uncertainty quantification ability. While conventional GP

methods may only justify the confidence of predictions given

noise and uncertainty, neural networks enable DKL to learn

more complex non-linear dynamics. The DKL structure is

divided into two parts: the neural network and Gaussian

process parts as depicted in Fig. 2. The parametric multi-layer

perceptron in the hidden layers that follow the input layer

reflects the neural network part. The Gaussian process part is

the following hidden layer that has an infinite number of basis

functions with base kernel hyperparameters (θ), also known as

the Kernel layer.

...
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Fig. 2. The structure of DKL model. Four hidden layers with 1000-500-50-
8 nodes and hyperbolic tangent activation function are utilised prior to the
kernel layer, which generates the output prediction.

The DKL method can be described as a base kernel function,

denoted as K(X,X), which incorporates hyperparameters (θ).

Nevertheless, the application of a non-linear mapping from the

neural network part g(X,w) alters the inputs of this particular

function as demonstrated:

K(X,X|θ)→ K(g(X,w), g(X,w)|θ,w), (9)

where X represents the input of the model, while w denotes

the hyperparameter of the neural network part. The network

is provided with a [4 x 1]-column vector

X =
[
ae, ve, dl,∆dl

]⊤
; y = vl (10)

as input, which represents the AV’s acceleration (ae), speed

(ve), leader distance (dl), and the rate of change of leader

distance (∆dl
). The leader distance, denoted as dl, represents

the spatial separation between the AV and the observed HDV,

referred to as the leading vehicle. The output of the model (y)
in this context is the velocity of the leading vehicle vl.

The RBF kernel, as expressed in (2), is widely employed

as the base kernel function. However, Wilson et al. [15] argue

that a spectral mixture base kernel

KSM (X,X|θ) =

Q∑

q=1

aq |Σq|
1
2 (2π)−D/2

exp

(
−
1

2

∥∥∥Σ
1
2
q (xi − xj)

∥∥∥
2
)
cos⟨xi − xj , 2πµq⟩ (11)

provides greater flexibility than a single kernel only in cap-

turing intricate relationships and patterns. Here, Q denotes the

number of special mixture components and hyperparameters of

the kernel θ = {aq,Σq, µq} are mixture weights, bandwidths,

and frequencies, respectively. In this work, all hyperparameters

γ = {θ,w} are jointly optimised by maximising the log

marginal likelihood L as shown in equation (8), using Adam

optimizer [14].



C. Kernel Approximation

A key variable to take into account when incorporating

DKL and GP methods in this study is the computation of the

kernel matrix. As both methods are categorised as supervised

learning, prior training is necessary. The nature is that higher

number of the training data makes the training result better,

but consequently, the dimension of the kernel matrix is higher,

making the training runtime longer. To fasten the runtime for

large training data, a kernel approximation is conducted using

Lanczos algorithm [16].

Algorithm 1 Lanczos algorithm for kernel approximation

1: Input: Exact kernel matrix Kσ

2: Initialize:
3: k ← 100 ▷ Desired rank
4: v1 ∈ R

n ▷ Initial vector
5: v1: v1 = v1/∥v1∥ ▷ Normalization
6: for t = 1 to k do ▷ Next vector computation
7: u = Kσvt − βt−1vt−1 ▷ Set βt−1 = 0 for t = 1
8: αt = v

⊤

t u

9: u = u− αtvt ▷ Update u

10: βt = ∥u∥
11: vt+1 = u/βt ▷ Next vector
12: end for
13: T = tridiagonal(β1:k−1, α1:k, β1:k−1) ▷ Matrix T
14: V = [v1,v2, . . . ,vk] ▷ Vector V

15: K̃σ ≈ V TV ⊤ ▷ K̃σ approximation

16: Output: Approximated kernel matrix K̃σ

D. Log-likelihood Approximation

The possibility of numerically unstable matrix calculation

in the kernel layer is another essential consideration. It can

result from the computation in (8). Numerical instability of

the matrix may arise when inverse matrix is calculated directly

and the log determinant [9] can be used in such cases. A poor

or ill-conditioned kernel matrix that is challenging to invert

as a result of searching the optimal kernel hyperparameters

may be the source of this instability, which could result in an

imprecise or undefinable variance prediction.

During the hyperparameter optimisation, the use of gradient-

based method requires the gradient of the log marginal likeli-

hood

∂L

∂θ
=

1

2
y⊤K−1

σ

∂Kσ

∂θ
K−1

σ y −
1

2
Tr

(
K−1

σ

∂Kσ

∂θ

)
(12)

which urges the approximation of Tr
(
K−1

σ
∂Kσ

∂θ

)
for the same

reason. All three terms are obtained using the modified batch

conjugate gradients (mBCG) technique described in [17], in

order to circumvent the conditions. Note that Vi is obtained

with Lanczos algorithm and probe vector zi. With this method,

large matrices can also be calculated more quickly using this

method than with the widely used Cholesky decomposition.

IV. RESULTS AND DISCUSSIONS

We conducted two different cases for leading vehicle speed

estimation in single ring-road environment using: 1) 105-

seconds data (equivalent to n = 525 data points), and 2) 600-

seconds data (equivalent to n = 3000 data points) for training,

Algorithm 2 mBCG algorithm for log-likelihood approxima-

tion

1: Input: Approximated Kernel matrix K̃σ , observation y

2: Initialize:
3: t← 10 ▷ The number of random vector zi
4: kc ← 100 ▷ Maximum iterations
5: for i = 1 to t do
6: zi ∼ N (0, I) ▷ Random vectors
7: end for
8: S0 ← K−1

σ [y, z1, . . . , zt] = [0, 0, . . . , 0] ▷ Initial guess
9: R0 ← [y, z1, . . . , zt] ▷ Initial residuals

10: P0 ← R0 ▷ Initial search directions
11: for j = 0 to kc − 1 do

12: Vj ← K̃σPj

13: αc
j ← (Rj◦Rj)

⊤
1

(Pj◦Vj)
⊤
1

▷ Step size for solutions, residuals

14: Sj+1 ← Sj + αc
jPj ▷ Update solution vectors

15: Rj+1 ← Rj − αc
jVj ▷ Update residual vectors

16: βc
j ← (Rj+1◦Rj+1)

⊤
1

(Rj◦Rj)
⊤
1

▷ Step size for search directions

17: Pj+1 ← Rj+1 + βc
jPj ▷ Update search directions

18: end for

19: Ti = tridiagonal

({√
[βc

1
]i

[αc
1
]i

,

√
[βc

2
]i

[αc
2
]i

, . . . ,

√
[βc

k−1
]i

[αc
k−1

]i

}
,

20:

{
1

[αc
1
]i
, 1
[αc

2
]i
+

[βc
1 ]i

[αc
1
]i
, . . . , 1

[αc
k
]i
+

[βc
k−1

]i

[αc
k−1

]i

}
,

21:

{√
[βc

1
]i

[αc
1
]i

,

√
[βc

2
]i

[αc
2
]i

, . . . ,

√
[βc

k−1
]i

[αc
k−1

]i

})
▷ Matrix Ti

22: log |Kσ| ≈
∑t

i=1 z
⊤

i Vi(log Ti)V
⊤

i zi ▷ log determinant term

23: Tr
(
K−1

σ
∂Kσ

∂θ

)
≈ 1

t

∑t

i=1 z
⊤

i

(
K−1

σ
∂Kσ

∂θ

)
zi ▷ trace term

24: Output: approximated K−1
σ y, log |Kσ|, and Tr

(
K−1

σ
∂Kσ

∂θ

)

which challenge the method to work with a relatively different

size of training data. All the training data are obtained from

a microscopic traffic simulator, SUMO (Simulation of Urban

MObility) [18]. We set the baseline for both cases with a

standard GP methods that uses Lanczos and mBCG algorithms

for kernel and log-likelihood approximation. To generate the

kernel matrix, we utilise spectral mixture Kernel with Q = 4.

The parameters setting of DKL and GP methods in both cases,

along with the environment parameters, are shown in Table I.

TABLE I
METHODS AND ENVIRONMENT PARAMETERS

Parameters Value

Q number of mixtures in SM kernel 4

k rank size of approximated kernel matrix 100

t number of vectors for trace estimation 10

kc maximum iteration of mBCG 100

η learning rate Adam optimizer 0.001

β1 first-moment Adam optimizer 0.9

β2 second-moment Adam optimizer 0.999

ne training epochs 1000

σ standard deviation noise 0.5

C circumference of ring road (m) 200

N number of vehicles 19

δ simulation time-step (s) 0.2

Fig. 3 shows the performance comparison of DKL and the

baseline with a similar number of training epochs (ne = 1000)



Fig. 3. Performance comparison between DKL and baseline methods for leading vehicle speed estimation. Upper (Left to Right): Baseline and DKL methods
for the first case. Lower (Left to Right): Baseline and DKL methods for the second case. The confidence bound represents 95% confidence interval or
equivalent to a 2σ band.

(a) (b)

Fig. 4. (a) Noisy velocity of the leading vehicle (vl) with σ = 0.5 for training data. The first case only takes the first 105 seconds of the data for training, while
the second case takes the whole 600 seconds. (b) Loss value progression over training epochs between DKL and GP methods. The loss value is calculated
from negative log marginal likelihood.

and same optimisation procedure for both scenarios. The two

methods are employed to estimate the velocity of the leading

vehicle over a duration of 35 seconds. The figures clearly

demonstrate that in the first scenario, the DKL performance

surpasses the baseline. Despite the fact that the confidence

bound, established with a 95% confidence interval, covers the

true value, the projected average of the baseline exhibits a

fluctuating trajectory, suggesting a poor performance.

The maximum deviation occurs during the transition from

acceleration to deceleration, potentially associated with the

presence of significant noise in the training data for this

specific transition (as depicted in Fig. 4a at approximately 570

seconds). The DKL estimation also indicates a deviation in the

same transition, although it is not statistically significant when

compared to the baseline.

In the second scenario, when the two methods are trained

using a larger dataset, the training data also exhibits a chang-

ing trend in the stop-and-go speed, as depicted in Fig. 4a.

This pattern increases the complexity of the data. Fig. 3

also demonstrates that both methods exhibit a significantly

accurate mean estimation for the second case, although some

minor oscillations are present in the baseline method. Given

increasing training data size, the DKL method exhibits a

significantly reduced confidence bound. This suggests that the

predicted mean value is highly reliable and solid. In contrast,

the baseline approach has a high confidence bound, indicating

poor uncertainty quantification, despite the predicted mean

being close to the actual value. It suggests that the baseline

method encounters difficulties in capturing the evolving pat-

tern, resulting in a significant level of uncertainty.

An important factor contributing to the observed perfor-

mance of baseline and DKL algorithms is due to the pro-

gressive decreasing value of the loss function during training

iterations. Fig. 4b illustrates that the baseline exhibits a higher



loss value at the end of the iteration in comparison with DKL.

Additionally, based on the convergence of the loss value, DKL

shows more reliable convergence with 1000 epochs than the

baseline. The loss value in this context refers to the negative

log marginal likelihood, specifically the negative value of 8.

This implies that a smaller value indicates a more optimal

hyperparameter solution for the prediction methods.

Fig. 4b also illustrates that the progression of loss values

for both methods improves as the size of the training data

increases. The final iteration achieves a smaller loss value

compared to the first case, which had a smaller number of

training data points. Furthermore, it is observed that DKL

consistently exhibits superior performance, as evidenced by its

smaller loss value. This suggests that DKL is able to provide

well optimised solutions for the hyperparameters. As evident

from Table II, the root mean square error (RMSE) value of

the DKL prediction is consistently lower than that of the

generic GP algorithm. Nevertheless, one drawback of utilising

DKL is the increased computational time required. The DKL

algorithm consistently allocates more time to training and

exhibits a substantial increase in performance when provided

with additional training data points.

TABLE II
COMPARISON OF RMSE AND TRAINING RUNTIME

n
RMSE Training runtime (s)

DKL GP DKL GP

525 (Case 1) 0.17 0.48 70.86 66.20

3000 (Case 2) 0.07 0.14 3992.02 3071.87

V. CONCLUSIONS

This study presents a probabilistic approach to estimat-

ing the speed of the leading vehicle by employing DKL.

This method is designed to address the challenges posed by

uncertain observations and scalability concerns. The results

demonstrate that our trained model successfully improves the

estimation’s accuracy above the baseline. With the inclusion

of larger datasets and the growing complexity of the training

data, our model has the potential to significantly enhance

its accuracy, while the baseline model appears to encounter

difficulties with optimising the confidence bound.

The DKL method offers the advantage of effectively mod-

elling complex and nonlinear systems while also providing un-

certainty quantification with scalability concern. Nevertheless,

it requires extensive training time. Possible future research

directions may involve the incorporation of inducing points

or other approximations within the kernel layer as a means

to mitigate the runtime issue. An enhancement to the network

architecture can also be developed to improve efficiency.
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