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Excited-state aromaticity reversals in norcorrole†

Peter B. Karadakov * and Edward Cummings

Aromaticity reversals between the electronic ground state (S0) and the lowest triplet (T1) and singlet (S1)

excited states of NiII norcorrole (NiNc) and norcorrole (H2Nc) are investigated by comparing the HOMA

(harmonic oscillator model of aromaticity) values at the optimized S0, T1 and S1 geometries, and by

analysing the changes in the nucleus-independent chemical shift (NICS) values and in the isotropic

magnetic shielding distributions between the S0 and T1 states. The results strongly suggest that the

antiaromatic features of the S0 states of the NiNc and H2Nc molecules, two very similar antiaromatic

‘‘internal crosses’’, undergo aromaticity reversals upon excitation to T1 or S1 and merge with the

aromatic peripheries to produce Baird-aromatic systems with 24 p electrons each. Somewhat

counterintuitively, the geometries of the fully aromatic T1 and S1 states of NiNc and H2Nc turn out to

have larger bowl depths and so are more non-planar than the corresponding S0 geometries at which

both molecules display antiaromatic features.

Introduction

Norcorrole (H2Nc), the smallest cyclic tetrapyrrole porphyrin
analogue synthesized to date,1,2 was first conceived theore-
tically using DFT calculations.3 According to the results of a
magnetic shielding study,4 H2Nc and its more popular NiII

complex (NiNc) feature, in their electronic ground states (S0),
very similar strongly deshielded antiaromatic ‘‘internal
crosses’’. The boundary of the antiaromatic ‘‘internal cross’’
in NiNc follows the conjugation pathway in Fig. 1(a). The
stability of NiNc and H2Nc is explained through the presence
of an aromatic ‘‘halo’’ in the form of increased shielding over a
peripheral conjugation pathway, which can be thought to
involve either 18 atoms and 18 p electrons (Fig. 1(c)), or
14 atoms and 14 p electrons, bypassing the C

a
–C

a
bonds

through homoconjugation (Fig. 1(d)).4 The alternative antiaro-
matic conjugated pathway in Fig. 1(b) which is often depicted
in the literature2,3,5,6 provides no explanation for the stability of
this type of molecule.

Since the formulation of Baird’s rule,7 which states that the
familiar Hückel 4n + 2 and 4n rules for S0 aromaticity in cyclic

conjugated hydrocarbons are reversed in the lowest triplet pp*
state (usually T1) so that aromatic rings become those with 4n p

electrons and the antiaromatic rings include 4n + 2p electrons,

Fig. 1 Conjugation pathways in NiNc. (a) Antiaromatic ‘‘internal cross’’ (ic),
with 14 atoms and 16 p electrons; (b) antiaromatic, with 16 atoms and 16 p

electrons; (c) and (d) aromatic peripheral (p), with 18 atoms and 18 p

electrons, or with 14 atoms and 14 p electrons. The deshielded area within
the ‘‘internal cross’’ is shaded in (a), (c) and (d). Adapted with permission
from P. B. Karadakov, Org. Lett., 2020, 22, 8676–8680. Copyright 2020
American Chemical Society.
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excited state aromaticity reversals have become an area of
intensive experimental and theoretical research. These phe-
nomena have been found to have a wide range of applications
including designing molecules with light-controllable beha-
viour, molecular photoswitches,8 molecular motors,9,10 ‘‘flap-
ping’’ fluorophores,11–13 and rationalizing experimental
evidence about photochemical reactions, for example, excited-
state intramolecular proton transfers;14,15 further information
on excited state aromaticity reversals is provided in several
reviews.16–18 Aromaticity reversals similar to those predicted by
Baird’s rule have been shown to occur between S0 and the
lowest singlet pp* excited state (usually S1).

19–21

Having in mind Baird’s rule and the electron counts for the
conjugation pathways in Fig. 1, it is intriguing to find out if and
how the competing aromatic and antiaromatic features of the
S0 state of norcorrole change in its S1 and T1 states. If the S1 and
T1 states turn out to be aromatic, will this be sufficient to make
the respective geometries of NiNc and H2Nc planar? The
theoretical estimate of the vertical S1 ’ S0 vertical excitation
energy of NiNc of just about 0.8 eV22 suggests that the S1 state
might be benefitting from aromatic stabilization.

In this paper we investigate the aromaticity reversals between
the S0 and T1, and S0 and S1 states of NiNc and H2Nc by comparing
the optimized geometries of these states with the help of HOMA
(harmonic oscillator model of aromaticity),23–25 and by analysing
the changes in the values of the respective nucleus-independent
chemical shifts (NICS)26–28 for the pyrrole rings and the
6-membered rings within the ‘‘internal cross’’ between the S0
and T1 states, as well as the changes in the respective spatial
variations in off-nucleus isotropic magnetic shielding, siso(r) =
1
3[sxx(r) + syy(r) + szz(r)], within molecular space.

Computational details

All geometry optimizations, analytical harmonic frequency,
shielding and natural population analysis (NPA) calculations
reported in this paper were carried out in the gas phase using
Gaussian.29 The optimized geometries were confirmed as local
minima through analytical harmonic frequency calculations.
The S0 geometries of NiNc and H2Nc optimized at the B3LYP-
D3(BJ)/def2-TZVP level (spin-restricted RB3LYP with Grimme’s
D3 dispersion corrections and Becke–Johnson damping) were
taken from ref. 4. T1 ’ S0 and S1 ’ S0 vertical excitation
energies (VEEs) were calculated with the TDA-B3LYP, TDA-PBE0
and TDA-oB97X methods (Tamm–Dancoff approximation com-
bined with B3LYP, PBE0 and oB97X, respectively), in the def2-
TZVP basis set, at the S0 B3LYP-D3(BJ)/def2-TZVP geometries.
The T1 ’ S0 vertical excitation energies were also calculated
using triplet spin-unrestricted B3LYP, UB3LYP/def2-TZVP. The
geometries of the T1 and S1 states of NiNc and H2Nc were
optimized at the TDA-B3LYP-D3(BJ)/def2-TZVP level. The geo-
metries of the T1 states were also optimized at the triplet
UB3LYP-D3(BJ)/def2-TZVP level. The decision to use TDA-
B3LYP rather than time-dependent B3LYP (TD-B3LYP) follows
from recommendations in the literature.30,31

HOMA calculations were performed with Multiwfn32 using
the default parametrization. The decision to use the default

parametrization rather than HOMER, a reparameterization of
HOMA for triplet excited states,33 is associated with the need to
compare the aromaticity levels at the optimized S0, T1 and S1
geometries of NiNc and H2Nc.

S0 NICS values and Gaussian cube files with isotropic
shielding volume data calculated at the B3LYP-GIAO/6-
311++G(d,p) level (B3LYP with gauge-including atomic orbitals)
were taken from ref. 4. T1 NICS values corresponding to vertical
excitations were calculated using triplet UB3LYP-GIAO/
6-311++G(d,p) at the S0 B3LYP-D3(BJ)/def2-TZVP geometries.
T1 NICS values and volume data needed for the T1 isotropic
shielding isosurfaces at the T1 triplet UB3LYP-D3(BJ)/def2-TZVP
optimized geometries were obtained using triplet UB3LYP-
GIAO/6-311++G(d,p) calculations. The S0 siso(r) volume data
from ref. 4 as well as the T1 siso(r) volume data computed in
this paper make use of regular three-dimensional grids of data
points with a spacing of 0.1 Å. Similarly to the procedure
followed in ref. 4, to reduce computational effort, the T1

shielding tensors for H2Nc and NiNc were calculated at
symmetry-unique data points only, then data for each molecule
were replicated through symmetry operations to complete the
grid and assembled in a Gaussian cube file.

The optimized geometries of the T1 states of NiNc and H2Nc
are non-planar and the standard recipes for calculating
NICS(0)26 as �siso(at the ring centre) and NICS(1)27,28 as �siso

(at 1 Å above the ring centre) need adjustment. The NICS(0)
positions at these geometries were chosen as the averages of
the coordinates of the ring atoms; in order to calculate a pair of
NICS(�1) values, a plane was fitted to the coordinates of the
ring atoms and the NICS(0) position, and the NICS(�1) posi-
tions were taken as the points 1 Å above and below that plane
along the normal passing through the NICS(0) position follow-
ing the procedure outlined in ref. 34 and 35.

As usual in NICS and ring current calculations on triplet
systems (see, for example, ref. 36 and 37), the UB3LYP-GIAO
magnetic properties of the triplet states of thiophene computed
in this paper include the contributions arising from the per-
turbation to the Kohn–Sham orbitals only. The omission of the
large terms arising from the interaction of the electronic spin
angular momentum with the magnetic field38,39 implies that
the reported numbers will exhibit considerable differences
from experimental measurements if and when such measure-
ments become available. The advantage of the approach
adopted here is that the values reported for triplet states can
be compared directly to those for singlet states.

The T1 Gaussian cube files with shielding data, additional
computational details, TDA-PBE0 and TDA-oB97X VEEs, NPA
charges, and all S1 and T1 optimized geometries and the
corresponding energies, lowest harmonic frequencies and
hS2i values for UB3LYP calculations are included in the (ESI†).
The siso(r) volume data provided in the Gaussian cube files
allow inspection of various aspects of the shielding distribu-
tions around the T1 states of NiNc and H2Nc, including con-
struction of shielding isosurfaces at different siso(r) values,
siso(r) contour plots in various planes and siso(r) scans along
various directions.
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Results and discussion

An investigation of the gas-phase ground state potential energy
surfaces of NiNc and H2Nc at the B3LYP-D3(BJ)/def2-TZVP
level1 showed that the potential energy surface of NiNc has
two equivalent bowl-shaped geometries of C2v symmetry, con-
nected through a planar transition state (TS) of D2h symmetry;
the potential energy surface of H2Nc features two pairs of local
minima, comprised of two equivalent geometries of Ci symme-
try and of two bowl-shaped geometries of C2v symmetry,
respectively, and a planar 2nd-order saddle point (SOS) which
acts as a TS for both the bowl-to-bowl inversion between the two
C2 local minima, and for the flip between the two Ci local
minima.

The current results for the gas-phase T1 and S1 potential
energy surfaces of NiNc show that, similarly to the S0 potential
energy surface, each of these potential energy surfaces has two
equivalent bowl-shaped local minima of C2v symmetry, con-
nected through a planar TS of D2h symmetry. The very
small NiNc S0 inversion barrier of 0.7 kcal mol�1 increases to
1.4 kcal mol�1 in T1, at both the UB3LYP-D3(BJ) and TDA-
B3LYP-D3(BJ) levels, and to 1.7 kcal mol�1 in S1, at the TDA-
B3LYP-D3(BJ) level. The gas-phase T1 and S1 potential energy
surfaces of H2Nc were found to have two equivalent bowl-
shaped local minima of C2 symmetry, connected through a
TS of Ci symmetry. The H2Nc bowl-to-bowl S0 inversion barrier
of 2.0 kcal mol�1 increases to 3.2 and 3.1 kcal mol�1 in T1, at
the UB3LYP-D3(BJ) and TDA-B3LYP-D3(BJ) levels, respectively,
and to 4.6 kcal mol�1 in S1, at the TDA-B3LYP-D3(BJ) level.

The more important bond lengths from the S0 B3LYP-D3(BJ),
T1 UB3LYP-D3(BJ) and TDA-B3LYP-D3(BJ), and S1 TDA-B3LYP-
D3(BJ) local minimum geometries of NiNc (C2v) and H2NiNc
(C2) are shown in Fig. 2.

The most noticeable change in the geometries of NiNc and
H2Nc upon excitation from S0 to T1 or S1 is the shortening of the

C
a
–C

a
bonds. All other C–C and bonds C–N bonds are also

affected by excitation, to different extents. On the other hand,
the Ni–C distances and the C–H bond lengths within the
‘‘internal cross’’ of H2Nc remain much the same in all three
states. In parallel with the shortening of the C

a
–C

a
bonds upon

excitation, we observe increases in the inversion barriers and in
the bowl depths of NiNc and H2Nc, measured as the difference
between the largest and the smallest atomic z coordinates (the z
axes coincide with the C2 symmetry axes at the C2v NiNc and C2

H2Nc local minimum geometries). These increases in bowl
depth (Table 1) can be viewed as attempts of the respective
structures to alleviate the additional strain caused by the
shortening of the C

a
–C

a
bonds. The larger bowl depths at the

S0, T1 and S1 local minimum geometries of H2Nc can be
explained by the steric repulsion between the hydrogens within
the ‘‘internal cross’’.

The features of the S0, T1 and S1 optimized geometries of
NiNc and H2Nc can be compared conveniently using the HOMA
values for the conjugation pathways following the ‘‘internal
cross’’, Fig. 1(a), and the periphery, Fig. 1(c), reported in
Table 2. We note that all HOMA values from Table 1 suggest
different levels of aromaticity and HOMA does not detect the
ground-state antiaromatic characters of the ‘‘inner crosses’’.
The sizeable increases in the HOMA values for the two ‘‘internal
crosses’’ on passing from S0 to T1 or S1 are indications of
marked decreases in bond length alternation which are most
commonly associated with marked increases in aromaticity.

Fig. 2 Selected symmetry unique bond lengths (in Å) from the S0, T1 and S1 local minimum geometries of (a) NiNc and (b) H2Nc, arranged in columns of
four numbers each including, from bottom to top, S0 B3LYP-D3(BJ), T1 UB3LYP-D3(BJ), T1 TDA-B3LYP-D3(BJ) and S1 TDA-B3LYP-D3(BJ) results. (a) and
(b) show the S0 B3LYP-D3(BJ) NiNc (C2v) and H2Nc (C2) local minimum geometries, looking at the top of each bowl.

Table 1 Bowl depths at the S0 B3LYP-D3(BJ), T1 U � UB3LYP-D3(BJ), T1
TDA � TDA-B3LYP-D3(BJ) and S1 TDA � TDA-B3LYP-D3(BJ) local mini-
mum geometries of NiNc and H2Nc (in Å)

Molecule S0 T1 U T1 TDA S1 TDA

NiNc 0.912 1.082 1.082 1.149
H2Nc 1.496 1.576 1.580 1.710
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The HOMA values for the peripheries of NiNc and H2Nc also
increase, but much more modestly, on passing from S0 to T1 or
S1. The HOMA values for the planar D2h TS geometries of NiNc,
the planar C2h SOS in S0 H2Nc, and the Ci TS geometries of
H2Nc in its S1 and T1 states are smaller than those at the local
minima connected by these TS and SOS geometries. This is an
indication that the energy decreases on passing from these TS
and SOS geometries to the respective local minima can be
associated with additional aromatic stabilization despite the
parallel loss of planarity in the S0, T1 and S1 states of NiNc, and
in the S0 state of H2Nc. The very close HOMA values obtained
for the T1 states of NiNc and H2Nc at the UB3LYP-D3(BJ) and
TDA-B3LYP-D3(BJ) optimized geometries highlight the similar-
ity between these geometries; the HOMA values for the T1 and
S1 states of the two molecules at the respective TDA-B3LYP-
D3(BJ) optimized geometries also suggest reasonable levels of
similarity between the geometries of these states. The HOMA
values depend on bond lengths only and do not account for the
increase in bowl depth upon excitation of NiNc and H2Nc from
S0 to T1 or S1. While the decrease in the extent of bond
alternation upon excitation favours aromaticity, the increase
in bowl depth which makes the structures less planar, does not
do so as it hinders conjugation. We note that HOMA cannot be
used to examine the aromaticity changes associated with
vertical excitations which utilize the S0 geometries.

The symmetries of the TDA-B3LYP descriptions of the T1//S0,
S1//S0, T1//T1 and S1//S1 states of NiNc and H2Nc (the S0 B3LYP
or T1 or S1 TDA-B3LYP local minimum geometry, of C2v and C2

symmetry for NiNc and H2Nc, respectively, is shown after the
double slash) are identical, A2 for NiNc and A for H2Nc. The
symmetries of the triplet UB3LYP Kohn–Sham determinants for
the T1//S0 and T1//T1 states of the two molecules (with T1//T1
utilizing the respective triplet UB3LYP local minimum geome-
tries) coincide with those of the corresponding TDA-B3LYP
descriptions. All of the TDA-B3LYP excited state descriptions
are dominated by the HOMO- LUMO orbital excitations.

The very low T1’ S0 and S1’ S0 TDA-B3LYP and UB3LYP
vertical (VEE) and adiabatic (AEE) excitation energies of NiNc
and H2Nc (Table 3) suggest that the S0 states of the two

molecules experience antiaromatic destabilization, whereas
the corresponding T1 and S1 states experience aromatic stabili-
zation. For reference, the B3LYP HOMO–LUMO gaps at the C2v

NiNc and C2 H2Nc S0 local minimum geometries are 1.480 and
1.654 eV, respectively. The T1’ S0 and S1’ S0 VEEs and AEEs
obtained using other TDA-DFT and UDFT methods may show
some differences, but the qualitative features of the TDA-B3LYP
and UB3LYP descriptions of the T1 and S1 states of NiNc and
H2Nc are unlikely to change. For example, the VEEs calculated
using TDA-PBE0 are in close agreement with their TDA-B3LYP
counterparts, and the respective VEEs calculated using TDA-
oB97X are higher by between 0.156–0.449 eV but still fairly low
(Table S1, ESI†); the TDA-PBE0 and TDA-oB97X excited state
descriptions continue to be dominated by the HOMO- LUMO
orbital excitations.

The NICS values and carbon, nitrogen and proton isotropic
shieldings for the S0 and T1 electronic states of NiNc and H2Nc,
computed using B3LYP-GIAO and UB3LYP-GIAO, respectively,
are shown in Fig. 3. Obtaining such data for the S1 states of the
two molecules is a much more challenging task. CASSCF(2,2)-
GIAO (‘‘2 electrons in 2 orbitals’’ complete active space self-
consistent field with GIAOs) calculations with several basis sets
on the S1 state of NiNc, utilizing the Hartree–Fock HOMO and
LUMO as the initial guesses for the active space orbitals and
carried out using Dalton,40 were found to yield unphysical
values for some of the nuclear isotropic shieldings (such as
very low or even negative values for all proton isotropic shield-
ings). This is in contrast to the results of CASSCF(2,2)-GIAO
calculations on the S1 states of other molecules.41 We expect
that obtaining reasonable estimates of the quantities included
in Fig. 3 for the S1 states of the two molecules might require full
p space CASSCF(24,24)-GIAO calculations; based on our experi-
ence with CASSCF-GIAO calculations (see, for example, ref. 42)
we believe that such calculations are beyond the capabilities of
the existing codes.

The NICS(0) and NICS(�1) values at positions in, above and
below the ‘‘internal crosses’’ in NiNc and H2Nc clearly show
that the ‘‘internal crosses’’ in both molecules switch from
antiaromatic to aromatic upon vertical excitation from S0 to
T1 (compare the S0//S0 and T1//S0 results). In parallel, the
NICS(0) and NICS(�1) values for the pyrrole rings indicate that
these rings switch from moderately antiaromatic to moderately
aromatic or aromatic (the pyrrole rings with hydrogen atoms in
H2Nc). Interestingly, geometry relaxation leads to relatively
minor changes in the NICS values (compare the T1//S0 and
T1//T1 results); while the general trend is towards more negative
NICS values and higher levels of aromaticity, a small number of

Table 2 HOMA values for the ‘‘internal cross’’ (ic) and peripheral (p)
conjugation pathways at the S0 B3LYP-D3(BJ), T1 U � UB3LYP-D3(BJ),
T1 TDA � TDA-B3LYP-D3(BJ) and S1 TDA � TDA-B3LYP-D3(BJ) optimized
geometries of NiNc and H2Nc

Pathway Geometry S0 T1 U T1 TDA S1 TDA

NiNc (ic) C2v 0.550 0.834 0.833 0.858
D2h (TS) 0.467 0.774 0.773 0.799

NiNc (p) C2v 0.475 0.504 0.505 0.513
D2h (TS) 0.382 0.409 0.408 0.408

H2Nc (ic) C2 0.602 0.883 0.883 0.860
Ci (T1/S1 TS) 0.580 0.840 0.838 0.821
C2h (S0 SOS) 0.524

H2Nc (p) C2 0.455 0.544 0.539 0.459
Ci (T1/S1 TS) 0.451 0.473 0.470 0.419
C2h (S0 SOS) 0.372

Table 3 Vertical and adiabatic T1’ S0 and S1’ S0 excitation energies of
NiNc and H2Nc (in eV, U � UB3LYP, TDA � TDA-B3LYP)

State VEE U VEE TDA AEE U AEE TDA

NiNc T1 (1
3A2) 0.501 0.458 0.295 0.259

NiNc S1 (1
1A2) 0.841 0.608

H2Nc T1 (1
3A) 0.671 0.607 0.380 0.338

H2Nc S1 (2
1A) 0.999 0.635
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the T1//T1 NICS values are slightly less negative than their T1//S0
counterparts which can be attributed to the choices of the
positions at which the NICS(0) and NICS(�1) values are eval-
uated. The S0 NICS(0) and NICS(1) values for the planar NiII

porphyrin complex (NiP), calculated at a level of theory iden-
tical to that used in the current work, B3LYP-GIAO/
6-311++G(d,p)/B3LYP-D3(BJ)/def2-TZVP, and at positions in
and above the ‘‘internal cross’’ defined analogously to those
for NiNc and H2Nc, are �21.7 and �18.0 ppm, respectively,22

which suggests that the ‘‘internal crosses’’ in the T1 states of
NiNc and H2Nc are not that far off in their levels of aromaticity.
Apart from the changes in the NICS values, the aromaticity
reversals between the S0 and T1 states of NiNc and H2Nc are
also well-illustrated by the parallel changes in the hydrogen
isotropic shieldings. The ‘‘external’’ hydrogens, connected to
a and meso carbon atoms, are much more shielded in the S0
states of the two molecules than they are in the respective T1

states. On the other hand, the ‘‘internal’’ hydrogens in H2Nc
which are strongly deshielded in S0, become strongly shielded
in T1.

The siso(r) isosurfaces for S0 and T1 electronic states of NiNc
and H2Nc are shown in Fig. 4. The siso(r) isosurfaces for the
S0 electronic states of the two molecules were drawn using
Gaussian cube files taken from ref. 4. The isovalues of siso(r) =
�12 ppm were chosen so as to provide optimal levels of detail;
isosurfaces for other isovalues for the T1 states can be inspected
using the Gaussian cube files provided in the ESI.†

The S0 siso(r) isosurfaces illustrate the antiaromatic
deshielded ‘‘internal crosses’’ and the aromatic shielded
‘‘halos’’ in NiNc and H2Nc which were discussed in detail in
ref. 4. As expected from the changes in the NICS values between
the S0 and T1 states (Fig. 3), the sizeable deshielded regions
enclosing the ‘‘internal crosses’’ in S0 disappears in T1, except
for a small deshielded region surrounding the Ni atom. This is

a strong indication that the T1 states of NiNc and H2Nc become
fully aromatic and do not retain any traces of antiaromatic
behaviour. The T1 siso(r) = 12 ppm isosurfaces for NiNc and
H2Nc feature depressions above the bowls across their ‘‘inter-
nal crosses’’, more pronounced in H2Nc, which are not present
in the S0 siso(r) = 12 ppm isosurface for the planar NiP.22 The
NICS(+1) ‘‘internal cross’’ positions (above the bowls) fall

Fig. 3 Symmetry unique NICS values (in red) and carbon, nitrogen and hydrogen isotropic shieldings (in black) for the S0 and T1 electronic states of (a)
NiNc and (b) H2Nc, arranged in columns of three numbers each including, from bottom to top, S0//S0, T1//S0 and T1//T1 results (in ppm). T1//T1 data were
obtained at the respective T1 UB3LYP-D3(BJ) local minimum geometries. The NICS(+1) positions are above the bowl (closer to the viewer), and the
NICS(�1) positions are inside the bowl. Other details as for Fig. 2.

Fig. 4 Isotropic magnetic shielding around the S0 and T1 electronic states
of NiNc and H2Nc (looking at the top of each bowl). Isosurfaces at siso(r) =
+12 ppm (shielded regions, blue) and siso(r) = �12 ppm (deshielded
regions, yellow). S0//S0 and T1//T1 results as in Fig. 3.
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within these depressions (Fig. 3) which explains their lower
values. The regions under the bowls are better shielded overall
and there are no such depressions in the respective parts of the
T1 siso(r) = 12 ppm isosurfaces for NiNc and H2Nc. The S0
aromatic shielded ‘‘halos’’ shift towards the interiors of the
molecules in T1 and more closely follow the individual C–C,
C
a
–H and Cmeso–H bonds; the T1 shielding pictures over these

bonds in both molecules closely resemble those in the S0 state
of NiP.22 In fact, it is more accurate to say that in the T1 states
the aromatic shielded ‘‘halos’’ merge with the shielded ‘‘inter-
nal crosses’’ to produce Baird-aromatic triplet systems with 24 p
electrons each.

As discussed previously,4,22 the carbon and nitrogen atoms
in the S0 states of NiNc, H2Nc and NiP are surrounded by small
ovoid deshielded regions inside which siso(r) becomes negative;
such regions can be also observed in the T1 states of NiNc and
H2Nc. Small deshielded regions of this type often occur around
sp2 hybridized first main row atoms (see, for example, ref. 42).
The presence of such deshielded regions around the carbon
and nitrogen atoms in the S0 and T1 states of NiNc and H2Nc
suggests that the respective hybridization states of these atoms
are close to sp2, as in the S0 state of NiP, despite the non-planar
bowl-shaped geometries of the two states, and we can still talk
of (mostly) p and s electrons. The deshielded surroundings of
the Ni atom which in the S0 state of NiNc are submerged within
the ‘‘internal cross’’ deshielded region are in line with the
negative isotropic shieldings of this atom in the S0 and T1 states
(Fig. 3) and with the positive NPA charges on these atoms
(Fig. S1, ESI†).

The NPA charges for the S0, T1 and S1 states of NiNc and
H2Nc (Fig. S1, ESI†) indicate that the respective electronic
density distributions are significantly less sensitive to the
change of the electronic state than are the nuclear isotropic
shieldings (Fig. 3). For example, whereas the siso values for the
protons inside the ‘‘internal cross’’ in H2Nc change sharply,
from ca. �13 to 29 ppm between S0 and T1 (Fig. 3), the
corresponding NPA charges increase by just 0.002e (Fig. S1,
ESI†). Similarly to the bond lengths (Fig. 2) and shielding data
(Fig. 3), the NPA charges (Fig. S1, ESI†) highlight the close
similarity between the UB3LYP and TDA-B3LYP descriptions of
the T1 states of NiNc and H2Nc, as well as the less close but
still well-defined similarity between the UB3LYP/TDA-B3LYP
descriptions of the T1 states and the TDA-B3LYP descriptions of
the S1 states of the two molecules.

Conclusions

The comparison between the NICS values and isotropic shield-
ing pictures for the S0 and T1 electronic states of Ni

II norcorrole
and norcorrole strongly suggests that the antiaromatic features
in the S0 states of the two molecules, the two very similar
strongly deshielded antiaromatic ‘‘internal crosses’’ including
16 atoms and 16 p electrons, undergo aromaticity reversals
upon excitation. As a result of these aromaticity reversals both
‘‘internal crosses’’ become well-shielded all over and merge

with the peripheral aromatic ‘‘halos’’ which do not change
much between S0 and T1 to produce Baird-aromatic triplet
systems with 24 p electrons each. This is supported by the
changes in the HOMA values between the optimized geometries
of the S0 and T1 states of NiNc and H2Nc. The similarities
between the optimized geometries of the T1 and S1 states of
NiNc and H2Nc and between the corresponding HOMA values
strongly suggest that the two molecules experience analogous
aromaticity reversals in their S1 states.

Somewhat counterintuitively, the geometries of the fully
aromatic T1 and S1 states of NiNc and H2Nc turn out to have
larger bowl depths and so are more non-planar than the
corresponding S0 geometries at which both molecules display
widely recognized antiaromatic features. The increases in bowl
depth are a consequence of the decreases of the C

a
–C

a
bond

lengths, changes that at the same time make the T1 and S1
geometries more aromatic and less planar.

The very low T1 ’ S0 and S1 ’ S0 vertical and adiabatic
excitation energies of NiNc and H2Nc support the notion of
antiaromatic destabilization of the S0 states and aromatic
stabilization of the T1 and S1 states of the two molecules and
indicate that both of T1 and S1 in each molecule are easily
accessible from S0. These observations suggest that the photo-
chemistry of NiNc and H2Nc and their derivatives would be an
interesting area for experimental and theoretical research. The
changes in the bowl depts of NiNc and H2Nc upon excitation
could be exploited in the design of new low-amplitude ‘‘flap-
ping’’ fluorophores, complementing the well-known group
of higher-amplitude ‘‘flapping’’ fluorophores based on p-
expanded cyclooctatetraenes and oxepins.11–13
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