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Data analytics is commonly used to enable storytelling and enhance esport coverage. One prominent use of

it is win prediction, where machine learning models predict the winner of the game before its conclusion.

However, predictions are most commonly results of black-box systems, forcing commentators to produce

ad-hoc interpretations. Additionally, broadcasters generally rely other metrics to build narratives, limiting the

impact of win prediction models for storytelling. This paper explores an alternative method to win prediction,

identifying the needs of broadcasters to guide development of a novel win condition model. By focusing on

existing storytelling points, the proposed win condition model can offer greater storytelling opportunities to

broadcasters, focusing on the user needs identified from within the esport domain. Rather than utilising game

state data to predict the winner, as it is usually done in win prediction, the proposed win condition model

uses an exploration of the possible winners to predict the game state needed for each team to win. Lastly,

the features identified for win condition are evaluated through a series of machine learning models, which

provide a data-driven metric to test and predict win condition in the context of Dota 2, a popular esport title.
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1 Introduction

Esport is a form of digital entertainment, in which a video game title is played competitively, usually
within a tournament or league setting [12]. The highest level of esports is typically played by highly
proficient individuals, and those games can be broadcast to large audiences across the globe, with
a live in-person audience sometimes also being present [4]. The large popularity of these titles
has led to the fast growth of the esport market as a form of media consumption [6, 22], which has
subsequently motivated the development of a new field of academic research - esport analytics - in
which Machine Learning (ML) and other Artificial Intelligence (AI) techniques are prominent topics
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of research, particularly as esport titles tend to be complex environments, with vasts accessible
datasets which creates an ideal study domain for such topics [24].

One of the most common example of ML being used within esport‘ analytics is win prediction [9],
where models have been trained to attempt to predict the winner of a match before its conclusion [2,
13]. In addition to its popularity in academia, win prediction models have been widely implemented
in esport titles directly as a form of narrative enhancement for spectators of the game. Figure 1
depicts an example of a win prediction graph that is available for spectators of Dota 21, a popular
esport title.

Fig. 1. An example of the Dota 2’s Win Prediction graph as available within the in-game client

As depicted in Figure 1, the win prediction available in the game is presented as a continuous
prediction that updates over time, reflecting events that happen in a match. Similar continuous
predictions can also be foundwithin academia, inwhich details of themodels used aremade available
within the literature [13, 28]. Models used for predictions are commonly black-box systems - i.e. it
is not usually feasible to ascertain what caused a particular prediction to be generated. As a result,
broadcasters and audiences are generally required to use ad-hoc interpretations of the results to
build narratives. However, predictions may not always match user expectation, which can lead to a
jarring process and generally limit the utilisation of such tools in an ecological context [37].
Furthermore, while more interpretable models exist [37], the competitive and complex nature

of the titles typically lead to sharp shifts in output predictions as depicted in Figure 1, providing
fewer insights into potential future states, instead providing a description of the current and past
states of the match. This can consequently lead to either less trust in the prediction system [33] or,
in the case of more knowledgeable viewers, lead to limited insights that were not already known
by the users directly [33].
For this reason, this paper investigates a different approach at prediction. By focusing on the

narrative and storytelling applications within Dota 2, this paper proposes a win condition model.
This is achieved by first investigating what broadcasters and esport analysts use as narrative

1https://www.dota2.com/home
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points to communicate their expectations of the game (particularly at early stages or pre-game
phases). By analysing existing broadcast content, features that are perceived to have predictive
significance can be identified. As extracted from existing broadcast content, these features are
already commonly used in the ecosystem, and thus have significant impact into driving narratives.
Their relationships are then explored, in which a model for representing win condition in terms of
what is used in narratives is proposed. Then, the proposed model is evaluated through a controlled
comparison between machine learning models, in which the causal relationship between variables
is investigated and the way in which they can be predicted and utilised is outlined. Lastly, this
paper explores some of the ways in which win condition can be incorporated into the broadcast,
and how it can be used to enhance existing narratives.

Thus the contribution of this paper is twofold. Firstly, the features which are commonly used in
the esport broadcast ecosystem are identified. This is compared to the existing literature as well as
empirically evaluated through the use of ML models. Secondly, a narrative focused win condition
system is proposed. This system is designed to enhance existing narrative in such a way that it
can be more readily applied to the esport broadcast ecosystem when compared to existing win
prediction tools and knowledge.

2 Background

This paper aims at investigating aspects of esports that are widely understood by analysts and
experts as factors that determine win condition within the domain. To achieve this, Dota 2 - a
popular esport title - is used as a case-study. This game was chosen as a research domain as
it contains a wealth of academic research, in the fields such as win prediction [13, 32], feature
explorations [10, 32], data visualisation [7] and data-driven storytelling [18]. Additionally, due to
the title’s popularity and vastly accessible APIs [24, 26, 31], it provides a data-rich environment
which allows for ease of data gathering for the training and evaluation of ML models.

Dota 2 is a Multiplayer Online Battle Arena (MOBA) game, in which two teams compete to attack
and destroy the enemy base, while defending their own. Teams are composed of 5 players, each
playing a unique character (called hero) from a pool of over 100 characters. As players accumulate
resources, they are able to customise their characters with abilities and in-game items. This means
that players are able to make several decisions on every match that alters the way in which a player
can play, adding complexity to the game. This can impact the way in which models can make
predictions, as well as the way in which audiences understand the game, as several multifaceted
interactions can have significant impact in the game [18, 24].
Therefore, broadcasters of esport content often are required to formulate narratives that, not

only entertain audiences, but also inform them on the state of the game [3]. However, the large
complexity of the games can make it difficult for broadcasters to fully identify and communicate
their insights of the match. Thus, this paper aims at providing a narrative focused, concept to aid
in storytelling and enhance the audience experience through data-driven space exploration.

3 Related Work

Since the emergence of esport as a field of research, clear evidence of the benefits of storytelling
could be found. Wang and Fan (2022) [34] has outlined that the majority of esport audiences are
driven by the excitement of in-game events and the commentary associated with them. To improve
in the quality of commentary, the importance of data analysis [3] and data visualisation [7, 36]
within in-game metrics for storytelling has been outlined. By investigating data-driven narrative
within a live Dota 2 tournament, Block et al. (2018) [3] designed a framework for interacting with
audiences through a highly produced interface of communication. Building from that, Kokkinakis
et al. (2020) [18] has later coined the term Data-driven Audience Experience (DAX), which further
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highlights the importance of using data to derive narratives. As authors highlighted, the complexity
typically associated with competitive esport titles can make understanding what is happening
in a game a challenging process even for experts. For this reason, it is important to create tools
that assist in the understanding of the game, which both help reduce the barrier of entry for
new audiences, and improve the overall experience for existing audience. This has been similarly
demonstrated by Carlsson and Pelling (2015) [5], who have outlined a framework for engaging
with audiences, presenting information interactively to allow them to explore the space and reach
their own narrative points. Similarly, Pedrassoli Chitayat et al. (2024) [25] have also demonstrated
an active demand for spectators to consume more in-depth content for enhancing storytelling and
narratives, outlining population-wide patterns of viewership interactions.
Several authors have produced work aimed at reducing the complexity of the game through

investigating different features. Demediuk et al. (2021) [10] has designed a methodology to evaluate
the performance of professional players within a match. This is done by first identifying their role
within the team [11], and then comparing their current performance in Key Performance Indicators
(KPIs) to data-generated targets. Through this methodology, the author is able to not only inform
audiences of how well a player is performing, but also contextualise this insight, by highlighting
the relevant KPIs used to determine this measurement. This example highlights how contextual
information (i.e. the important KPIs for a given role) can help give audiences more information
about the output of models, aiding at reducing the complexity and enabling DAX.

Another prominent example is in the win prediction (or outcome prediction) domain which has
seen a wealth of knowledge [13, 32]. In this case, models generally produce an win prediction as
a function of game state (i.e. the current knowledge of the state of a particular game is used to
predict the outcome). The state of the game is typically represented by a combination of a range of
variables or features. This is then used to produce a confidence number that is generally interpreted
as the win chance of one of the team, as also depicted in Figure 1. However, details of how this
prediction is achieved is typically not available, as they are results of complex machine learning
systems with varying weights and biases.
More interpretable forms of win predictions, such as what has been proposed by Yang et al.

(2022) [37], can provide audiences and broadcasters with more explanations to why a particular
team is favoured to win. Similarly, Makarov et al. (2018) [20] has outlined a prediction system which
uses KPIs with the knowledge of professional player roles to produce predictions. The KPIs used to
produce the prediction can be highlighted aiding in interpretability of the prediction. However,
the ever evolving nature of esport matches can often lead to sharp shifts of powered in the game,
which radically changes the advantages of team within the game, and consequently impacting
the odds of winning the match. This has a consequence to the way in which win prediction is
presented, leading to sharp dips and valleys in graphs as game events have their abrupt impact into
the game and the win prediction resulting from ML models adapts to reflect the new data. This
phenomenon is observed in the example win prediction graph in Figure 1 and in similar items from
the literature [13, 37], where the graph can change from heavily favouring one team to immediately
and abruptly favouring another. Thus, the resulting win prediction graphs are generally understood
by audiences and broadcasters as a representation of any given moment in a match, rather than a
true prediction of the final expected outcome [33]. Additionally, esport audiences are commonly
also players, and highly experienced spectators may have different needs, often being able to
interpret the game situation without the aid of a win prediction graph [15, 33]. This effect may
also impact spectator trust in such systems, especially when the results of the prediction do not
align with their expectations. Furthermore, as outlined by Hodge et al. (2021) [13], a win prediction
model that is too accurate would have a negative impact into the audience experience, as it may
remove the uncertainty and thus the emotional arousal of consuming esport content. The author
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also suggests that a win prediction model that is too inaccurate would, however, not be considered
a trustworthy tool by audiences and would generally be disregarded or ignored. This dilemma has
lead to a call for more research into the application of win prediction models [33] and the way
in which such insights are communicated to audiences, particularly as it is known that the user
experience is directly related to the in-game excitement and present in the livestream [21, 34].

In the other hand, other predictive models have also been proposed beyond that of win prediction,
such as team-fight predictions [31], encounter detection [27] and character death prediction [16, 26].
These examples outline the importance of data and how it can be used to accurately predict, not
only the outcome, but several aspects and features of the game. In particular, different architectures
of Neural Networks have been shown to be an effective way to predict features and events within a
the game [8, 16, 26, 31]

In addition to interpretable win prediction models [37], other authors have outlined the impor-
tance of interpretability. Ahmad et al. (2019) [1] has outlined different ways of modeling player
behaviour with a focus on understandability and interpretability. This work relies on human-labels
to ensure the models can be interpreted when visualised. While the authors mention that the
human-in-the-loop approach is time-consuming, it brings light to the importance of the way in
which models and visualisations are applied in the ecosystem.

Additionally, the way in which esport games are design typically evolves [24, 30], which leads to
a change in how players interact with the environment [17]. Thus, the esport playing community
typically develops metas, which are community driven conventions to how to play in a particular
iterations of the game (i.e. game patches). This outlines how changes to the environment are a key
and constant factor within the domain of esports and thus models must be able to adapt to keep
up to date with the newest game patch in the same way that players adapt to the changes in the
environment [24, 30, 32].

Beyond the context of esports, causal effects relationships have been proven to be an effective way
of explaining predictions to users [23], in particular within the outcome exploration domain [14].
In the other hand, games (such as esport titles) are designed to have multiple ways to achieve
a goal, thus the condition necessary to achieve a goal may vary [29]. While several features are
generally understood as relevant for win prediction [13, 27, 32] and thus are expected to inform
win condition, no investigation of the use-case as understood and utilised by specialist or audiences
more broadly was identified.
In the context of games, more generally, win condition is a simple concept well understood by

game designers [29]. In its simplest form, win condition refers to the main game objective, such
as capturing the enemy king in the game of chess. However, just as the game of chess may have
several states in which only one outcome can be achieved [35], win condition can be achieved
before the main goal of the game is reached. Therefore the win condition system proposed by this
paper explores the ways of predicting the state needed for a team to achieve victory, and how this
can be used alongside existing narratives that do similar win condition stories within the existing
Dota 2 broadcast ecosystem.
To summarize, a clear need for storytelling and narrative focus tools for esport content can be

understood [3, 5, 7, 18, 25]. Esport audiences are driven by the excitement of in-game events and
the commentary associated with them [34], and data-driven tools and narratives have been shown
to be a reliable way to enhance this excitement [3, 18]. Win prediction has been a well established
practice within the domain [32, 37] however questions towards the integration and application
of such models are yet to be fully explored [13, 33]. Features explorations have identified several
aspects and events within the game that are understood to be imperative towards determining the
winner of a match [16, 26, 27, 30, 32]. Win condition is an intuitive and well understood aspect of
game design [29], which outlines the state needed to achieve victory in a particular title. While
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mechanical definitions of win condition simply refers to the main game objective, certain game
states can only lead to the same conclusion, i.e. identifying when a game has been won by a team
without the game ending is another form of win condition. While game events and the volatile
nature of esports can lead to several sharp changes in win prediction, as models update to reflect
the new game states, a win condition prediction would be more consistent. Additionally, a model
that is specifically designed to enhance existing narratives could aid the way in which data is
used to cover the broadcast of esport matches, and improve the DAX. Thus, this paper proposes a
new way to use data that aims at identifying and predicting the win condition of esport games.
The concept of win condition proposed in this paper is primarily designed through investigating
existing narratives and then evaluated through ML models, which have been known and reliable
forms of modeling and predicting events and outcomes in the field of esports [10, 16, 26, 31, 32].

4 Defining Win Condition

This paper investigates the ways in which win condition can be defined, including the features
associated with win condition and their relationships. This section provides a general definition of
the term, and how it contrasts to a win prediction.
As explored in Section 3, win prediction is a well studied subject within esports, with several

machine learning models being proposed in the existing literature [13, 32, 37]. Those models are
intended to provide a prediction of who will win a match, given the current state of the game. As
explored in this paper, this has several implications to storytelling, including potential detrimental
effects including in audience trust and suspense building [13, 33].

By contrast, this paper proposes Win Condition, which is designed to more seamlessly integrate
with existing esport narratives. This is achieved by first reversing the flow of data from typical
win prediction models. Rather than predicting who will win the game, win condition produces a
prediction of how a team may win the game. Therefore, while the output of a typical win prediction
system is a percentage chance for a team to win a game, the output of a win condition system is
the game state that is estimated to be needed in order for a team to win a game.
Additionally, win prediction models typically utilise a wide range of features to produce pre-

dictions (i.e. to represent the game state as an input). These features are selected with the intent
to maximise model performance and accuracy, and may not always correlate to user needs (see
Section 3). By contrast, win condition is designed for storytelling, with the intent of being readily
integrated into existing narrative. For this reason, the features used as output of the win condition
system (i.e. to represent the game state needed to win) were selected from existing narrative,
ensuring the system matches the broadcaster’s user needs (refer to Section 6.1).
By using an exploration system, similar to other works proposed in the literature [37], this

paper provides an interpretable output for win condition. Furthermore, ML has been shown to be a
reliable way to investigate and analyses different features of esports [32], while data-driven stories
have been known to enhance the general audience experience [3, 18]. Additionally, complex causal
relationships between variables can be modeled through structured causal models (SCM) [23],
which allow for a greater understanding and representation of complex underlying relationships
and correlations. For this reason, theWin Condition system proposed by this paper first investigates
common narratives (see Section 6.1), then models these features in a SCM (see Section 6.2) and
then evaluates it through the use of machine learning (see Section 7).

5 Methodology

In order to create a system that is ecologically consistent with the domain, it is first important to
understand the main topics of existing narrative, when related to broadcasters making predictions
of outcomes. Therefore, a study of existing esport content is performed, in which the coverage of six

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 314. Publication date: October 2024.



How Could They Win? An Exploration of Win Condition for Esports Narratives in Dota 2 314:7

distinct matches are analysed. The study focused on the draft-phase section of the matches, which
is the phase in which characters are selected by both teams. During this phase, the main match has
not yet began, therefore the commentary provided is highly speculative when compared to the
descriptive commentary that is more predominant during the game-phase. Therefore, broadcasters
tend to focus their narrative on their own predictions and understanding of how the game may be
played by both teams and what that could mean in relation to the outcome. This can provide an
insight into the features and aspects of the game that broadcasters consider important towards
winning, and more crucially, what they believe a team must achieve in order to emerge victorious.

Three games from two tournament (for a total of six matches) were selected. Firstly, the lower
bracket finals from the 2023 ESL One Berlin2 was selected. The ESL One Berlin is a major tournament
of Dota 2, with large coverage both in person and through live broadcast. For brevity, the three 2023
ESL Berlin Lower Bracket Finals games will be referred to as ESL Game 1 through 3 respectively.
Secondly, to ensure a diversity of content is explored, the use of three games from a amateur
tournament were selected. Despite being played by amateur players, the games were commentated
by two professional broadcasters (Ted łPyrion-Flaxž Forsyth3 and Jake łSirActionSlacksž Kanner4)
who have also produced content in the 2023 ESL One Berlin and other major Dota 2 tournaments.
The games used were part of ‘Pyrion-Flaxž weekly in-house tournament, in which members of his
community take part in teams in a league format. The three games utilised took place in the 22nd

August 2023. For brevity, the three games from this tournament will be referred to as PF Games 1
through 3 respectively.

Audio and video footage for the draft phase of all games were extracted from the Twitch platform,
and then transcribed using Descript5. Nvivo 14 6 was used to perform a Content Analysis (CA) [19]
in the transcribed data, in order to identify recurring topics in broadcast in relation to win prediction
and the conditions for winning.
Once an understanding of the common narrative patterns can be established, it is important to

model and formulate the causal relationships between the topics being depicted and the outcome
of the game. Structural Causal Model (SCM) have been shown to be an effective tool to determine
and express causal relationships [23]. In turn, an exploration of causal relationships can also aid in
explainable relationships, particularly when exploring win predictions [14]. Thus this paper utilises
SCM to identify the causal relationship between what is perceived by broadcasters to be important
features in order to advice on the feature engineering for training and evaluating ML models to
storytelling. Such ML models are then utilised in this study to formulate win condition narratives
as a data-driven tool for enhanced esport coverage.

6 Features of Win Condition

To identify the features that constitute win condition, this study first performs a content analysis on
data collected from real-world tournaments and environments. Then the resulting data is analysed
and a SCM is proposed to identify the relationships between variables. Lastly, ML models are trained
using the proposed relationships, serving as a data-driven method to evaluate the relationship of
perceived features and allow for a win condition system to be established.

2https://liquipedia.net/dota2/ESL_One/Berlin_Major/2023
3https://liquipedia.net/dota2/PyrionFlax
4https://liquipedia.net/dota2/SirActionSlacks
5https://www.descript.com/
6https://lumivero.com/product/nvivo-14/
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6.1 Content Analysis

Through the analysis of the draft phase of the games, it is clear that the narrative presented by
broadcasters contains a series of speculations on what will happen in the game and why. Certain
codes can be extracted when the narrative of the broadcast is analysed. Commentary tends to focus
on similar aspects of the game to guide their predictions and explanations. The general codes have
been outlined in Table 1.

Table 1. CA codes and occurrences

Main Code Sub Code Professional Amateur Total

Performance Combined 59 21 80

Performance Kills 31 12 43
Performance Timings 20 4 24
Performance Comfort picks 8 5 13

Meta Combined 37 25 61

Meta In meta 29 15 44
Meta Not in meta 8 10 17

6.1.1 Kills.

The code for Kills refers to the instances where broadcasters focus on the predicted score or the
ability to secure or deny kills from the enemy team.
For example, the following extracted quote was observed in ESL Game 1:

My big question is are you gonna get through the wall of tide [referring to Tidehunder,
a hero that has been selected and relating it back to a previous comment where they
described it as a łwallž because of its survivability] like this hero is really gonna
determine the game

In this case we observe the narrative driving the attention to the high survivability of one of the
heroes. The narrative implies how the ability of the hero to remain alive is a key aspect of the
character, while putting pressure in the enemy team to kill them. In other words, the casters are
outlining how a successful outcome for either team will be connected to whether or not the hero is
killed during the game.
Another example extracted from the broadcast of PF Game 2:

How does he get anywhere near an enemy? My boy [referring to one of the players]
gets chained up [referring to abilities which stops characters from being able to move
temporarily] at any time, he’s dead, it’s over, there’s nothing he can do.

In this example the narrative expresses how a character is particularly vulnerable to being killed if
their movement is disabled. This suggests that the commentators identified this character surviv-
ability as a relevant factor for a teams success, forming a narrative where they expect the character
to be killed repeatedly, which reduces the perceived chance for that team to win the match.

6.1.2 Timings.

This code contains content which refers to match duration and other timing related subjects. In
other words, it includes references to time-dependent features, which can generally be encapsulated
by the time of the match (i.e. duration).
One example extracted from PF Game 1:
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Monkey King [character name], uh, hard counter to Axe [character name] in the laning
phase [refers to the early stages of the game], but towards the end of the game can...
Flip on its head.

In this example, the casters are outlining how the team that has picked the character łAxež has an
advantage in the earlier stages of the game, as Axe performs particularly well against łMonkey
Kingž, being able to restrain the hero’s capabilities at the early stages. However, as the game
progresses the advantage shifts and łMonkey Kingž is no longer at a disadvantage. This puts great
perceived importance on the timing of the game, which can determine the outcome.

Another example of casters emphasising time as a key factor in determining the outcome can be
observed in this extract from ESL Game 3:

it’s not like they [team 1] can’t win late, but I definitely do favor them [team 2] in the
later portion of the mid game more so

In this example, the casters are outlining how the team composition from team 2 is stronger the
longer the game takes to finish. This means that team 1 would be expected to win the game faster,
while team 2 would be perceived as having an advantage in later stages. Thus, if the match has a
short duration, team 1 would be expected to win, while otherwise a longer match duration would
benefit team 2. Another example extracted from the same game can be seen below, where the
casters continue with the early and late advantage narrative:

Liquid [team 1] definitely, effectively saying, guys, we’re gonna be here in 25 minutes,
and 9Pandas [team 2] need to weather the storm and buy enough time

6.1.3 Comfort Pick.

Comfort picks refer to instances where the narrative draws attention to a player’s experience with
a particular character. In this case, casters outlined how playing characters in which players have
demonstrated particular abilities can be strongly beneficial to their perceived chance of wining.
The following example was extracted from ESL Game 1:

They’re playing to their teammates strengths. Roger [player name] on this Chen
[character name] or Enchantress [character name] has looked... he’s the best Chen or
Enchantress at the tournament.

In this quote it can be observed how the broadcaster was outlining how Roger had previously
demonstrated high degrees of proficiency while playing both Chen and Enchantress (two characters
can be played similarly and are able to fulfil similar roles in a team). Additionally, the caster has
outlined them as łthe bestž at both characters in the entire tournament, which demonstrates playing
this character would increase their perceived expectation of winning the game. A similar pattern
can be observed in the following extract (PF Game 2), where a hero ban is explained to be due to a
comfort pick denial:

Science Whiz Ben [player name], uh, an OD [abbreviation of character name] specialist,
which is why OD’s been banned,

6.1.4 In Meta.

This extracts refer to casters outlining how changes in game design have disproportionately
improved certain characters or items. This can be observed in the extract from PF Game 3:

Witch Doctor [character name] is probably, uh, in the best support at the moment

Another example extracted from ESL Game 2:

Monkey King. Uh, this is a hero that has been a bit overlooked, I think, in this meta. I
think he’s looking insanely strong,
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In both examples we can observe how casters perceive certain heroes to be good in given game
iteration. It can be noted that the narrative outlined by them puts an expectation of victory if teams
play those characters.

6.1.5 Not In Meta.

While certain changes to the game may benefit some characters, others may be disproportionately
weakened. This code contains narrative in which casters outline aspects of the game they perceive
to have a negative impact in the expectation of winning the match due to patch changes. This can
be seen in the example from PF Game 1:

whatever lane Marci [character name] is in is lost. Now that hero is an absolute dog
[bad].

Another example of such narratives was extracted from Game 3 of the same tournament:

Sand King [character name], a hero that used to be good last week, um, now, no longer

In this particular example, the caster used the fact that this particular character had been changed
recently to build their narrative.
Similar narratives can also been observed in professional games coverage, such as the two

extracts from ESL Game 2:

Wisp [character name] has fallen out of priority a little bit for teams at this tournament.
...
been a pretty loosey hero overall, Nyx [character name].

6.1.6 Content Analysis Synthesis.

Overall, the content analysis shows that broadcasters rely on four main features to make predictions.

• Player past experience with a character
• Team composition and how that reflects with the current patch
• The kills potential of a team
• The ideal timings for a team

As outlined in the literature, the features utilised by broadcasters have also been proven to be
reliable factors for predicting the outcome, in particular player past performances, match duration
and kills differentials [32]. Furthermore, game updates are designed to alter the balance of the
game. This can significantly change the viability of a character [17] and the way in which they
are played [24]. Therefore, comparing the team composition not only to each other, but also to
the current patch can lead to a better understanding of the context in the game [30]. Thus, the
narrative points raised by casters generally align with features used to produce, or known to impact,
predictions in the ML literature.

6.2 Structural Causal Model

Generally, win prediction models use some form of data to represent the game, (or game state)
to predict the winner. This can be represented in a SCM at its most abstract form depicted in
Equation 1. However, the proposed model in this study attempts to predict the game state needed
to win the game. Thus, a win condition model can be broadly represented in the SCM depicted in
Equation 2.

𝑊𝑖𝑛𝑛𝑒𝑟 := 𝑓𝑊𝑖𝑛𝑛𝑒𝑟 (𝑆𝑡𝑎𝑡𝑒) (1)

𝑆𝑡𝑎𝑡𝑒 := 𝑓𝑆𝑡𝑎𝑡𝑒 (𝑊𝑖𝑛𝑛𝑒𝑟 ) (2)

Content analysis of the ecosystem outlined the key factors used by broadcasters to ascertain
the state. Therefore the variable łStatež can be broken down into player historic performance &
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preferences (𝑃𝑙𝑎𝑦𝑒𝑟 ), team composition (𝐿𝑖𝑛𝑒𝑢𝑝), 𝐾𝑖𝑙𝑙𝑠 and match duration (𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛). However,
those variables have complex causal relationships between them, so in order to produce a model, it
is important to identify and attempt to model this structure.
Using these features, it is then possible to break down the win condition causal relationship as

follows:

𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 := 𝑓𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 (𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝, 𝐾𝑖𝑙𝑙𝑠)

𝐾𝑖𝑙𝑙𝑠 := 𝑓𝐾𝑖𝑙𝑙𝑠 (𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝, 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛)

𝐿𝑖𝑛𝑒𝑢𝑝 := 𝑓𝐿𝑖𝑛𝑒𝑢𝑝 (𝑃𝑙𝑎𝑦𝑒𝑟 )

𝑃𝑙𝑎𝑦𝑒𝑟 ∈ 𝑈

(3)

Firstly, Kills and Duration are the only variables that change once a game starts. Therefore, for
the purpose of describing a condition to be reached in game, those are the main variables that
will be used to describe the state goal. However, both Kills and Duration have a direct causal
relationship with Player and Lineup, as the specific values for these features may have an impact
in the number of kills present in the game and the overall match duration. Furthermore Lineup
is assumed to be a function of Player, as players pick their characters and they are presumed to
know their experiences and preferences. Lastly, although a relevant feature, Player is identified as
an unobserved variable (U). This is a limitation of this study as measuring each individual players
is beyond the scope of this paper. Certain aspects of the literature have represented this feature by
identifying their past performances with the character [32], however this approach is limited to
specific players and the general approach proposed by this study is not player specific.

As outlined by the full breakdown of the space, modeling it into a single SCM graph is infeasible,
due to the complex and cyclic relationship observed between Kills and Duration. Thus, a simplifica-
tion of the space can be proposed, in which 2 models are explored, depicted in Equation 4 as well
as in the SCM graph displayed in Figure 2.

𝑀𝑜𝑑𝑒𝑙 (1) : E𝐾𝑖𝑙𝑙𝑠 [E[𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 |𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝]]

𝑜𝑟

𝑀𝑜𝑑𝑒𝑙 (2) : E𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 [E[𝐾𝑖𝑙𝑙𝑠 |𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝]]

(4)

As both proposed models are simplification of the space, some aspects of the relationship is
lost in the abstraction. However, the relationship may display a stronger asymmetry in one of the
models, given additional confounding variables which may not be trivially understood. In this
case, a ML model may perform more accurately and more consistently given one of the two input
features as modeled by the simplification proposed. This is explored by training a set of ML models
- in this case as predictive neural networks (NN), as depicted in Equation 5.

𝑀𝑜𝑑𝑒𝑙1 ⇒ 𝑁𝑁1 : (𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝) ↦→ 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛; 𝑁𝑁2 : (𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝, 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛) ↦→ 𝐾𝑖𝑙𝑙𝑠

𝑀𝑜𝑑𝑒𝑙2 ⇒ 𝑁𝑁3 : (𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝) ↦→ 𝐾𝑖𝑙𝑙𝑠; 𝑁𝑁4 : (𝑊𝑖𝑛𝑛𝑒𝑟, 𝐿𝑖𝑛𝑒𝑢𝑝, 𝐾𝑖𝑙𝑙𝑠) ↦→ 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛

(5)

By comparing the averaged performance of both models, it may be possible to identify a stronger
asymmetry between variables. This can lead to an exploration of the space, which can be integrated
into the broadcast of esport content. In this exploration, rather than attempting to predict theWinner,
a depiction of both possible outcomes is displayed, with the predicted necessary State for both
teams being identified, such that E[𝑆𝑡𝑎𝑡𝑒 |𝑊𝑖𝑛𝑛𝑒𝑟 = 1, 𝐿𝑖𝑛𝑒𝑢𝑝] and E[𝑆𝑡𝑎𝑡𝑒 |𝑊𝑖𝑛𝑛𝑒𝑟 = 0, 𝐿𝑖𝑛𝑒𝑢𝑝].
Where State is defined by the resulting features as identified by the best performing series of models
(1) or (2) based on the combined output by their respective NNs.
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Fig. 2. A SCM representation of the proposed simplification of the space

7 Modeling Win Condition

Once the main narrative features are identified, ML models can be used to represent and evaluate
win condition. In order to train such models, appropriate data must be collected.

Firstly, to account for patch changes and patch specific metas, the use of a patch-aware rep-
resentation of heroes is utilised. As described in the literature, by leveraging game design data
through patch notes, it is possible to perform patch agnostic analysis by changing the way in which
characters are represented to account for their capabilities, rather than other forms of encoding
(such as character IDs). Thus CCR was used, retrieved from the existing literature as provided by
the authors previous work [24].

Data from all professional games for Dota 2 for which CCR was available at the time of the study
was collected in order to train and evaluate ML models. This was collected through the Open Dota
platform, in the form of SQL queries, which can be extracted free of charge using the explorer
feature 7. Data collected for those games included:

• IDs of character selected (later encoded into the CCR equivalent [24])
• Patch in which the match took place (used to translate character IDs into CCR)
• Total number of kills obtained by the Radiant team (i.e. team 1)
• Total number of kills obtained by the Dire team (i.e. team 2)
• Match duration in seconds
• is team 1 winner (represented as a binary variable - note that it is not possible to draw in
Dota 2).

These features can then be related to the states defined in Section 6.2, where: The Lineup feature
is represented by the CCR of the selected characters. Since the CCR of a character is representative
of their intrinsic capabilities for a given patch, a machine learning model can leverage the feature to
identify relationships and mechanics that are connected to what a player may perceive as the meta.
Furthermore, in the same way that 𝑃𝑙𝑎𝑦𝑒𝑟 ∈ 𝑈 is assumed, it is also assumed that professional
players will generally select character they identify as in meta. Thus, the data being used to train
a neural network would be curated by the players themselves to reflect the meta, and only the

7https://www.opendota.com/explorer
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interactions of capabilities would need to be detected by a ML model. This is facilitate by the way
in which CCR is designed, and by the patch-aware values it provides. The remaining variables
(Winner, Duration and Kills) are represented by their respective values directly, where Winner=1
when Radian (team 1) wins, and Winner=0 when Dire (team 2) wins, Kills is the total number of
kills acquired by each team and Duration is the duration of a match in seconds.

A total of 59,019 games were collected for this study from 6 distinct patches (7.27 to 7.32). Only
games which reached an end state were included, to ensure no games with server errors or other
technical issues were included.
In order to train and evaluate the models proposed, four neural network models were trained

(NN1-4) as described in Section 6.2. NN1 utilised the Lineup (encoded with CCR) and the game
outcome (Winner) as input features to predict the final duration of the game. NN2 utilised the same
features as well as the match duration in seconds to predict the final score for each team. These
two NN combined represent Model 1, which assumes a stronger asymmetry between Duration and
Kills (i.e Duration is easier to predict without Kills than Kills are to predict without Duration).
Conversely, NN3 utilised the outcome and Lineup to predict the total number of kills for both

teams, while NN4 utilises both variables as well as the number of kills to predict the duration. This
constitutes Model 2, which assumes a stronger asymmetry between Kills and Duration. Comparing
the performance of the four NNs allows for an investigation of the two proposed simplifications
for the structure causal models.

All four models were trained using the same architecture, consisting of 4 hidden layers of [128,
64, 32, 8] neurons each. ML models were trained for 200 epochs with a batch size of 512 using
an Adam optimizer. The dataset was divided using a 60/20/20% split between training, test and
validation datasets respectively, with the loss graphs depicting the training process available in
Figure 3.

As demonstrated in Figure 3, the training and validation graphs for NN3 indicate that the model
started to overfit to the data rapidly, with a noticeable deviation between the training and validation
graphs by the 50th epoch. Similarly, graphs for NN1 and 4 both demonstrate that the networks
were affected by overfitting with a noticeable deviation by the 100th epoch. While Figure 3b does
not demonstrate any apparent overfitting, the overall performance of the network had plateaued
rapidly by the 50th epoch.

Furthermore, it can be noted that both models that predict the duration (NN1 and 4) outperformed
the models attempting to predict the number of kills. The test loss of NN1 can be observed as
approximately 6e-3 and NN4’s at 4e-3. In contrast, the loss observed in the test dataset for NN3
is approximately 1e-2, where even when provided the duration of a match, NN2’s test loss was
observed at approximately 7e-3.While the differences in performance are likely due to the properties
of the features, it does suggest that a stronger asymmetry between Duration and Kills is observed
(albeit as a consequence of the prediction itself). This is also supported by the values of the training
losses themselves when compared between all four NN, as demonstrated in Figure 4, where all loss
for training were overlaid for ease of parsing. Furthermore, Table 2 depicts the training, validation
and test results observed by the 200th training epoch.

8 Discussion

This paper proposes the use of narrative focused machine learning models to produce a win
condition system that is designed to be applied to existing broadcast content present in the esport
ecosystem. The aim of the win condition model is to provide context to how each team could
win the match, rather than attempting to predict who is most likely to win. Win condition as a
conceptual narrative feature has been shown to be present in existing coverage of esport as shown
in the analysis of existing esport content (see Section 6.1). When analysing the content of esport
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(a) NN1 Loss: Predicting duration without kills (b) NN2 Loss: Predicting kills with duration

(c) NN3 Loss: Predicting kills without duration (d) NN4 Loss: Predicting duration with kills

Fig. 3. The graph demonstrating the training, test and validation losses for all 4 NNs individually

Table 2. Train, Validation and Test loss values (to 4 decimal values) of all 4 NN as of the 200th training epoch.

NN Training Validation Test

NN1 0.0038 0.0059 0.0059
NN2 0.0073 0.0074 0.0073
NN3 0.0083 0.0115 0.0114
NN4 0.0023 0.0036 0.0035

commentary in the ecosystem, speculations of game states and outcomes have emerged as common
patterns by professional commentators. By extracting and condensing the features that are already
in common place when producing commentary, the ML approach of defining and predicting win
condition can be more readily applied to the broadcast framework seen in the domain.

Furthermore, the observed features present in the coverage of esport content is in agreement to
what is observed in the literature as reliable features for predicting the outcome. Firstly, the current
game iterations and changes to the meta are consistent topics of narrative. Similarly it has been
shown that the meta have a significant impact into the win prediction models, as well as relevant
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Fig. 4. Loss graphs observed while training all 4 NN combined into one graph

features to understand and represent the domain [17, 24, 32]. Secondly, broadcasters consistently
refer to the different stages of the game, stating their expected temporal advantages to different
teams. This is understood as a reliable feature for predicting the winner, where the outcome of
matches that are exceedingly short or long can generally be predicted more reliably [32].
Lastly, the most predominant feature used in commentary to build a win condition narrative

is that of kills. This also reflects the existing literature, where confrontations (and the results of
those confrontations) as well as overall score have been shown to be a key metric to produce win
predictions [13, 27]. Furthermore, the outcome of blowout score matches have also been proven to
be more reliably predicted by ML models in the existing literature [32].
Therefore, the features of importance for winning a game, as perceived by broadcasters, were

identified in the SCM in Section 6.2. As observed in Figure 4, match duration as an output generally
produces more accurate results than the total number of kills in a match. This is demonstrated as
both NN1 and 4 produce more accurate predictions than NN2 and 3. This was observed despite NN2
utilising an additional feature (match duration), which includes knowledge that is only available at
the end of the match. In contrast, NN1 does not utilise the knowledge of kills as an input, which
contributes to demonstrating this phenomenon. Therefore, as demonstrated by the experiment,
Duration seems to be more reliant on Lineup, given the Winner, than Kills. Conversely, Kills is
more dependent on Duration, and cannot be as easily ascertained by ML models using only the
Winner and the Lineup. This demonstrates an asymmetry in the causal relationships between the
variables, where Duration is understood to impact the value of Kills more heavily than the inverse.

In the other hand. Duration as an input feature of Kills prediction seem to have a noticeable
impact in the performance of the model, as observed when comparing Figures 3b and 3c. As shown
in the differences in training and validation graphs, NN3 is observed to overfit rapidly, with a
negative gradient trend line for the training graph and a positive gradient trend in the validation
graph by the 50th epoch. Conversely, NN2 displayed a relatively stable graph by the end of the
training period, with no significant deviation between training and validation trends. This suggests
that match duration as an additional feature helps prevent the effect of overfitting, thus allowing
the NN to more easily generalise to unseen data.
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It is also noteworthy that the models utilised in this study were designed using the same
architecture. No hyper-parameterization was performed to fine-tune the training process or reduce
the effects of overfitting or improve the performance. Therefore, the final obtained models could
be improved with continued work in the design and training of the models. However, the results
observed by the four NN can be interpreted as a controlled experiment, in which the SCM models
proposed in Section 6.2 can be compared and contrasted.

When evaluating Model (1) and (2) it is clear that the State needed for a team to win can be more
reliably represented in terms of Model (1). While Model (2)’s NN4 has been seen to produce the
most reliable predictions, NN3 is also seen to produce the least reliable results of the four NNs,
which creates a large disparity between performance of the predictions of the features. The effects
of this disparity is worsen, when considering the use-case would require the output of the least
reliable prediction (NN3) being used as an input feature to run NN4, which would impact the
reliability of the resulting prediction, since the input data itself may not be reliable. Additionally,
despite no attempts to mitigate the effects of overfitting, it is clear that NN2 has been affected the
least by this phenomenon and thus can more easily generalise to unseen data. Furthermore, the
differences in performance between NN1 and NN4 are amplified by the overfitting observed in
NN1. This is expected, as no attempts were made to reduce the effects, therefore, given fine-tuning
it may be possible to produce more generalisable predictions of the match duration with results
that more closely aligns with what is observed in NN4. While the same argument can be made for
NN3, the overall performance of the kills prediction still outlines a stronger asymmetry towards
predicting duration, which suggests that Model (1) may be more reliable at predicting and depicting
the State for data-driven narratives.

Thus, this paper proposes a model for driving the prediction of win condition which aligns with
Model (1) as suggested in Section 6.2. The win condition proposed has been depicted in Figure 5
where the use of NN1 and NN2 have been introduced to a dataflow diagram depicting how the State
(as defined by Kills and Duration) could be generated to enhance existing storytelling narratives. In
this figure, Winner* represents one of𝑊𝑖𝑛𝑛𝑒𝑟 = 1 or𝑊𝑖𝑛𝑛𝑒𝑟 = 0, where in a real world use-case,
both values are utilised to produce two distinct results, allowing broadcasters to compare their
narratives with the predicted State depicted by Model (1).

Fig. 5. A dataflow diagram depicting how a prediction that depicts the win condition can be generated in a

live scenario.

As the proposed model does not give insights into the most likely outcome, but rather depicts a
State to be achieved for a team, it is purely a depiction of goals. This can provide greater narrative
opportunities, and particularly as the feature engineering of the model was performed through
the features that are already utilised in the existing ecosystem. By leveraging common talking
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points, and producing results that match commentaries, this model aims to enhance the experience
without suffering from the dilemma present in general win prediction models, which can detract
from the excitements and user needs of audiences and broadcasters.

8.1 Utilising Win Condition

In order to aid the understanding of howWin Condition, as defined by this paper, can be integrated
into aDota 2 esport broadcast, some hypothetical example use-cases can be discussed. It is important
to highlight, however, that the proposed integration methods are hypothetical, and more work
needs to be done to assess the impact of win condition to an actual broadcast, as well as more
formally designing and implementing any visualisation tools. However, this section provides some
possible ways in which integration could occur, to aid in future development of a Win Condition
system and discusses some possible implications.
There are many ways in which Win Condition could be integrated into broadcast. One simple

and unintrusive way is to use the system defined in Figure 5 to generate textual information and
present them to analysts and broadcasters. In this scenario NN1 would produce two predictions
for the duration (one for each team as a winner), which is then used as input for NN2, which
would also generate two predictions (one for each team as a winner). This could then be formatted
in sentences - either manually with a human operator, or through an automated system - and
presented to broadcasters. As an example, data from ESL Game 3 was used in the proposed Win
Condition system. For comparison, the actual final result of this game concluded with a Radiant
[team 1] victory at 21 minutes, 36 seconds with a kill score of 23 to 7 in favour of Radiant. However,
in order to increase human readable, all Duration predictions (i.e. the output for NN1) were round
to the nearest 5 minutes. This step will undoubtedly have an impact in the kills prediction system
(i.e. NN2), which is a trade off between performance and user-needs. The generated outputs were
manually formatted, and are presented as follows:

- The Radiant team [team 1] requires more kills than Dire [team 2], predicted to win at
approximately 20 minutes, with 25 kills vs. 9 kills to Dire.
- The Dire team [team 2] requires fewer kills than Radiant [team 1], predicted to win at
approximately 50 minutes, with 53 kills vs. 42 kills to the Radiant.

This use-case would require minimal amount of training and integration with existing broadcast-
ers, especially if an automated way of generating the sentences is produced. Analysts would simply
be presented with textual information and they may choose to integrate it with their existing
narrative. However, this use-case provides minimal exploration. One possible alternative that may
require some training by broadcasters is to integrate the results of the networks with a visualisation
system. Figure 6 depicts how two graphs could be generated following an exploration. In this case,
NN2 is run multiple times to predict the kills condition needed for each team at a wide range of
match durations. The duration condition (as predicted by NN1) is also drawn, to showcase the
primary win condition identified by the system.
In this proposed visualisation, each duration contains two lines connected together by a semi-

transparent shading. The green line indicates the predicted amount of kills for Radiant, while the
red line indicates the predicted amount of kills for the Dire (output of NN2). Graph (a) and (b) are
read independent of each other and refer to a particular team’s win condition - i.e. winner=1 for
(a) and winner=0 for (b). In this graph, a wide difference between the two predicted lines (such as
what is observed in Figure 6b at 30 minutes) indicates that the difference in kills between the two
teams must be large for a team to achieve their win condition. Conversely, a shallow difference
between the two predicted lines (Figure 6b at 80 minutes) suggests that a team does not require a
significant amount of kills more than the enemy team.
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(a) Kills predicted per duration (NN2) for Radiant [team 1] as a

winner.

(b) Kills predicted per duration (NN2) for Dire [team 2] as a winner.

Fig. 6. A kills prediction graph, outlining the win condition needed (as predicted by NN2) for each team to

win at any given time. Lines in green outline the Radiant [team 1] predicted score, while lines in red outline

the Dire [team 2] predicted score. The expected duration predicted by (NN1) has also been highlighted with

a green/red box for each team.

Lastly, another way in which a win condition system can be integrated is alongside a typical
win prediction system, to enhance storytelling. In this case, the win prediction used would require
the line-up, match duration and score as inputs, and produces a confidence value for weather
Radiant [team 1] will win. A full exploration system can then be performed, and can be used in a
live game to enhance the narratives. Following the same exploration methodology depicted in the
previous example, a wide range of scores can be used, in addition to duration to identify a team’s
win condition and measure weather that has been met or not. In order to visualise this, a heatmap
per duration can be generated. Figure 7 provides an example use-case for ESL Game 3 for three
timestamps (10, 15 and 20 minutes). As the heatmaps display, the model predicted a Radiant victory
at all timestamps, however the distance of the dot from the white region at 10 minutes (Figure 7a)
is significantly shorter when compared to minute 15 (Figure 7b) and then further increased by 20
minutes (Figure 7c). This exploration enables the user to visualise that the Radiant team is more
likely to win, and how far ahead they are compared to where they could be given a different set of
score/time (for the given lineup).
All of the example visualisations and insights provided have been generated from the models

proposed (NN1 and 2) using ESL Game 3’s lineup. Therefore, it is possible to discuss how they could
be implemented alongside the narratives of the game. As explored in Section 6.1, the following two
quotes were extracted from the game’s draft phase:

it’s not like they [team 1] can’t win late, but I definitely do favor them [team 2] in the
later portion of the mid game more so
...
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Liquid [team 1] definitely, effectively saying, guys, we’re gonna be here in 25 minutes,
and 9Pandas [team 2] need to weather the storm and buy enough time

In this case, the most simplistic textual insights could enhance both narrative, as it affirms the
broadcaster assessment that Radiant [team 1] is more favorable to win at earlier stages. The graphs
depicted on Figure 6a could also depict how Dire [team 2] would need to perform well at the earlier
stages of the game to prevent Radiant [team 1] from reaching their win condition, being able to
comment on the amount of kills needed by the Dire to łweather the storm and buy enough timež.
Similarly, utilising the heatmap presented in Figure 7 in a live setting (i.e. during game) would
highlight how the Dire [team 2] was not performing sufficiently well by 10 minutes to last long
enough to turn the tide in their favour.

8.2 Limitations & Future Work

While the win condition proposed in this paper has been designed to enhance the esport narrative
of broadcast, continued work in the subject can improve the impact of this research. This paper has
presented some possible first steps into the ways Win Condition can be integrated into broadcast,
however continued work must be carried to fully investigate this. Particularly in evaluating the
impact of win condition into the broadcast and ultimately the audience experience, as well as
any ethics implications in the use of this system, and design considerations. Therefore, a full
investigation of visualisation and integration methods, followed by user studies is an imperative
continuation step towards win condition in esports research, to enhance audience experience.

Additionally, the proposed win condition model was defined through the use of a SCM formulated
from investigating the user needs of a selection of broadcasters, by studying existing narratives.
As this was the first step in this topic, this paper limited the evaluation to the draft-phase, as
it provides the most speculative narrative, as the game has not yet started. This allowed for an
investigation of what broadcasters perceive as important features that define condition. However,
other user needs may arise from continued work looking at in and post game analysis including
commentary and posy-game panels as well as utilising a different set of broadcasters. Furthermore,
SCM graphs provide a good way to explore causal relationships, however this is done through a
series of abstractions. While this has enabled an in-depth investigation of the selected features,
continued work in feature refining can lead to better forms of win condition, following the same
patterns observed in similar topics, such as win prediction.

(a) Minute 10 (b) Minute 15 (c) Minute 20

Fig. 7. A hypothetical exploration example combining a traditional Win Prediction model with the Win

Condition System proposed in this paper. Heatmap outlining the chance of Radiant win given any set of

scores from 0 to 30 kills per team. Predictions in favour of Radiant (high heat) are coloured in green, prediction

in favour of Dire (low heat) are coloured in red and predictions with no significant favour (mid heat) are

coloured in white. Heatmap generated for each timestamp is given, and the actual score observed at those

periods are plot as a black dot.
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Furthermore, the steps outlined om this paper focus on Dota 2 narratives. While other similar
titles (particularly ones in the same MOBA genre) may have similar features that would allow
for an application of the findings, future work should investigate the concept of win condition
in similar terms, but in relation to other titles, to allow for a more broad understanding of win
condition as a narrative tool across a wider esport spectrum.

9 Conclusion

In conclusion, it is clear that both esport expert broadcasters (see Section 6.2 and the academic
knowledge available in the literature places key importance on score, timings and meta as core
factors that impact the outcome of a match [16, 24, 27, 32]. Despite this, some evidence that the
insights obtained from win prediction models are not fit to the user-needs in relation to aiding
stories or commentaries [13, 33, 37]. Conversely, this paper outlined how win condition as a
narrative topic is a prominent part of the commentary coverage of esport content (see Section 6.1).
Thus, this paper draws from existing win prediction literature and the user-needs identified to
design a win condition system. By reverting the flow of data that produces win predictions, the
proposed win condition model uses an exploration of all possible outcomes to predict and outline
the game state needed for each team to win, based on features that are already widely utilised by
experts to describe the game state. Thus, while previous work in win prediction purely gives a
confidence-score to the most likely winner, the proposed model leverages narrative explorations to
enhance storytelling while focusing on the needs of broadcasters and audiences, aiming to enhance
the experience of consuming esport content.
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