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Configuring Data Subjects

Nicole Dalmer, Denis Newman- Griffis, Mergime Ibrahimi, Xiufeng Jia, 
Doris Allhutter,1 Katrin Amelang,2 and Juliane Jarke3

Introduction

The collection and use of data about individual people has shifted dramatically 
over the last century, from a specialized practice to a near- universal norm. 
Once the domain of census- takers and actuaries, data about ourselves and 
our behaviours are now expected in nearly all situations, and we often 
enthusiastically collect such data about ourselves (Neff and Nafus, 2016). As 
data collection has changed, so too has data use: larger and richer data sets 
have co- evolved with techniques to analyse them and data analysis has become 
a part of everyday life, from the trains we ride, to the coffee we buy, to the 
ways government policies are designed and evaluated (LaValle et al, 2010).

But who decides what ‘counts’ as data, or how they are collected? And 
what impact do these choices have on us and the world we live in? When 
data are everywhere, it is easy to lose sight of the fact that they come from 
somewhere, and that the data we have are not the only data that could be. The 
ubiquity of data collection and analysis magnifies the impact of how data are 
conceptualized exponentially; at the same time, the increased sophistication 
and commercialization of data technologies have made these questions of 
conceptualization and design increasingly opaque. As data become ever 
richer, more detailed, and more incomprehensible (for example, Martin’s 
(2019) investigation of her multi- gigabyte personal data profile from Google), 
there is an increasing perception that data are not just objective but perhaps 
even complete –  that is, that given enough sensors, apps, and hard disks, 
we can represent an individual in toto (see Braun’s (2021) discussion of this 
perception in the emerging science of digital twins).

This chapter challenges this perception, and brings to light the often 
overlooked questions of how quantification of people in data occurs and the 
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societal and individual implications of the configuration of people as data 
subjects. To illustrate the multiplicity of datafication, we intentionally avoid 
a single definition of data subjects, allowing each contributing author to 
reflect individually on their interpretation of the term and its implications. 
Using specific examples of datafication to inform our analysis, we examine 
the process of datafication writ large, and what it looks like, to bring 
critical methods to bear on datafication and its impacts. Each section in 
this chapter engages with key questions in the interdisciplinary nature of 
how individuals are configured as data subjects in the datafication process 
and the methodological tools that can be brought to bear on analysing 
datafication, as well as important gaps in these tools that contemporary data 
processes highlight.

In addition to the configuration of individuals as data subjects, we put 
forth initial reflections on the ways in which datafication is used both to 
construct and to represent population groups and collective identities. While 
the politics of group formation and representation in data present distinct 
questions beyond the scope of this chapter in terms of data as a site for political 
enquiry and action (Beraldo and Milan, 2019), we highlight the importance 
of distinguishing between the datafication of populations and the datafication 
of individuals within those populations. Similarly, we draw out the distinctions 
between representing an individual’s personhood and their actions, networks, 
or other outward spurs. There are invaluable questions shared between these 
scenarios –  who is collecting what data, what power relationships are involved, 
and so on –  but there are also fundamental differences between using data 
to represent and/ or learn about the world, which population data generally 
aim to convey (Mooney et al, 2015), and using data to represent and/ or learn 
about an individual (our focus in this chapter). These processes are highly 
interrelated, but require different methodologies as our ways of analysing 
data configurations continue to develop.

Examining the configuration of data subjects is both a timely and an often 
overlooked need. In addition to debates about digital twinning and ever- 
greater personalization of healthcare (Armstrong, 2017) and marketing and 
sales (McFall et al, 2020), among others, the ways in which people are, or 
fail to be, represented in data directly inform contemporary debates about 
responsible and ethical use of artificial intelligence (AI) (Sambasivan et al, 
2021; Werder et al, 2022). Each of the following subsections further draws 
out the cross- disciplinary interweaving of dialogues around datafication, in 
disability data science, the quantified self, population ageing, and mobility. 
As data and datafication are increasingly implicated in all areas of the ‘data- 
driven’ society, these provide instructive examples for investigating other 
connections and questions in new and emerging areas.

In our writing of this chapter, we seek to equip readers with the tools to 
begin asking and answering questions about who becomes datafied, how 
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this process is realized, and how datafication interacts with broader, historical 
debates about personhood and the self.

Design decisions and the history of data –  Denis 
Newman- Griffis

Denis identifies as a White, non- binary, neurodivergent academic. They draw on 

their work on methodologies in natural language processing and AI, data science, 

and critical disability studies.

One of the first questions an informed data consumer should always ask 
when encountering a new data set is: Where did this come from? The 
companion question, which is often left unnoticed and unasked in the 
shadow of the enticing realms of data use, is: How did this come to be 
this way?

Data have both history and purpose. Measurements are taken by certain 
people for certain reasons; answers are elicited to specific questions from 
specific respondents. The purposes for which data are collected may be 
malicious, beneficial, or banal; sample populations may be representative or 
biased; data collectors may recognize and be informed by the situated nature 
of their work or perform it merely by rote. Each of these characteristics 
informs the history of data and affects its representational power and impact 
on the world.

More than this, however, data have conceptual history. The process of 
narrowing down the infinite space of information we could represent about 
a person to the finite subset we choose is a process of decisions, taken 
consciously or unconsciously over and over again each time we work with 
a person as data. We can imagine a data funnel representing the sequence 
of decisions to turn a desire for information into data that approximates 
that information (Figure 1.1). The act of datafication involves reframing an 
infinitely complex human being as a data subject, to be represented via a set 
of finite data. A person’s lived complexity is thus approximated via a clumsy 
phantasm of data, and it is the decisions represented in the data funnel that 
configure the shape of this data ghost. Vitally, these decisions also provide 
anchor points for deconstructing this configuration –  and for contesting it.

Consider the case of a person applying for government benefit support 
on the basis of disability. From an ‘equal treatment’ policy perspective 
(Mabbett, 2005), as well as from a decision consistency and accountability 
view (Gallicchio and Bye, 1981), the decision is typically made on the basis 
of standardized criteria using a fixed set of information sources to represent 
the person’s unique disability experience. Already the process prefers 
information that can be directly elicited or measured and represented in 
codifiable ways –  ineffable and subjective aspects of a person’s perceptions 
or experience are disfavoured and likely not captured (Osterweis et al, 1987; 
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Figure 1.1: The data funnel: conceptual illustration of the datafication process

Note: Conceptual illustration of the datafication process by which an infinitely complex individual person, framed as a ‘data subject’, becomes represented in finite 
data. Example questions illustrating design and operational decisions at each stage of the process are shown along with some of their effects on what the data represent.
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Newman- Griffis et al, 2022). Identifying what specific information to 
elicit, then, requires deciding: How do we choose to define disability, and 
what is relevant to that definition? A political and interpersonal definition 
necessitates different types of information from the context- focused social 
model, and yet different information from still- frequent medicalized views 
(Newman- Griffis et al, 2023).

These decisions continue down the data funnel. While it would simplify 
analysis, there are no single attributions of agency or motive to be made 
in this process: a state may require collecting information on medical 
conditions for statistical as well as decision- making purposes (Harrison et al, 
2021); benefits agents may seek or avoid additional information within the 
narrow bounds afforded to them, to help an applicant or make a decision 
faster (Barth et al, 2017); and applicants may choose to emphasize, omit, 
or reframe certain information to better align with policy requirements 
(Halpern and Hausman, 1986). Nonetheless, power dynamics in the data 
collection process are clearly weighted in favour of those higher up the 
decision chain: a benefits applicant can do very little to answer questions 
that are not asked, and their answers may be omitted from recorded data 
as ‘irrelevant’ regardless.

These conceptualizations of information and decisions about its 
representation directly inform the design of information infrastructure, as 
Bowker and Star (2000) (among others) have shown. This infrastructure 
rapidly creates significant inertia and resistance to change: modifying 
data structures and contents directly impacts many of the purposes data 
are put to (which data actors become heavily invested in), skewing 
data representations heavily towards what has come before. How these 
implementations –  and their reification in infrastructure –  affect people’s 
perceptions of one another and themselves is an intriguing and urgent 
question among a narrative of universal datafication. Recent work on 
activity tracking apps has shown that datafication of activity can come to 
take priority over personal experience –  what you feel is what the data 
show, rather than vice versa (Littlejohns et al, 2019). As we further develop 
methods for analysing data configuration, examining the interactions 
between data, infrastructure, and (inter)personal perception will be rich 
soil to till.

As other sections of this chapter illustrate, decisions in the data funnel 
must be viewed in terms of the broader contexts in which those decisions 
are taken, and the underlying structures and perspectives that populate the 
players and the scene of the data collection stage. But it is tracing these 
decisions and reconstructing the erased historicity of data that enable us to 
understand how data contexts are materialized in data configurations, and 
to build new strategies for contesting and reimagining the configurations 
of our data ghosts.
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Power dynamics in self- tracking data practices in the 
context of everyday life –  Xiufeng Jia

Xiufeng identifies as a Chinese interdisciplinary researcher. She draws upon her background 

in AI, algorithms, and data in society, digital self- tracking, and digital health. Her current 

work focuses on responsible AI governance, design, and the everyday use of AI.

Data are associated with power dynamics (boyd and Crawford, 2012; 
Crawford et al, 2014; Van Dijk, 2014). These dynamics can involve political 
power, such as when data- driven technologies are used for governmental 
surveillance, or commercial power where data generate profits for 
corporations. Nonetheless, the power of data- generating individuals should 
not be ignored. Self- trackers, for example, create data but frequently gain 
relatively minimal benefits from their value (Sharon and Zandbergen, 
2017). Their unique subjective experiences and narratives are crucial for 
understanding the value and meaning of data from their perspectives.

Ordinary individuals are configured as data subjects in self- tracking data 
practices, where their bodies and everyday lives are quantified into various 
types of data. These digital self- tracking technologies empower individuals 
to voluntarily collect, collate, analyse, and store their personal data. Through 
the quantified data, individuals strive to enhance self- knowledge and self- 
awareness regarding patterns in their physical exercise, food consumption, 
calories burned, menstruation cycles and fertility, mood, sleep, work 
productivity, daily expenses and other aspects of their bodies and lives in 
everyday life. They often rely on their personal data to understand and learn 
about their health conditions and bodily changes, managing their well- 
being either to maintain their current lifestyle and bodily situations or to 
improve upon them. In this sense, personal self- tracking data play a crucial 
role, giving people insights about how their bodies feel, what activities they 
engage with in their daily lives, and what decisions they need to make in 
their ongoing interactions with the data.

However, the intertwining of data and individuals in real- world scenarios 
is complex. Not all self- trackers strictly follow what their data suggest 
about themselves. Rather, individuals have capabilities to critically reflect 
on and analyse both themselves and their data in relation to their personal 
lived experiences and bodies. I argue that the agency of both individual and 
data is situated within the power dynamics of self- tracking data practices. 
These dynamics, often fluid and subtly present, are deeply embedded 
in real- life contexts. As Mascheroni (2020) suggests, understanding the 
everyday life contexts where data are embedded allows us to explore the 
power dynamics of datafication and its societal implications. Therefore, 
individualization and contextualization can be valuable for gaining a deeper 
understanding of power distribution and the agency of both individuals  
and data.
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In particular, analysing individuals’ feelings towards data and themselves 
presents a compelling approach to account for power relationships between 
data, bodies, self, and individual decision- making processes. Here, the term 
‘feelings’ refers to emotions (for example, happiness and anxiety), bodily 
sensations (such as pain), and sensory experiences (for example, interactions 
with digital sensors). Some scholars (for example, Kennedy and Hill, 2018; 
Lupton et al, 2018) emphasize that people learn and behave through feelings. 
They suggest that feelings play an important role in understanding oneself and 
meanings of data to individuals. By comparing their data with their feelings, 
people develop embodied self- awareness and self- knowledge of their bodies.

To contextualize self- tracking data practices within the context of everyday 
life means to figure out individuals’ feelings alongside their daily interactions 
with their data. Some self- tracking scholars (for example, Pantzar and 
Ruckenstein, 2017; Weiner et al, 2020) have stressed the importance of such 
contextualization for making sense of digital self- tracking data and oneself. 
This context becomes significant when individual self- trackers engage with 
their data within specific cultural and social everyday environments (Costa 
Figueiredo et al, 2017; Pantzar and Ruckenstein, 2017; Pink and Fors, 2017; 
Sharon and Zandbergen, 2017). For instance, some self- trackers feel their 
bodies becoming heavier, associating this with their recent dietary habits 
(for example, excessive intake of carbohydrates and sweets) and lifestyle 
changes (such as, ceasing cardio exercises). This leads them to review their 
relevant data such as calorie intake, weight, and physical exercise to validate 
their assumptions. This example demonstrates how daily habits and bodily 
sensations empower individuals to intuitively learn about their bodies, 
simultaneously indicating the powerful role of data for validating their bodily 
sensations, assuming they trust their data.

The interplay of the human body, data, and feelings creates a complex 
configuration of agency. This process shapes the construction of the self, 
demonstrating how individuals communicate with data and mutually engage 
with each other within these configurations. The ways in which self- trackers 
make sense of meanings of data, and use them, can be better understood 
within the context of their everyday lives, where they are living with their 
data on a regular basis.

Contextualizing the construction of older adults as 
data subjects –  Nicole Dalmer

Nicole identifies as a queer, White settler. She draws upon her background in both 

Library and Information Science and critical gerontology, focusing on the role of 

connections (both to people and to technologies) in later life.

Digital technologies (and their associated data) are central to the shaping 
and (re)imagining of ageing futures. Older adults’ bodies, routines, practices 
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and behaviours are increasingly scrutinized, measured, and tracked as a means 
to foster healthy and active lifestyles, thus ensuring more cost- effective 
management of care in later life (Dalmer et al, 2022).

In exploring the multiple mechanisms that catalyse the creation of data 
subjects, it is imperative to identify and include those broader trends that 
are impacting specific population groups. The datafication of later life, for 
example, can be linked to four broader trends that are both contextualizing 
and shaping the experiences of ageing both in and with data.

The first is the imperative to age successfully. Successful ageing has gained 
prominence in and continues to inform theoretical paradigms, health 
measurements, retirement lifestyles, policy agendas, and anti- ageing ideals 
(Katz, 2013; Katz and Calasanti, 2015), with ageing successfully determined 
by: the avoidance of disease and disability, the maintenance of cognitive 
and physical function, and social engagement (Rowe and Kahn, 1997). 
Technologies (including wearables) are seen as tools to support older adults’ 
capacity to age successfully. Digital tools (such as step counters and brain 
games), their data, and their ‘smart’ capacities can be used by older adults to 
self- track their performance and progress (via data points) to become more 
self- knowledgeable about and responsible for their well- being (Marshall, 
2018). Of note, critics of this concept illuminate how successful ageing 
emphasizes individual responsibility (and choice) for one’s lifestyle and 
successes (or failures) therein, without acknowledging the dynamics of 
power, opportunities, and inequalities.

The second broader trend is ageing in place. Ageing in place is a significant 
social, economic, and political goal, and refers to an individual ageing in 
their own home for as long as possible. Not only does ageing in place align 
with a majority of older adults’ preferences, but it is also promoted as saving 
the public purse strings as it avoids costly relocation to institutional facilities. 
To support older adults’ ability to age in place, technologies placed around 
the home are seen as tools to support older adults’ independence in their 
homes and communities while simultaneously reducing (optimistically) 
family members’ and other care partners’ care work (Berridge, 2016). 
Consideration is less often given to the changes such digital devices (and the 
data they collect and transmit) bring to the feelings of privacy, security, and 
intimacy that are typically associated with one’s home (Berridge and Wetle, 
2020). The data outputted from such devices can also impact relationships, 
with adult children having unfettered access to and knowledge about their 
parents’ habits and comings and goings. And so, while older adults prefer 
to age in their own homes, the tensions that digital devices in the home 
(that surveil, monitor, and report to others) introduce cannot be ignored.

The third trend, exacerbated by COVID- 19, is the growing concern 
regarding social isolation among older adults. Older adults’ experiences 
of social isolation and loneliness are an increasingly important topic of 
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conversation in many countries, in part due to the many negative impacts 
of social isolation on older adults’ physical and mental health and well- 
being: increased risk of premature death, depression, falls, cardiovascular 
disease, and dementia (Courtin and Knapp, 2017; Sepúlveda- Loyola et al, 
2020). As evidence of an interventionist logic (Peine and Neven, 2019), 
technologies and associated transmission of data are proposed as interventions 
(‘solutions’) to solve the ‘problems’ of lonely or isolated older adults. Older 
adults are increasingly encouraged to share their personal data (via social 
media sites, email, photo sharing, and video chat tools) in order to improve 
their feelings of social connection (Petersen et al, 2023), thus also ensuring 
their capacity to age successfully.

Taken together, the imperative to age successfully and age in place, 
combined with the fears of social isolation in later life are changing the ways 
that bodies, homes, communities, and other spaces of care are understood; 
reframed as domains to be monitored, tracked, and managed via data to 
ensure that older adults’ well- being and health are supported. In other 
words, we can see how these trends mould older adults as subjects of systems 
of governance.

Curiously, while the objective to support older adults to age cost effectively 
and successfully in place relies on the gathering and tracking of data, 
older adults themselves are often excluded from data gathering practices. 
Accordingly, the fourth and final trend that both creates and shapes older adults 
as data subjects are the many ageist stereotypes that are held about later life. 
Fernández- Ardèvol and Grenier (2022) have recently proposed the concept of 
data ageism4 to convey the production and reproduction of the disadvantaged 
status of older age as a result of decisions concerning how, when, and where 
to collect and deliver data. Older adults, in data collection practices, are 
often treated as residual categories, which not only mutes the heterogeneity 
inherent in older adult populations, but can reinforce the invisibility of some 
older adults (Fernández- Ardèvol and Grenier, 2022). Given that data shape 
‘how and what we see’ (Sendyka, 2013: 104), such exclusions can ultimately 
contribute to or perpetuate ageist thinking and practices.

Who is a (data) subject for autonomous  
vehicles? –  Mergime Ibrahimi

Mergime identifies as a woman whose background is in critical data science, focusing 

on mobility, data diversity and perceptions towards automated systems.

Techno- companies and institutions that use technology often portray 
innovative data- driven technologies in a positive light, emphasizing their 
objectivity and efficiency in managing processes in different domains. Our 
understandings and imaginaries about autonomous vehicles (AVs), for 
example, are derived mostly from car companies’ advertisements and thus 
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create imaginary assumptions in the public that AVs will shape the future 
of mobility (Martin, 2021), and will solve the world’s mobility problems. 
However, the ways in which people are represented (or fail to be represented) 
in data create contemporary debates about responsible and ethical use of AI. 
This perspective invites us to critically examine who gets to be defined as 
a relevant data subject for AVs.

Considering that AVs are envisaged to operate autonomously in complex 
and diverse societal settings, the configuration of data subjects becomes a 
critical question: Who is defined as a data subject –  the passenger(s) inside the 
vehicle or other individuals in the surrounding environment? And how are 
the other individuals categorized and classified? On one hand, the passengers 
sitting inside the vehicle are the direct users of the technology who are subject 
to the decisions made by the AV. The configuration of these data subjects 
revolves around making sure of their safety, comfort, and convenience during 
transportation. On the other hand, there is the surrounding environment –  
other individuals around AVs such as pedestrians, cyclists, delivery robots, 
and other vehicles who need to both share the space with AVs and feel safe 
around them. It is AV designers who determine and define what encompasses 
the ‘relevant’ surrounding environment of AVs based on the input data they 
choose to incorporate into the algorithms. The AV algorithms are designed 
to process vast amounts of data rooted in a historical trajectory shaped by 
societal values, norms, and past technological advancements. Historical 
inequalities and biases can be inadvertently perpetuated in the data used to 
train these algorithms (Liu, 2017; Lim and Taeihagh, 2019), influencing how 
AVs perceive and respond to their surroundings. The lack of representation 
and agency for certain groups in historical data can have cascading effects on 
the configuration of data subjects in AV systems. Studies have revealed that 
AVs often fail to ‘see’ wheelchair riders or individuals with characteristics 
not present in the training data (Whittaker et al, 2019), as data diversity is 
often ignored. Also, research has identified potential biases within machine 
vision in general and the specific pedestrian detection algorithms as it tends 
to perform less accurately on females and individuals with darker skin tones 
(Buolamwini and Gebru, 2018), mirroring a long- standing history of hostile 
architecture and urban planning that rarely considers the needs of people 
with mobility impairments or marginalized communities.

One of the ethical challenges arising from identifying potential victims 
of car accidents is the determination of priorities. AVs must make split- 
second decisions when there might be an error in the system in potentially 
dangerous situations, such as choosing between crashing with an object 
or swerving to avoid it, which puts pedestrians or cyclists at risk. These 
decisions are based on complex algorithms trained on large datasets, but 
the lack of transparency in the training process and the specific data used 
raises questions about fairness, accountability, and the potential for bias. 
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Should AVs prioritize the safety of the passengers, considering the idea 
that users are paying for protection? Or should AVs prioritize the safety 
of pedestrians or other road users, upholding the principle of minimizing 
overall harm? Or should AVs save only the people whose data dominate the 
training datasets and eventually push certain other users off the roads? This 
conundrum extends beyond mere algorithmic calculations; it delves into 
the realm of moral and ethical reasoning (Robinson et al, 2022) and how 
that is perpetuated in AV algorithms.

Critically, this section does not propose that the overall goal of future 
work should be to simply lower the barriers to collecting and filtering the 
data. Rather, this section highlights a swath of normative questions about 
who becomes a data subject for AVs and which context data are considered 
essential in configuring these subjects. It has been argued that even if we 
use all available data, we still can get biased results because society is biased 
(Caliskan et al, 2017). This is because data- driven technologies are trained 
with data that tend to carry on the social dynamics and iterate ‘the patterns 
of marginalisation, inequality, and discrimination’ that exist in our societies, 
and are thus represented in the data (Leslie, 2019: 4). However, biases in data 
are not only generated by the discriminations that exist in society but rather 
by the contexts they are drawn upon, and the assumptions made during 
algorithm development. The filtering and selection of data plays a crucial 
role in shaping the outcomes and configurations of data subjects within AVs 
and other data- driven technologies.

In short, only those who are represented in the training data sets and 
have been historically considered ‘relevant’ are more likely to become data 
subjects that AV algorithms prioritize and consider in decision- making 
processes. This perpetuates a cycle of underrepresentation and exclusion, 
and highlights the need for a critical approach that considers the concerns 
and expectations of a broader range of data subjects, who often have very 
little agency in processes of technological governance.

Concluding remarks

The history, purposes, and contexts of data formation, collection, and use 
play fundamental roles in shaping the power and impact of data and data 
technologies. As we illustrate in this chapter, power dynamics are inextricably 
embedded in everyday data practices and in the configuration of individuals 
as data subjects.

The (re)configuring of people as data subjects within datafied systems 
and our broader datafied society is a complex process reflecting layered, 
multi- party histories of data construction and capture, design decisions and 
assertions of power, and technical implementation together with individual 
perception. Teasing out the nuances of power dynamics, notions and exercise 
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of agency, and historical and contextual factors that underpin datafication 
requires multidimensional, transdisciplinary approaches. This chapter 
illustrates how such boundary- spanning approaches are vital to elucidate 
questions of how quantification of people in data occurs, and what the 
implications are for individuals and society.

Context plays a vital role in defining and shaping data subjects. The 
power dynamics within datafied systems are entwined with diverse and 
heterogeneous sociocultural environments, and these environments and 
the people within them shape every stage of data definition, collection, 
materialization, and use. Measuring people and perception based solely 
on ‘universal’ standards inevitably overlooks important contextual nuances, 
limiting our understanding of the impact of datafication on different 
communities and disparities in their input to datafication processes. By 
examining the feelings and experiences of individuals in their specific 
contexts, we can gain a deeper understanding of the power relationships 
between data, bodies, the self, and individual decision- making.

In each section of this chapter, we have invited the reader to question who 
becomes datafied, who enacts datafication, how this process is realized, and 
how datafication interacts with broader historical debates about personhood 
and the self. Taking up the findings from this chapter in conversation 
with the concept of the data funnel as illustrated in Figure 1.1: Denis’ 
introductory section on the history of data begins to illuminate how the 
ways in which we define data and determine relevance come to bear on the 
conceptualization of data subjects; both Xiufeng’s exploration of self- tracking 
practices and Nicole’s broader examination of the datafication processes 
of a specific population (older adults) reveal the important questions that 
must be asked and decisions that must be made in the conceptualization and 
observation processes of the creation of the data subject (and how these 
decisions are materialized in data recording); and finally, Mergime’s section 
critically examines who become data subjects for AVs and how the inherent 
biases and exclusions of potential data subjects are perpetuated by historical 
representation and relevance in training data sets.

This chapter reflects the multiplicity of datafication, both in the multiple 
perspectives that inform the representation of a single individual in data and 
in the multiple methodologies needed to critically examine and question 
the configuration of data subjects. To effectively engage with the process 
and politics of datafication, and the interwoven systems that configure 
individual data subjects, it is crucial to consider the historical context, power 
dynamics, and ethical implications that shape the collection, interpretation, 
and representation of data. People’s individual perspectives, concerns, and 
expectations shape the power dynamics between themselves as data subjects 
and the datafication solutions that aim to encapsulate them. Data experts, as 
the creators and gatekeepers of data systems and the algorithms to analyse 
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them, shape the data landscape. And insights into the often- inscrutable 
processes of algorithmic manipulation of data and data- driven decision- 
making is vital to understand how algorithms materialize datafication and 
its impacts. Examining the interplay between data subjects and data experts, 
the algorithms they create and are affected by, and the contexts they emerge 
from, operate in, and shape, are at the heart of understanding how people 
are configured as data subjects and imagining alternative (re)configurations.

DISCUSSANT RESPONSES

Individual and socio- technical practices of configuring 
data subjects –  Katrin Amelang

Katrin responds to this nicely curated compilation deconstructing data subjects from 

the perspective of a science and technology studies inspired cultural anthropologist from 

Germany researching human– technology relations. In particular, she brings to the 

dialogue her recent work on the datafication of health and the body.

In critical data studies (CDS), one of the perhaps well- worn but also well- 
won commonplaces is that data are never raw or objective, merely depicting 
a neutral image of the world, but a specific, both partial and powerful way 
of capturing, knowing, and narrating it. Hence, CDS research emphasizes 
that digital data (sets) –  like other results of knowledge production –  have to 
be situated in particular times and places as well as in specific (data) practices 
and material- semiotic arrangements (for example, Loukissas, 2019; Kitchin, 
2021). Against this backdrop and based on their respective research fields, the 
four authors focus on how individuals are made knowable in and through 
data, and thus on datafication processes, in which people are translated into 
digital data and are shaped as subjects of these data. While my research 
on mobile apps for menstrual self- observation provides another example 
supporting the authors’ analysis of configuration processes of data subjects, 
I want to highlight and follow up on the socio- technical co- production of 
individuals/ data subjects and data technologies.

The authors pay particular attention to the manifold conceptual choices 
made in the generation and collection of data and how these affect the 
configuration of data subjects. In this respect, Denis starts off with figuring 
datafication with the data funnel as decision and reduction processes, in 
which an individual framed as a specific data subject is narrowed down for 
the purpose of (specific) representation. All of them show such decisions are 
neither neutral nor random and anything but innocuous in their implications. 
For example, Nicole elaborates how sociocultural ideas, norms, stereotypes, 
and imaginaries about later life not only define older age as a specific problem 
and shape data collection and technologies designed for it, but also how 
older adults are grouped and homogenized on this basis, regardless of their 
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different circumstances of life. Further, Mergime illustrates the conceptual 
power and historical legacies in the inclusion and exclusion of certain 
groups of people that, in her case of AVs, prioritize who becomes or does 
not become a data subject, and determine what becomes training data and 
thus implemented in technical innovations.

Adding the case of period- tracking, it is interesting who is being addressed 
as a menstruating person, potential app user, and data subject as well as 
how they are being imagined to be. The tracking categories these apps 
offer structure menstrual- self- monitoring practices and define what can 
(and cannot) be counted, tracked, and become data. The way apps engage 
users through user interface design and push- up notifications reveals their 
socio- technical scripts, which say as much about computational attempts 
at calculating menstrual cycles as they do about sociocultural ideas about 
menstruation and menstruating people or the politics of gender, sexuality, 
and reproduction, not to mention the politics and value of (menstrual) data. 
While the examples of all authors make clear that the conceptual history of 
data is inscribed, reflected, and materialized in the design of data systems, 
I would like to emphasize this point so as not to lose sight of the at once 
semiotic/ social and material/ technical constellations and configurations in 
datafication processes. Or, in Suchman’s (2007) sense, data, data technologies, 
and data subjects are in a relationship of mutual constitution (and thus change).

Individuals are assembled and configured as data subjects not only by design 
through power- laden conceptualizations and realizations of data generation 
but also by encountering and using these data applications. Conversely, 
data technologies evolve with their uses and users. Not all data subjects are 
active users of data systems and not all actors putting data to use are the 
subject of these data (see Nicole’s example of older adults). In this regard, 
the authors hint at the power of cooperative actors in datafication processes 
or indicate that options for decision and action are often not clear- cut and 
easily assignable. Xiufeng, in particular, deals with the power dynamics that 
unfold between data and individuals in the realm of self- tracking practices. In 
line with Sharon and Zandbergen (2017), Pantzar and Ruckenstein (2017), 
and Weiner et al (2020), she argues for embedding data practices in everyday 
life, considering meanings and values of data that not only reproduce but 
also challenge hegemonic notions of objective data truths, as well as paying 
more attention to the reflexive interplay of body data and feelings.

Again, I would emphasize technology (in this case, the app) in this far from 
unambiguous and frictionless interplay where people reconcile their datafied 
and embodied selves. The sensemaking of individual body experiences via 
app unfolds in a field of tension between normative pre- configurations 
(default settings) and moments of self- empowerment. In my conversations 
with users of period- tracking apps, the contingencies and contradictions 
of apps as instruments supporting self- knowledge become clear, but also 
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how they deal with the ambivalent effects, gains, and uncertainties of data 
technologies in wayward, pragmatic, and reflexive ways (Amelang, 2022). 
Agential possibilities of data subjects may be more obvious in the case of 
individual, data- generating practices of self- tracking. Yet even in cases where 
individuals do not fit into, or are inadequately represented in, data systems 
(see Denis’s example of applying for government benefits for the disabled), 
practices of failing, fitting into, or attempting to outsmart systems can be 
understood as part of the (re)configuration of individuals as data subjects. 
Emphasizing users does not mean forgetting other actors and data uses or 
underestimating the power of corporate and state actors, but does remind of 
the frictions and ambivalences in datafication processes (Hepp et al, 2022).

All this being said, I appreciate the deconstructing and critical reflexive 
approach of the authors. By exploring the question of who becomes a data 
subject and how, they introduce readers to various moments of both the 
construction of data and the configuration of data subjects. They thus also 
provide a starting point for further empirical research and for thinking how 
configurations of data subjects could be otherwise. This should include the 
role of technology in configuring the relation of data (subjects) and ‘fleshy 
selves’ as well as the moving beyond notions of accurate representation. Last 
but not least (and bridging to Doris), one should not forget that datafication 
always entails the promise of calculation, which translates between and relates 
individuals with populations and configures data subjects accordingly.

The inseparability of the individual from the 
collective –  Doris Allhutter

Doris believes in the impact of collective subjectivity on research, but never came 

up with something that made sense to her when asked to identify. She writes this 

response with an interest in the entanglement of individual and collective subjectivity.

The authors of this chapter trace how datafication and data practices affect 
individuals and call to examine the configuration of data subjects through the 
lens of power dynamics, agency, and historical context. While reading the 
contributions, I wondered why it seems important to distinguish between 
the datafication of populations and individuals when historically grown 
power relations necessarily pervade the macro- , meso- , and micro- levels of 
society. My response attempts to trace and compare the power dynamics 
that the authors tease out in their respective cases.

Asking who gets to be defined as a relevant data subject for AVs, Mergime 
Ibrahimi points out the historical neglect of the needs of people with 
impairments and marginalized communities in urban planning and mobility 
(see Wilson et al, 2019). Privileges of safety and convenience may first go 
to solvent buyers of AVs. Technological governance, Mergime suggests, 
needs to be more inclusive and extend unequally distributed agencies to 
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underrepresented communities. However, power would still side with the 
industry’s individualistic vision of the future of mobility as private transport, 
as Mergime hints to in her introduction of the case. A moral dilemma 
perspective that ignores public value and argues case- by- case tolerates the 
ableist, racist, and classist power imbalances at play, I suggest.

Nicole Dalmer describes how older adults are constructed as subjects 
of governance systems to ensure more cost- effective management of 
care. She remarks that power dynamics influence people’s capabilities of 
self- responsibility in ‘successful ageing in place’ and implicitly indicates 
intersectional identity categories such as gender, class, race, and ability. 
A critical ambivalence that points to restrictions on older adults’ agency 
shows in the contradictory demands imposed on them. On the one hand, 
social isolation is seen as a matter of health concern that ought to be self- 
managed by maintaining social connections via social media. On the other 
hand, prioritizing self- responsibility and autonomy over care promotes 
that successful, data- supported ageing in place is an isolated activity. This 
individualization seems justified by the idea of a ‘collective advantage- 
through- technology’ (see Öchsner, 2021).

Xiufeng Jia describes self- trackers as data- generating individuals who aim 
to enhance their self- knowledge about data patterns derived from their bodies 
and daily practices. She defines power and agency as distributed between 
individuals and data and states that analysing individuals’ feelings towards data 
and themselves accounts for power relations between data and self. Thinking 
with queer- feminist theories of affect and emotion, political theorist Brigitte 
Bargetz (2019) shows how affects and emotions point to the way in which 
people are imbricated in power relations. Affects and emotions do not 
indicate a subjective state, and they do not stand outside the social. Inequality 
produces specifically feeling subjects. Since data practices accommodate some 
people, bodies, and everyday practices more than others, they affect subjects 
differentially (Allhutter, 2021). We can start by asking who is invited to gain 
self- knowledge about their bodies and their everyday. And how do ideologies 
of human difference frame what kind of self- tracking practices address whom?

Finally, Denis Newman- Griffis focuses on the conceptual history of 
data. Data collected from a person applying for disability benefits mirrors 
a medicalized view of disability. It hardly considers information informed 
by the context- focused social model representing the person’s disability 
experience. Down the data funnel, agency is distributed between the state, 
the benefits agents, and the applicants to ask and give information that 
influences the decision outcome, to dismiss some as irrelevant or apply 
discretion. Denis highlights the data’s representational power, which affects 
people’s perceptions of one another and themselves, and thus emphasizes 
the agentive historicity of data configurations, which are black- boxed by 
the erasure of the contexts of their emergence. Power also shows in the 
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way representational bias is intimately linked with the material conditions 
of possibility for inclusion and exclusion.

The concluding remarks of the chapter focus the reader’s attention on 
‘the power relationships between data, bodies, the self, and individual 
decision- making’ by ‘examining the feelings and experiences of individuals 
in their specific contexts’. This is a compelling approach. My reading tries 
to emphasize the richness of the authors’ mobilization of power- critical 
perspectives. While centring on the configuration of individual data subjects, 
they offer a variety of entrance points to unpack power dynamics that operate 
through multiple layers of society. The datafication of populations and the 
datafication of individuals are powerful because they are inseparable.

Notes
 1 Discussant
 2 Discussant
 3 Facilitator
 4 Related, in part, to digital ageism, or age biases present in technologies, such as AI, where 

older adults may be excluded from technology development and design considerations 
as a result of prejudices or stereotypes (Manor and Herscovici, 2021; Chu et al, 2022).
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