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A B S T R A C T

Fingerprinting the source and rate of the melt of polar ice sheets during the Last Interglacial is a key research
challenge. This is reliant on high-quality relative sea-level constraints, and the correction of this data for the
effects of glacial isostatic adjustment driven by ice sheet cover changes prior to the interglacial. However,
both the spatial and temporal evolution of past ice sheets and the Earth’s rheological structure that serve as
inputs to glacial isostatic adjustment predictions are significantly uncertain. This study sets out to determine
the relative influence of each of these inputs on modelled values of Last Interglacial relative sea levels and how
this influence varies spatially. To answer this question, we use a palaeo ice-sheet model and a gravitationally
consistent glacial isostatic adjustment model. We develop new numerical tools to generate plausible ice-sheet
extent and histories, quantify relative sea-level uncertainty, and perform a Sobol sensitivity analysis facilitated
by the use of Gaussian process emulation. We find that Earth model parameters are the dominant contributors
to relative sea-level uncertainty in most Eurasian regions, but that relative sea-level values in the Barents-Kara
Sea are most influenced by ice-sheet loading, while the timing of the deglaciation has the greatest impact in the
Baltic Sea. Our results show that the magnitude and rate of relative sea-level change is relatively insensitive to
the specific timing of ice-sheet retreat, as well as the configuration of the far-field North American ice sheet.
Overall, our work suggests that the coastlines of the southern North Sea and the English Channel are least
influenced by relative sea-level uncertainty and are the most suitable for future data collection studies aiming
to limit the influence of glacial isostatic adjustment.
1. Introduction

The LIG (MIS 5e; 130–116 ka) was the last time in Earth’s history
that the Greenland and Antarctic ice sheets were smaller than those
of today (Capron et al., 2014; Otto-Bliesner et al., 2006). Assessing
the rate, timing, and pattern of ice-sheet retreat during this period
may shed light on possible future ice-sheet evolution in response to in-
creased polar temperatures and help to constrain the pattern and rate of
global sea-level change on multi-century to millennial timescales (IPCC,
2022). A significant source of uncertainty in long-term future projec-
tions is the rate and magnitude of sea-level rise caused by the melt of
the Antarctic Ice Sheet (Kopp et al., 2017; Turner et al., 2023), and
therefore identifying the contribution of the Antarctic Ice Sheet to LIG
global mean sea level is important. Due to its location, the pattern of
LIG RSL (defined as the difference in sea surface elevation relative to
the solid surface, compared to modern day) in some northwest Eurasian
regions (Fig. 1A) is sensitive to the evolution of the interglacial Antarc-
tic Ice Sheet (Fig. 1B), but relatively insensitive to the melt of the
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Greenland Ice Sheet (Hay et al., 2014; Mitrovica et al., 2011; Clark and
Lingle, 1977), and could therefore be used to identify sources of LIG
ice-sheet melt. In addition, some regions within northwest Eurasia, such
as the North Sea, contain valuable sedimentary archives in which these
past sea-level changes are recorded (Cohen et al., 2022; Zagwijn, 1983).
However, such geological records reflect the cumulative contribution of
multiple geophysical processes that must be quantified if they are to be
used to isolate the fingerprint of LIG Greenland and Antarctic Ice Sheet
melt (Hay et al., 2014; Dendy et al., 2017).

RSL changes throughout interglacial periods are driven by both the
contribution of ice-sheet melt that occurred during the same inter-
glacial, as well as the ongoing influence of GIA from ice-sheet mass
changes that occurred in the glacial periods prior (Lambeck et al.,
2012). In regions that are in the vicinity of former ice sheets, such as
Eurasia, the contribution of ongoing GIA from previous glacial cycles
to the interglacial RSL signal is significant and adds complexity to
fingerprinting ice-sheet melt (Hay et al., 2014; Dendy et al., 2017).
As a result, research aiming to identify the sources of LIG ice-sheet
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Fig. 1. Eurasian Study Site and the Antarctic Fingerprint. (A) Northwest Eurasian Ocean regional divisions that are used in this work. (B) Illustrative Antarctic sea-level
fingerprint showing a prediction of the sea level change resulting from a complete collapse of the WAIS, normalised by the global mean sea level equivalent of the ice loss (5
metres in this scenario).
melt has largely focused on using RSL data from locations distal to
Quaternary ice sheets (e.g. Bahamas, Western Australia) (Dutton et al.,
2015; Dyer et al., 2021; O’Leary et al., 2013). However, Holocene
studies in locations close to or beneath former ice sheets have shown
that the development of regional, near-field GIA models, driven by
ice-mass changes during the preceding Last Glacial Period (c. 25 ka),
is an effective technique for the recovery of sea-level fingerprints
from geological observations of RSL (Lin et al., 2021). Recent work
by Barnett et al. (2023) has shown promise in identifying the timing of
LIG ice sheet melt from near-field records. To do this, we must quantify
and remove the GIA signal from near-field records in order to utilise
them for understanding interglacial ice-mass changes (Barnett et al.,
2023; Dutton et al., 2015; Dyer et al., 2021).

GIA is the term used to describe the changes in RSL and topogra-
phy driven by surface ice-mass changes accounting for the influences
of gravitational attraction, Earth rotation, and viscoelastic deforma-
tion (Farrell and Clark, 1976; Mitrovica et al., 2001; Peltier, 1974).
Model predictions of GIA are dependent on the particular combina-
tion of the global ice-sheet history and viscoelastic Earth model used,
yet both the configuration of global ice-sheet mass changes during
glacial–interglacial cycles prior to the Last Glacial Period, including the
Penultimate Glacial Period (ca. 200–130 ka, correlated to MIS 6), and
the rheological structure of the solid Earth are highly uncertain. Ice-
sheet changes during the Penultimate Glacial Period play a key role in
determining the LIG near-field GIA simulation, making the application
of GIA models to fingerprinting LIG ice-sheet melt a significant chal-
lenge (Dendy et al., 2017; Lambeck et al., 2014; Rohling et al., 2017).
Previous studies of LIG GIA have approached this problem by testing
a limited series of discrete, hand-picked scenarios for ice evolution
and Earth model parameters which do not allow for the systematic
assessment of GIA model sensitivity and uncertainty (Dendy et al.,
2017; Dyer et al., 2021). In addition, the choice of ice-sheet history and
Earth model is often tuned to LIG RSL databases, creating a circularity
issue when extracting fingerprints from the same datasets.

Here we develop a new methodology to enable a full systematic
assessment of RSL variability due to uncertainties in the ice-sheet
evolution and viscoelastic Earth structure that drive modelled LIG RSL
changes, independent of sea-level data. In addition, building upon work
by Pollard et al. (2023), we explore the uncertainty in the evolution
of the EIS during the Penultimate Glacial Period, which is of particular
importance to GIA in the North Sea and wider Eurasian region. Finally,
2 
we apply sensitivity analysis to our large ensemble of GIA model
outputs to decompose the RSL variability into the relative contributions
from each parameter, thus revealing spatial patterns of sensitivity to
help guide site-specific studies on the most critical sources of RSL
uncertainty.

2. Methods

We designed and implemented a state-of-the-art workflow to eval-
uate uncertainties in LIG sea-level evolution due to past ice load and
solid-Earth structure. Our workflow, depicted in Fig. 4, combines (i)
a process for generating an ensemble of plausible Eurasian ice-sheet
histories that uses a simple ice-sheet model (Section 2.2) (ii) scenarios
for the evolution of other ice sheets, including the Antarctic ice sheet
(Sections 2.1.3–2.2.2), (iii) new tools to sample through uncertainty in
the Earth structure and (iv) a gravitationally consistent sea-level model
(Section 2.2.1). With this workflow, we ran ensembles of simulations
of the sea-level model that efficiently sample through the uncertainty
in ice-sheet history and solid-Earth parameters. We then conducted a
Sobol sensitivity analysis on our ensemble of simulations to determine
the relative sensitivity of LIG sea level to each uncertain input.

2.1. Modelling the Eurasian ice sheet during the Penultimate Deglaciation

The proximity of northwest Eurasian coastlines to the expansive
Penultimate Glacial Period EIS means that the archives of LIG RSL
are likely to be especially sensitive to mass balance changes of the
EIS during the Penultimate Deglaciation (Long et al., 2015). However,
little is known of the ice sheet’s spatiotemporal evolution during this
time, with previous ice-sheet modelling work typically focusing on its
maximum extent or with significant uncertainty in the ice margin posi-
tion (Batchelor et al., 2019; Colleoni et al., 2016; Lambeck et al., 2006;
Svendsen et al., 2004; Pollard et al., 2023). We identify three types of
uncertainty in characterising the deglaciation of the penultimate EIS:
the maximum ice-sheet volume at the PGM; asynchrony in the pattern
of the deglaciation (e.g. the eastern margin experiencing maximum
extent at a different time to the west); and the rate and timing of ice
retreat Toucanne et al. (2009), Ehlers et al. (2011), Ehlers and Gibbard
(2004). In order to account for each of these sources of uncertainty
within our uncertainty quantification, we perform dedicated numerical
modelling of the EIS complex during the Penultimate Deglaciation. This
builds upon and extends the work of Pollard et al. (2023), who solely
focused on modelling the maximum ice-sheet extent.
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Fig. 2. Interpolated Penultimate Deglaciation Margins. (A) 7 intermediary margins between the common maximum (Batchelor et al. (2019) MIS 6 best-estimate) and common
minimum (Hughes et al. (2016) LGM) extents are generated with a margin interpolation regime. (B-D) This scheme is able to generate asynchronously deglaciating margin series
by specifying the angle of maximum asynchrony (orange arrow) and magnitude of asynchrony (power). (E-G) Same as (B-D) but with a greater magnitude of asynchrony power.
2.1.1. Ice-sheet model
We generate ice-sheet geometries using ICESHEET: a simple, steady-

state ice-sheet model that assumes a perfectly plastic ice-sheet rhe-
ology (Gowan et al., 2016), and which has previously been utilised
to generate ice-sheet reconstructions independently of sea-level and
vertical land motion proxy data (Bradley et al., 2023; Gowan et al.,
2021). The surface elevation is calculated assuming that the ice sheet
is flowing like a perfectly plastic material in a steady state. Thus, the
model neglects the effects of internal stresses, surface mass balance,
and temporal evolution. The model does not have a regular grid-like
thermodynamic ice sheet models. Instead, it iteratively resolved thick-
ness along flowlines at regular intervals (here set at 5000 m) within
prescribed ice sheet margins. The purpose of this simple model is not
to attempt to solve ice velocity but simply to provide an approximation
for the shape of ice sheets given its ice sheet margin and bedrock
topography for use in a sea level or climate model.

ICESHEET takes three inputs in order to produce a single, time-
independent ice geometry: a basal shear stress map, composed of a
mosaic of categorised sediment regions and parameterised by sedi-
mentary shear stress and the influences of basal conditions (detailed
in Pollard et al. (2023)); regional topography, iteratively generated
using a simple topographic deformation model; and prescribed ice-
sheet margin. Pollard et al. (2023) has demonstrated that the simulated
ice thickness can be calibrated to reconstructions or to dynamical
ice sheets that account for the effects of ice dynamics, surface mass
balance and the out-of-equilibrium state of the ice sheet at a given
time. By varying the values within the 2D basal shear stress input,
ensembles of ice sheet geometries matching deglacial Eurasian ice sheet
reconstructions can be produced.

Here, our methodology utilises ICESHEET to assess uncertainty in
(i) EIS volume, which is explored through testing a range of shear-
stress values influencing ice thickness, (ii) margin retreat asynchrony,
for which we have developed a methodology for generating series
of possible margin deglaciation scenarios, described in the following
section, and (iii) ice-sheet deglaciation timing.

2.1.2. Deglaciation margins
The ICESHEET model is time-independent, meaning that it takes a

single prescribed margin as input and produces a single corresponding
ice geometry as output, without advancing time or evolving margin
position during the course of a model simulation (Gowan et al., 2016).
3 
Therefore, in order to generate a series of deglaciating EIS geome-
tries for the Penultimate Glacial Period using ICESHEET, we require
a prescribed series of corresponding deglaciating ice-sheet margins. To
do this, we first assume that the most extensive (maximum) ice-sheet
position was the MIS 6 best-estimate ice-sheet margin from Batchelor
et al. (2019) which likely corresponds to the large Drenthe substage
(ca. 175–160 ka) of the Penultimate Glacial Period (Toucanne et al.,
2009), as modelled in Pollard et al. (2023). We also assume for extents
less than or equal to the LGM the ice sheet retreat in a similar way
to that during the Last Deglaciation (Hughes et al., 2016) (maximum
LGM ice extent shown in grey in Fig. 2). To bridge the gap between
the MIS 6 Batchelor and LGM Hughes margins, given the very limited
spatial–temporal constraints (as documented by Rohling et al. (2017)),
we develop a margin interpolation algorithm named ShaPy which we
use to generate 7 additional intermediary margins (Fig. 2a). Since each
margin is subsequently used as input to the full ICESHEET ensemble, we
choose to sample 7 ice-sheet margins in order to balance computational
requirements and density of spatial coverage between the original
bounding ice-sheet configurations.

Our interpolation regime allowed us to generate an arbitrary num-
ber of intermediary deglaciation margins. However, each margin was
subsequently used as input to the full ICESHEET ensemble, resulting
in 1064 ice-sheet model executions (532 input combinations, and 1
iteration). Therefore, the choice of 7 margins allowed us to strike a
balance between the density of spatial sampling and computational
requirements.

Geological records of the deglaciation of the EIS indicate that its
pattern of retreat was likely asynchronous, with the eastern sectors
deglaciating earlier than the west (Patton et al., 2017). We therefore
explore the impacts of deglacial asynchrony on RSL within this in-
terpolation regime through the introduction of two parameters: async
angle 𝐴𝜃 , which controls the direction of maximum asynchrony; and
async power 𝐴𝑛, which determines the magnitude of asynchrony. A
value of 𝐴𝑛 = 1 corresponds to no asynchrony (Fig. 2a) and renders
the value of 𝐴𝜃 obsolete. We set the 𝐴𝜃 value range, expressed in
radians, to between 𝜋–1.5𝜋 relative to the projected 𝑦-axis, spanning
the full Eastern margin from the edge of the Barents-Kara Sea (𝜋) to
the beginning of the southern-European margin (1.5𝜋), while 𝐴𝑛 ranges
from between 1–5 (Fig. 2).
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2.1.3. Ensemble design
The ICESHEET model requires the input of a basal shear stress map.

To sample the uncertainty in this two-dimensional input, Pollard et al.
(2023) parameterised the sheer stress map using 9 parameters that
control regional shear-stress values as well as the influence of basal
sliding and cold-based ice (Pollard et al., 2023). The parameter values
are kept constant through time for simplicity. Some parameters apply to
regions that relate to the distance from the margin, thus for a given set
of parameter values we obtain one sheer stress map for each margin we
model. We initially generate a 1200-member Latin Hypercube Sampling
of the 9 shear-stress parameters and 2 margin asynchrony parameters.
Since there is no observational evidence available to constrain ice-sheet
thickness during the Penultimate Deglaciation, we employ a modelling
approach where each parameter sample is first used to simulate EIS
configurations during the Last Deglaciation. The ability of each combi-
nation to match ice-sheet reconstructions during the Last Deglaciation
is quantified with an implausibility value Pollard et al. (2023) and we
exclude simulations that fall outside of an implausibility criteria of 3-
sigma, ruling out 668 of the parameter combinations as implausible
and leaving 532 remaining combinations to evaluate during the Penul-
timate Deglaciation. Each asynchrony value pair is processed by the
ice-margin interpolation algorithm to produce 532 corresponding ice-
margin series. In turn, each margin series is used as input to ICESHEET,
in combination with the corresponding shear stress map configuration,
to generate 532 series of ice-sheet deglaciation geometries.

In order to approximate the effects of topography deformation from
ice-sheet loading we input the initial ensemble of ice-sheet thickness
outputs, along with the modern-day topography, into the fully relaxed
form of the simple Elastic Lithosphere Relaxing Asthenosphere (ELRA)
deformation model, assuming a bedrock density of 3300 kg m3 and
ithospheric flexural rigidity of 1025 N m (Coulon et al., 2021). This
imple approach allows us to account for the first order effects of
eformation on ice thickness without having an ordered time history of
ce loading at this stage in the process. We do not expect that varying
he Earth model treatment would significantly impact the range of ice
olumes in our ensemble since the latter is significantly more sensitive
o the choice of basal friction coefficient. We do, however, consider a
ull range of Earth model parameters when computing relative sea level
uring the LIG with a more sophisticated glacial isostatic adjustment
odel at a later stage in our analysis (see Section 2.2). The resulting

nsemble of deformed topographies is used to perform an iteration of
he ICESHEET ensemble, producing our final ensemble of deglaciation
eometries (as was done in Pollard et al. (2023) for the PGM ice-sheet
onfigurations). Each series of ice-sheet geometries is ordered from
GM to fully deglaciated, but the absolute timing of each configuration
s not yet fixed. We then test a range of possible rates and timings of
ce-sheet retreat using these modelled geometries (detailed below).

.1.4. Eurasian ice sheet simulation results
Our ensemble has a PGM volume of 53 ± 7 m (mean ± 1 standard

deviation) sea-level equivalent (SLE) (defined as the resulting global
mean sea-level change that would result from evenly distributing the
ice-sheet volume across modern-day ocean area). The Barents-Kara Sea
ice-sheet region holds the largest amount of ice by volume at 28 ± 4

SLE, followed by Fennoscandia at 24 ± 3 m SLE and the British-
rish ice sheet at 1.8 ± 0.1 m SLE. As the deglaciation progresses, the
arents-Kara Sea experiences the largest loss of volume, shrinking by
5±7 m SLE between the invariant PGM and LGM margin positions. The
ennoscandian region has the largest average volume for all margins
xcept for the PGM, losing only 10 ± 7 m SLE between the PGM and
GM. Over the full ensemble, the thickness of the eastern ice-sheet
argin can be seen to rapidly diminish, and this is, in part, due to

he presence of ensemble members with less extensive margins (larger
𝑛 values). This also results in a relatively high thickness standard

eviation of 0.8 km in this region. s

4 
In order to reduce the dimensionality of our model parameter space
or subsequent analysis, we choose to analyse model sensitivity to
egional ice-sheet volume values at the PGM only, rather than for each
argin configuration. This simplification is based on the assumption

hat an ensemble member with a particularly large ice-sheet volume
t the PGM configuration will also have a similarly large ice-sheet
olume for all deglaciation subsequent configurations, relative to the
ther ensemble members. To test this assumption, we first express our
nsemble of regional volume values in terms of standard deviations
rom the mean in order to quantify the relative position of each
ember within a particular margin volume distribution. By analysing

he change in this position throughout the deglaciation, we find that
he position of each member changes, on average, by 0.52, 0.33,
nd 0.30 standard deviations for the Barents-Kara Sea, Fennoscandian,
nd British-Irish regions, and these low values indicate that this a
easonable assumption.

.2. Modelling relative sea level during the last interglacial

Our new EIS deglaciation geometries, which address uncertainties in
eglaciation asynchrony and ice-sheet volume, must now be combined
ith a global ice-sheet history and rheological Earth model as inputs to
GIA model, in order to calculate the resulting RSL ensemble and asso-

iated sensitivities. To do this, we use a numerical GIA model combined
ith global-ice sheet scaling and Earth model generation algorithms

o test value ranges for parameters describing the deglaciation timing,
orthern hemispheric ice-sheet volume, and Earth model uncertainties.

.2.1. Glacial isostatic adjustment model
We utilise a global GIA model to solve the Sea-Level Equation up to

pherical harmonic degree and order 512, following the pseudo-spectral
mplementation by Kendall et al. (2005). Output in the spatial domain
s produced on a 512 × 1024 Gauss–Legendre lat-long grid (hereafter re-
erred to as the model grid). We assume a 1D Maxwell viscoelastic Earth
tructure with elastic characteristics determined by the Preliminary
eference Earth Model (PREM) (Dziewonski and Anderson, 1981) and
simple, step-wise viscosity profile, following previous GIA modelling

fforts (e.g. Bradley et al., 2023; Dendy et al., 2017; Milne et al., 2006).
his viscosity structure is defined by a lithospheric thickness, an upper
antle viscosity from the base of the lithosphere down to a depth

f 671 km, and a lower mantle viscosity from the base of the upper
antle down to a depth of 2886 km. To construct a large ensemble

f Earth structure models, we have developed an interpolation algo-
ithm named ViscoPy to produce any 1D viscosity structure within a
ontinuous range of values for these three parameters while preserving
he location of Preliminary Reference Earth Model discontinuities. We
tilise the Earth model parameter ranges used by Bradley et al. (2023)
or northwest Europe of 0.1–1×1021 Pa s for upper mantle viscosity, 0.1–
× 1022 Pa s for lower mantle viscosity, and 71–96 km for lithospheric

hickness. These values have been selected based on regional published
iterature for the North Sea region (Shennan et al., 2006, 2018; Bradley
t al., 2011, 2009).

.2.2. Global ice-sheet history
Previous studies have found that ice-sheet history inputs to recon-

tructions of LIG GIA should include: the Penultimate Glacial Period
ca.194–130 ka) which includes the Penultimate Deglaciation, the pri-
ary driver of GIA during the LIG; the Last Glacial Period (ca.100–25

a), which allows the model output to converge on modern-day topog-
aphy; and at least two glacial cycles prior to the Penultimate Glacial
eriod, in order to drive large-scale GIA disequilibrium during the
IG (Dendy et al., 2017). We, therefore, choose to prescribe a global
ce-sheet history spanning the last four glacial cycles, from 420 ka to
he present day.

We construct our global ice-sheet history to follow the global ice-
18
heet volume evolution inferred from the 𝛿 O derived global mean
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Table 1
Glacial isostatic adjustment model time steps. Description of changes in temporal resolution of ice-sheet history inputs and corresponding
RSL outputs to the GIA model.
Age (ka) Time period Time step (ka) Motivation

420–220 Pre-Penultimate Glacial Period 4 Drives long-term GIA signal
220–145 Penultimate Glacial Period 2 PGM ‘spin up’
145–142 PGM 1 PGM load
142–126 Penultimate Deglaciation 0.5 Captures deglaciation signal
126–114 LIG 1 High-resolution output for analysis
114–0 Post-LIG 2 Enables convergence iteration
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sea-level curve of Waelbroeck et al. (2002), which is provided at a
temporal resolution of 1.5 ka. This curve is adopted over newer recon-
structions, such as Shakun et al. (2015), as it has a more favourable
alignment with the timing of the LIG (130–116 ka). We convert a
global mean sea level into a global ice-sheet volume by subtracting
it from an estimate of global modern-day (pre-industrial) ice volume
(72.1 m SLE), taken from the ICE-6G Last Glacial Period global ice-
sheet model (Peltier et al., 2015). In order to remove the impacts of
any interglacial ice-sheet melt on our sensitivity results, we restrict
the minimum value of global ice-sheet volume to that of the modern-
day between 129–116 ka. We employ a linear interpolation procedure
based upon the deglaciation portion of ICE-6G to be able to generate
global thickness slices of any given total global ice-sheet volume.
The deglaciation-only portion is chosen to avoid non-physical ice-mass
changes that might occur while interpolating between a glaciating and
deglaciating slice of similar volume. For 122 ka to present, we use the
global ice-sheet volume curve of ICE-6G (Peltier et al., 2015).

We decrease the temporal resolution of time periods in which
detailed ice-geometry changes are less impactful on LIG RSL (Table 1),
in order to improve computational efficiency while prescribing higher
resolution time steps during the Penultimate deglaciation (0.5 ka) and
LIG (1 ka). This allows us to capture shorter time-scale mass changes
and to facilitate high temporal-resolution analysis of RSL outputs dur-
ing the LIG. Since we are using ICE-6G deglaciation geometries to
construct ice-sheet histories, our current methodology has the inherent
assumption that the distribution of ice across the globe for a given
global ice-sheet volume was similar to that of the Last Deglaciation for
all glacial periods reconstructed. For periods prior to the Penultimate
Glacial Period this assumption is likely inconsequential for the purposes
of LIG GIA modelling. However, there were large differences in ice
distribution between the EIS and NAIS complexes during the PGM
compared to the LGM (Dendy et al., 2017; Batchelor et al., 2019). In
the following section, we explain how we modify the ice history during
the Penultimate Glacial Period accordingly.

2.2.3. Eurasian and North American ice-sheet histories
Previous work has suggested that the timing and rate of deglaciation

of both the North American and Eurasian Last Glacial Period ice
sheets may play an important role in controlling northwest Eurasian
RSL during the Holocene (Bradley et al., 2023). Thus the Penultimate
Deglaciation of North America and Eurasia may have had a key role
on LIG RSL in northwest Europe (Dendy et al., 2017). However, this
is more challenging to constrain than for the LGM due to the relative
sparsity of geological data for Penultimate Deglacial ice-sheet changes
compared to the most recent Deglaciation (Rohling et al., 2017). To
address this lack of data, we develop an experimental design that tests
a wide range of Penultimate Deglaciation scenarios that vary in timing
and volume for both the EIS and NAIS. The EIS reconstruction utilises
our ICESHEET model outputs (building on Pollard et al. (2023) and
detailed in Section 2.1.4) given the geographical focus of the research,
whereas the NAIS ice load reconstruction is a result of balancing the
global sea level budget within ICE-6G. These are then used as input ice
sheet histories for the GIA model (Fig. 4).

Each deglaciation scenario for the two ice sheets is characterised

by 6 parameters, 3 for NAIS and 3 for EIS: deglaciation start time
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(𝑇𝑁𝐴𝐼𝑆
𝑃𝐺𝑀 , 𝑇𝐸𝐼𝑆

𝑃𝐺𝑀 ), deglaciation end time (𝑇𝑁𝐴𝐼𝑆
𝐿𝐼𝐺 , 𝑇𝐸𝐼𝑆

𝐿𝐼𝐺 ), and PGM vol-
me (𝑉 𝑁𝐴𝐼𝑆

𝑃𝐺𝑀 , 𝑉 𝐸𝐼𝑆
𝑃𝐺𝑀 ). For each ice sheet, the deglaciation portion of the

olume time series between 𝑇𝑃𝐺𝑀 and 𝑇𝐿𝐼𝐺 is prescribed as a cosine
ecay function beginning at 𝑉𝑃𝐺𝑀 and ending at the LIG (modern-day)
onfiguration. In order for the deglaciation volume curve to smoothly
oin with the preceding Penultimate Glacial Period curve at 𝑇𝑃𝐺𝑀 ,
e make two modifications to the volume curve between 220 ka and
𝑃𝐺𝑀 : scale in volume, such that the maximum value matches 𝑉𝑃𝐺𝑀 ;
nd stretch in time, such that 𝑉𝑃𝐺𝑀 aligns with 𝑇𝑃𝐺𝑀 . The NAIS
olume curve is converted into an ice-sheet thickness series by inter-
olating ICE-6G, as described previously, while the EIS volume curve
ses a given series of ICESHEET-generated deglaciation geometries for
nterpolation instead.

.2.4. Ensemble design
For each global ice-history ensemble member, the Eurasian compo-

ent of the Penultimate Deglaciation is derived from the corresponding
eries of EIS geometries, modelled with ICESHEET, as described in
ection 2.1.4. Therefore, 𝑉 𝐸𝐼𝑆

𝑃𝐺𝑀 is calculated directly from the PGM
eometry from this Eurasian ensemble member. For North America, we
erive 𝑉 𝑁𝐴𝐼𝑆

𝑃𝐺𝑀 by subtracting the volume of all other ice sheets from the
otal volume at the PGM, 𝑉 𝑇

𝑃𝐺𝑀 . The Penultimate Glacial Maximum vol-
mes for Greenland (10.4 m SLE), Antarctica (78.1 m SLE) and others
0.9 m SLE) are taken from the Last Glacial Maximum configuration of
CE-6G. This assumes that these ice sheets did not exceed their Last
lacial Maximum configurations and that all additional Penultimate
lacial Maximum ice sheet volume is distributed between 𝑉 𝐸𝐼𝑆

𝑃𝐺𝑀 and
𝑁𝐴𝐼𝑆
𝑃𝐺𝑀 .

Since the Waelbrock curve has a reported minimum/maximum
alue range of ±13 m at the PGM, we choose to incorporate this uncer-
ainty by assuming 𝑉 𝑇

𝑃𝐺𝑀 can be described as a normal distribution 𝑁
ith a standard deviation 𝜎 of 4.3 m, such that 99.7% of the probability
ensity is within 13 m of the mean 𝜇. Instances of 𝑉 𝑁𝐴

𝑃𝐺𝑀 are therefore
rawn from the distribution,
𝑁𝐴𝐼𝑆
𝑃𝐺𝑀 ∼ 𝑁

(

𝜇 = 𝑉 𝑇
𝑃𝐺𝑀 −

(

𝑉 𝐸𝐼𝑆
𝑃𝐺𝑀 + 𝑉 𝐺𝐼𝑆

𝑃𝐺𝑀 + 𝑉 𝐴𝐼𝑆
𝑃𝐺𝑀 + 𝑉 𝐺

𝑃𝐺𝑀
)

, 𝜎 = 4.3
)

,

where 𝑉 𝐺𝐼𝑆
𝑃𝐺𝑀 , 𝑉 𝐴𝐼𝑆

𝑃𝐺𝑀 , and 𝑉 𝐺
𝑃𝐺𝑀 represent the PGM ice-sheet volume of

the Greenland ice sheet, Antarctic ice sheet, and glaciers, respectively.
We design a 532-member ensemble to match the sample size of the

previously generated Eurasian deglaciation series (Fig. 3). We sample
over the 10 parameters controlling the PGM ice-sheet deglaciation
timing and volume, Eurasian margin asynchrony, and Earth model
rheology. The rheological parameters are used to calculate the Love
numbers (Peltier, 1974; Kendall et al., 2005) associated with each Earth
model structure. One individual parameter combination translates into
a single RSL output via our combined model workflow (Fig. 4). Our
parameter sample results in 532 ice-sheet history inputs that vary in
NAIS and EIS volumes and deglaciation patterns during the Penultimate
Glacial Period (Fig. 5).

2.2.5. Sobol sensitivity analysis
We employ Sobol sensitivity analysis (Sobol’, 1990) to decompose

the ensemble variance at four times throughout the LIG (126, 122,
118 and 116 ka) into per-parameter contributions, to understand the
importance of each parameter on the modelled LIG RSL, as well as

any large variations in the spatial influence of each parameter (Fig. 6).
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Fig. 3. Eurasian Penultimate Deglaciation Ice-Sheet Ensemble. (A) Distribution of EIS volumes generated by ICESHEET, shown by region, for margins between the PGM Batchelor
et al. (2019) and LGM Hughes et al. (2016) configurations (the pattern of deglaciation for ice sheet margins equivalent maximum LGM margin of Hughes, or smaller, is assumed
to follow the same pattern as reconstructed for the LGM and therefore not shown here). The mean volume is shown by the dotted line. Mean (B-F) and standard deviation (G-K)
of ice-sheet thickness across the ensemble of model outputs is shown for 5 margins within the deglaciation series. The maximum extent across the ensemble for a given time slice
is shown by the black contour.
In order to reduce the computational requirements of this analysis,
our RSL ensemble is first restricted to northwest Europe, resampled
onto a coarser model grid (using a window coarsening of size 6), and
model grid cells that do not intersect modern-day ocean or coastline are
excluded, leaving 3059 remaining grid cells. To facilitate the evaluation
of additional parameter combinations outside of the initial sample, we
train independent Gaussian process emulators on the 532 simulated
RSL values at each grid cell and time. Rather than using the shear stress
input parameters directly, we both train the emulators and perform our
sensitivity analysis on calculated regional ice-sheet volume values for
the Barents-Kara Sea, Fennoscandian, and British-Irish sections of the
PGM EIS for each member of our ensemble. This means that we emulate
RSL at each grid cell in our domain as a function of the parameters
detailed in Table 2. Each Gaussian process uses a Matern-52 kernel with
independent length scales for each input parameter and the inclusion
of an infinitesimal nugget term (the emulator hyperparameters are
included in the Zenodo data repository). Prediction performance was
validated using leave-one-out cross-validation on a small subset of 4
emulators, randomly selected from the spatiotemporal domain, which
produced an average root mean squared error of 3.1 m SLE (Figure 12).

We generate a 1024-member Sobol sequence, defining the spe-
cific locations within the parameter space at which our emulators
are evaluated for input to the Sobol decomposition algorithm. To
aid the interpretation of our results, we choose to group parameters
into Earth model, ice-sheet volume, and deglaciation timing categories
as detailed in Table 2. Our decomposition quantifies three types of
parameter contributions to the RSL output variance: first-order effects,
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Table 2
Sensitivity and uncertainty metrics. Parameters used for sensitivity and uncertainty
analysis.

Name Symbol Group

Upper Mantle Viscosity 𝜈𝑈𝑀 Earth Model

Lower Mantle Viscosity 𝜈𝐿𝑀 Earth Model

Lithospheric Thickness L Earth Model

Barents-Kara Sea Ice Volume 𝑉 𝐸𝑟
𝐵𝐾𝑆 Ice-Sheet Volume

Fennoscandian Ice Volume 𝑉 𝐸𝑟
𝐹 Ice-Sheet Volume

British-Irish Ice Volume 𝑉 𝐸𝑟
𝐵𝐼 Ice-Sheet Volume

NA + Er PGM Volume 𝑉 𝑁𝐴+𝐸𝑟
𝑃𝐺𝑀 Ice-Sheet Volume

Async Power 𝐴𝜃 Deglaciation Timing

Async Angle 𝐴𝑛 Deglaciation Timing

Er Deglaciation Start Time 𝑇 𝐸𝑟
𝑃𝐺𝑀 Deglaciation Timing

Er Deglaciation End Time 𝑇 𝐸𝑟
𝐿𝐼𝐺 Deglaciation Timing

NA Deglaciation Start Time 𝑇𝑁𝐴
𝑃𝐺𝑀 Deglaciation Timing

NA Deglaciation End Time 𝑇𝑁𝐴
𝐿𝐼𝐺 Deglaciation Timing

describing the independent contribution of each parameter; second-
order effects, resulting from parameter-pair interactions; and total-
order effects, representing the summed contribution of all interactions
and the independent contributions for each parameter.
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Fig. 4. Sensitivity Ensemble Workflow. Flowchart showing the overall experimental design used in this paper. Key sections of work are grouped together. Numerical models
(blue/yellow) are shown with their respective data inputs (orange/green) and parameters (purple). LGP is for the Last Glacial Period. PD refers to the Penultimate Deglaciation.
PREM refers to the Preliminary Reference Earth Model.
3. Results

3.1. Last interglacial relative sea level

Our ensemble of 532 LIG simulations show that, on average, GIA
drove RSL to remain significantly higher throughout the LIG relative
to the present day (pre-industrial) under areas directly covered by the
EIS (Fig. 6). This is because the EIS was larger at the PGM than the
LGM and therefore depressed the solid Earth more. In the North Sea
region, we find LIG RSL was almost exclusively higher than modern by
an average of 30±10 m, and in some places over 50±30 m. However, we
found that the spatial average rate of RSL change over the full Eurasian
region was −2 mm yr−1 and was predominantly negative except for in
the southern North Sea and Greenland-Iceland-Norwegian (GIN) Sea,
where forebulge collapse leads to a maximum rate of change of 1 mm
yr−1 and 5 mm yr−1 respectively.

There is also a high level of uncertainty in our ensemble throughout
the Eurasian region, particularly in locations previously covered by
the PGP EIS mass. Disequilibrated topography relaxes towards isostatic
equilibrium as the interglacial progresses and results in a reduction in
the spatially averaged uncertainty in RSL values later in the LIG. The
average RSL standard deviation across the North Sea region reduces
from ±21 m at 126 ka to ±14 m at 116 ka, reducing approximately
linearly by ≈ 0.7 m per ka. This uncertainty is highly spatially variable
7 
and we find that the southern North Sea has a relatively low uncertainty
throughout the interglacial of ≈ ±5 m, while further north areas
covered by the British-Irish ice-sheet experience RSL uncertainties up
to an order of magnitude greater.

3.2. Relative sea-level sensitivity

Using our Sobol sensitivity analysis described in the Methods, We
find that the Earth model parameters make the largest first-order
contribution to LIG RSL uncertainty across the Eurasian region for all
times considered (Fig. 7) as well as having the largest magnitude of
uncertainty attributed to parameter interaction effects (Figure 10). The
influence of the wide range of ice-sheet volumes in our ensemble is
high in the Barents-Kara Sea region, contributing greater than 20 m
uncertainty under the region previously loaded by the EIS. However, in
the Baltic Sea region, which was previously covered by the Fennoscan-
dian portion of the ice sheet, we find that the contribution of ice-sheet
mass to the RSL uncertainty significantly reduces from greater than 20
m at 126 ka to less than 3 m by 116 ka. The influence of ice-sheet
deglaciation timing on uncertainty is limited to the Siberian coastline
and the northern Baltic Sea region at 126 ka (Fig. 7I), reducing to less
than 5 m by 116 ka (Fig. 7L).

There is significant variation in the magnitude and spatial scope
of the first-order influence of individual Earth model parameters. We
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Fig. 5. Distributions of Global Ice-Sheet Input Parameters. (A) Mean (solid line), standard deviation (shaded coloured region), and maximum/minimum values (grey dotted
lines) of the ensemble of ice-sheet volume timeseries, shown between 150 and 120 ka, tested for the EIS. (B) Same as (A) but for the NAIS. (C) The probability density function
of normal distributions fitted to the sample of PGM ice-sheet volumes for the EIS (derived from the ICESHEET model ensemble), total EIS and NAIS (defined from uncertainty in
the Waelbroeck et al. (2002) 𝛿18O curve), and NAIS (resulting from the residual).
find that the upper mantle viscosity is a dominant source of uncer-
tainty in a number of regions: the central North Sea, GIN Sea, Barents
Sea, and northern Kara Sea, Baltic Sea, and Siberian coastline regions
(see locations in Fig. 1). The lower mantle viscosity RSL uncertainty
contribution is concentrated around the northern Baltic Sea, where it
contributes greater than 20 m, and the Fennoscandian coastline. In
contrast, we find that the lithospheric thickness makes a relatively
minimal contribution and, of all regions considered, is most influential
in the GIN Sea, where the total-order contribution still only equates to
15% of the overall average RSL uncertainty (Fig. 6G).

Parameter interaction effects (i.e., differences in the magnitude of
RSL variance that results from changing multiple parameters simul-
taneously when compared against the RSL variance that results from
changing parameters individually) are most influential in the Baltic
Sea, Barents-Kara Sea and GIN Seas (Figure 11). The upper and lower
mantle viscosities are most interactive in all regions, but we find that
there is a strong interaction between the volume of the Barents-Kara
Sea ice mass and the other ice-sheet regions, perhaps due to a larger
Barents-Kara Sea ice volume co-existing with relatively large ice-sheet
volumes from other regions. The viscosity parameters are responsible
for producing the most extreme ensemble members (quantified by the
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average standard deviation from the ensemble mean) for most regions.
However, the Barents-Kara Sea is more influenced by the volume of the
Fennoscandian and Barents-Kara Sea ice sheets than viscosity.

3.3. Rate of relative sea-level change sensitivity

The rate of RSL change may be important to consider when attempt-
ing to fingerprint interglacial ice-sheet melt. Therefore, in addition
to the magnitude of RSL at individual times throughout the LIG, we
performed the sensitivity analysis on the average rate of RSL change
across the LIG (Fig. 9). The Barents-Kara, Norwegian and Baltic Seas
have the highest uncertainty in regards to the modelled rate of RSL
change, reaching 4 mm yr−1 uncertainty in some places (Fig. 9). The
relative contributions of each parameter to the uncertainty in RSL rate
of change are of similar magnitude to those previously discussed for the
RSL uncertainty. However, differences between the rate of change and
RSL exist in the North Sea region, where the rate is far less uncertain.
We find that the Earth model contribution to uncertainty in the rate
of RSL change substantially decreases in the Barents-Kara and Baltic
Sea regions, while the ice-sheet volume influence remains concentrated
around the Barents-Kara Sea.
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Fig. 6. Last Interglacial Relative Sea-Level Ensemble. (A-F) Mean (solid line), standard deviation (shaded blue region) and minimum/maximum (grey dotted lines) values of the
RSL ensemble, relative to the present day, shown for six selected locations that reflect the transects of RSL data shown Cohen et al. (2022). (G) Ensemble mean rate of Eurasian
LIG RSL change. Purple points show locations of empirical RSL data from the WALIS database (Rovere et al., 2023). The marker for location (A-F) is also plotted on this map.
(H-K) Ensemble mean RSL shown for four times (126, 122, 118 and 116 ka), relative to the present day. (L-O) Same as (H-K), but showing the RSL standard deviation across the
ensemble.
4. Discussion

We have systematically tested, for the first time, a suite of LIG RSL
scenarios that vary in the configuration, volume, and timing of the
Penultimate Deglaciation of the NAIS and EIS; as well as in the upper
and lower mantle viscosities and lithospheric thickness of a radially
varying solid Earth model. We found that RSL changes across northwest
Eurasia during the LIG had a pattern different to that in the current in-
terglacial (Bradley et al., 2023), due to the strong influence of GIA from
ice-sheet changes during the Penultimate Deglaciation of the Eurasian
ice sheet, which differed to that during the Last Glacial Batchelor
et al. (2019). Areas that were directly beneath the former PGM EIS
experienced high RSL values, in some places exceeding 50 m, such as
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in the Baltic Sea, central North Sea, and Barents-Kara Sea. In contrast,
the GIN Sea and areas of the North Atlantic Ocean had lower RSL,
likely due to the combined influence of forebulge formation and ice-
mass-driven perturbations of the Earth’s rotational axis. We found that
the magnitude of RSL decreases in many regions and the region of
forebulge subsidence migrates landwards towards the ice load centre as
the system approaches isostatic equilibrium during the LIG (Fig. 6). By
116 ka, the previously low RSL values in the GIN Sea and North Atlantic
Ocean had relaxed to near modern levels, while the RSL values in the
Baltic Sea, Barents Sea, southern Kara Sea, and central North Sea had
also relaxed but remained significantly different from modern.

Our ensemble resulted in high levels of uncertainty in GIA-induced
RSL changes during the LIG, with an average of 34 m uncertainty
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Fig. 7. Relative Sea-Level Sensitivity: Grouped Parameters. Decomposition of the RSL ensemble uncertainty at 126, 122, 118 and 116 ka. RSL uncertainty is shown as the summed
1st-order sensitivities for three groups of model parameters: (A-D) Earth model, (E-H) Eurasian PGM ice-sheet volume, and (I-L) Penultimate Deglaciation timing parameters.
over all regions at 126 ka, reducing to an average of 21 m by 116
ka. However, there is variability in the level of uncertainty between
regions with the English Channel, GIN Sea, and North Sea having the
lowest uncertainty (averaging 12 m, 16 m and 21 m respectively at
126 ka) while the Barents-Kara and Baltic Seas are highly uncertain
(averaging 50 m and 72 m at 126 ka respectively). Parameter-wise
sensitivity decomposition shows that, for almost all times and regions
considered, uncertainty in the Earth model parameters dominate the
RSL sensitivity and that, in particular, the upper mantle viscosity is the
most important quantity in determining regional RSL. It is only in areas
towards the centre of large ice-mass loading, such as the Barents-Kara
Sea and areas of the Baltic Sea, that the regional volumes of the EIS
become more important than Earth model parameters in determining
RSL. We find that the timing of the NAIS deglaciation plays a negligible
role in determining RSL in all regions, while the timing of the Eurasian
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deglaciation plays a moderate role in the Baltic Sea towards the start of
the LIG. The work by Dendy et al. (2017) had previously demonstrated
that Eurasian ice-sheet geometry uncertainty is a major contributor
to uncertainty in records of RSL close to the former ice sheet and,
while our work agrees with these results, we find that the influence of
ice-sheet geometry uncertainty is more spatially limited to locations di-
rectly underneath former ice-sheet loads when compared against Earth
model uncertainty, particularly upper mantle viscosity (Fig. 8). These
differing conclusions can likely be explained by Dendy et al. (2017)’s
focus on Earth model uncertainty in the far-field locations of Bermuda
and the Seychelles, combined with their one-at-a-time experimental
design making it difficult to quantify relative parameter importance
to near-field RSL. Therefore, in contrast to the Dutton et al. (2015)
suggestions that constraining near-field ice-sheet extent and climate are
key, our work suggests that constraining Earth model uncertainty is of
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Fig. 8. Relative Sea-Level Sensitivity: Individual Parameters. (A-E) Sensitivity decomposition of RSL uncertainty, averaged over the LIG, from the 5 most influential parameters
(Table 2). (F) Maximum 1st-order sensitivity index for each parameter with respect to the time-averaged RSL variance in 5 different marine regions (where RSL will be recorded
at the coastline), with the total order contribution shown as the lighter coloured bar.
greatest importance for enabling the use of near-field RSL records in
the reconstruction of LIG RSL changes.

In order to limit the size of our ensemble parameter space, we
have made several simplifying assumptions when considering the broad
range of sources of uncertainty that may contribute to uncertainty in
LIG RSL. We adopt the approach of similar studies by assuming a
simple, 1D, globally uniform Earth structure for determining the solid
Earth response to ice-sheet loading (Bradley et al., 2023; Dendy et al.,
2017). Therefore, we cannot account for potential lateral variability
in mantle viscosity and lithospheric thickness over our study area
that would be captured through the use of 3D Earth models. While
the computational cost was infeasible within our ensemble design, we
recommend the influence of 3D Earth models on LIG RSL variability
be tested in future work. However, as van der Wal et al. (2013)
highlight, there are also inherent uncertainties in the flow laws and
Earth materials in 3D Earth models, which would need to be assessed
as part of future sensitivity studies.

Future work to reduce the uncertainties in LIG RSL must be under-
pinned by empirical data. Our suggests that data records subject to the
lowest GIA uncertainty are those located in the southern North Sea,
the English Channel and GIN Sea regions (Fig. 6), and those record
which date towards the end of the LIG. We therefore recommend that
future RSL data collection focus on these regions and time periods in
order to minimise the influence of GIA uncertainty on the interpretation
of records. Records collected in the Baltic Sea, central North Sea,
and southern Barents-Kara Sea of any LIG age should pay particular
attention to characterising Earth model uncertainty, while data points
in the Baltic Sea and Barents-Kara Sea are also subject to uncertainty
from the corresponding regional volume of the EIS. We find that the
timing of the Eurasian deglaciation plays a minor role, except for RSL
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data constrained to the beginning of the LIG. We find that the NAIS
complex plays a negligible role in determining the overall uncertainty
of northwest Eurasian RSL during the LIG, in contrast to the Last
Deglaciation (Bradley et al., 2023), but that this sensitivity is likely to
change if later deglaciation timings are considered.

Our ensemble of EIS simulations was generated assuming a single
maximum ice-sheet extent for all ensemble members but previous work
by Pollard et al. (2023) has suggested that including a variable PGM
ice extent may have contributed up to an additional 10% variability
in the Eurasian PGM ice-sheet volume. Varying PGM margins in our
ensemble would have added significant complexity to the interpretation
of asynchrony parameter sensitivity and would likely have made a
minor contribution to the overall uncertainty. We similarly do not
explore the uncertainty of differing GIA models, but as Simon and Riva
(2020) identify a resulting RSL uncertainty of ∼ 0.6–0.8 mm yr−1 for the
North Sea due to GIA model uncertainty, this is considered negligible
compared to the total uncertainty in LIG RSL due to ice sheet and Earth
model parameters.

In generating global ice-sheet histories, we chose to use 𝛿18O as a
proxy for total global ice-sheet volume due to the absence of alternative
ice-volume datasets. There are multiple sources of uncertainty in using
𝛿18O data as a proxy for global ice-sheet volume including: interpreting
a global complication of 𝛿18O while accounting for spatiotemporal
variability due to patterns of climate and ocean circulation that affect
isotopic fractionation; temporal uncertainty from dating records from
which 𝛿18O values have been derived; and calibrating the relationship
between proxy values and the true 𝛿18O value, including the influence
of local effects, such as local ocean temperature, on these relation-
ships (Shakun et al., 2015; Waelbroeck et al., 2002). While it was not
within the scope of this study, the use of alternative global ice volume
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Fig. 9. Rate of Relative Sea-Level Change Sensitivity: Grouped Parameters. (A-D) Decomposition of the rate of LIG RSL change variance into parameter groups. (E). Maximum
percentage 1st order parameter contribution to the RSL rate of change variance in 5 different ocean regions, with the total order contribution shown as the lighter coloured bar.
reconstructions in our work may have resulted in a wider range of
possible timing and magnitude changes in global ice-sheet volume and
thus altered the range of possible RSL outputs. However, we did take
account of the uncertainty in our 𝛿18O derived global ice-sheet volume
by representing the inferred combined NAIS and EIS PGM volume
as a normally distributed parameter reflecting the 𝛿18O uncertainty
assessment of Waelbroeck et al. (2002). This only had a negligible
contribution to uncertainty in LIG RSL in all regions considered.

The overall pattern of mean and variance in LIG RSL is similar
to the suite of GIA scenarios tested by Barnett et al. (2023), which
encompassed changes in EIS volume and Earth model configuration,
but our study suggests three key differences: more extensive subsi-
dence surrounding the British Isle due to a slightly thicker ice load
over the British Isles and North Sea in our experiments, a greater
RSL uncertainty in the GIN Sea at the beginning of the LIG, and
more substantial subsidence in the Baltic and North Sea regions by
the end of the LIG. We find a similar pattern of uncertainty in the
North Sea region to Barnett et al. (2023), likely due to the presence
of an ice bridge connecting the British-Irish and Fennoscandian ice
sheets, similar to that which occurred during the LGM (Gandy et al.,
2021). The sensitivity experiments performed by Dendy et al. (2017)
implicitly concluded that Eurasian RSL at the end of the LIG was highly
dependent on the volume of the EIS at the PGM, generating absolute
RSL differences of greater than 6 m in most regions when comparing
the effect of the larger Lambeck et al. (2006) EIS PGM geometry against
the smaller LGM ICE-6G geometry (Peltier et al., 2015). While we did
not test Eurasian volumes as small as in ICE-6G (23.5 m SLE), we
attributed a similar magnitude of North Sea RSL variance to EIS volume
uncertainty to that calculated by Dendy et al. (2017) (2–4 m) as well as
observing similarly large variances in regions beneath the former ice-
sheet load. Dendy et al. (2017) also suggested that, beyond the former
ice margin, the influence of ice-mass changes on the perturbation of
the Earth’s rotational axis acted to reduce RSL for larger ice sheets
by greater than 6 m for an invariant Earth model. While we do not
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explicitly isolate the contribution of rotational effects in this work,
these effects are included in our GIA modelling. We can expect the
changes in RSL driven by rotational perturbations to be small compared
to the influence of solid Earth deformation in the near-field northwest
Eurasian region.

Utilising LIG RSL data from near-field locations for the purpose of
developing LIG fingerprints of ice sheet melt is a major goal for the
palaeo sea-level community (Dutton et al., 2015; Hay et al., 2014).
Importantly, our work suggests that quantifying the influence of and
uncertainty in ongoing GIA driven by the preceding deglaciation is
essential to unearthing these sea-level fingerprints, and identifies re-
gions where fingerprinting and data collection efforts may be most
fruitful. Large uncertainty on the GIA signal may hamper efforts to
use data from the Barents-Kara and Baltic Seas, while data acquired in
southwestern Eurasian regions where overall RSL uncertainty is lowest,
such as the English Channel, may provide more insight on LIG ice melt
sources, and importantly the rate and magnitudes of ice sheet melt in
response to polar warming.

5. Conclusions

Quantifying the contribution and uncertainty of GIA to LIG RSL
remains a challenge due to the significant uncertainties in past ice-
sheet changes and the response of the solid Earth, hampering research
that attempts to utilise LIG sea-level record for fingerprinting LIG ice-
sheet melt. To address this, we developed an uncertainty quantification
framework combining ice-sheet, Earth, and GIA models that is able
to systematically assess the uncertainty from two major sources: the
volume, configuration, and timing of the Penultimate Deglaciation of
the EIS and NAIS; and the 1D model of the viscoelastic solid Earth
structure. Utilising our carefully designed ensemble of simulations and
advanced statistical techniques, we explored the magnitude and spatial
distribution of RSL uncertainty throughout the LIG and attribute the
relative contribution of each input parameter to this uncertainty.
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We found that the Earth model parameters have the widest spatial
influence on uncertainty of both RSL and rate of RSL change, but that
the Barents-Kara Sea stands out as being most influenced by the EIS
volume. We find that the timing of the ice-sheet deglaciation is most
influential on LIG RSL at the beginning of the interglacial and that this
influence is concentrated around the Baltic Sea. Parameters controlling
the timing and volume of the NAIS play little part in controlling the
rate of RSL uncertainty, and the asynchrony of the EIS deglaciation
only influences small parts of the Kara Sea. To conclude, our findings
suggest that the southern North Sea and the English Channel are
regions most suitable for future data collection studies, as they are least
affected by GIA uncertainty. We suggest that future work is focused
on reducing uncertainty in the Earth model parameters, as they are
most influential in quantifying LIG GIA in all regions except those
directly under the former EIS. Finally, we highlight the importance of
incorporating well-quantified GIA uncertainty in data-driven studies of
LIG RSL, particularly for those aimed at quantifying RSL and ice-sheet
melt fingerprints.
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