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Adaptive Channel Estimation for RIS-Assisted

Systems in Time-Varying mmWave Channels
You You, Fengyu Chen, Li Zhang, Senior Member, IEEE, Yongming Huang, Senior Member, IEEE,

and Chuan Zhang, Senior Member, IEEE

Abstract—To improve channel estimation (CE) for reconfig-
urable intelligent surface (RIS)-assisted systems in time-varying
mmWave channels, this paper proposes a two-stage adaptive
CE scheme. This is the first attempt to develop a CE scheme
without assumptions on specific timescales for channel varia-
tions. In the first stage, the adaptive scheme incorporates the
estimation of partial channel state information and a channel
status check process. The introduced check process can monitor
the changing status of the channels and provide information for
the second stage. In the second stage, based on the results from
the check process, the adaptive scheme adaptively selects from
two proposed candidate CE algorithms: Two-Phase orthogonal
matching pursuit (TP-OMP) and Structured-Shift OMP (SS-
OMP). Simulation results show that both TP-OMP and SS-OMP
can reduce pilot overhead by around 33%, and respectively lower
the computational complexity of existing works by about 55%
and 65%. Additionally, the check process obtains an accuracy
rate of approximately 92% so that the proposed CE scheme can
maintain stable CE performance in time-varying channels.

Index Terms—Reconfigurable intelligent surface, channel esti-
mation, compressive sensing, orthogonal matching pursuit.

I. INTRODUCTION

C
OMPRISED of numerous reflecting elements, reconfig-

urable intelligent surface (RIS) can dynamically alter

the characteristics of impinging signals, thereby creating a

controllable wireless transmission environment [1], [2]. To

cater to different scenarios, various types of RISs have been

designed, including fully passive RISs with minimal power

consumption, active RISs with amplifiers to mitigate double

path loss attenuation [3], and hybrid RISs that strike a balance

between resource cost and functionality [4]. Regardless of

the RIS type, accurate acquisition of channel state informa-

tion (CSI) is crucial to fully exploit the potential of RISs.

However, channel estimation (CE) poses significant challenges

in RIS-assisted millimeter wave (mmWave) systems due to

the large number of RIS elements and their limited signal

processing abilities. Additionally, the need for frequent and
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time-consuming CE across multiple channel coherence blocks

introduces substantial computational complexity and transmis-

sion delays. Consequently, developing efficient CE schemes

for RIS-assisted systems operating in time-varying mmWave

channels becomes imperative.

A. Prior Work

Previous studies have proposed various methods to address

the challenge of CE in a single block [5], [6]. The least squares

(LS) algorithms have been applied either by sequentially

activating individual RIS elements to estimate the channel

[7] or by activating all RIS elements simultaneously [8].

To further alleviate the unbearable pilot overhead, element-

grouping methods have been proposed [9]. By employing

structured patterns for the pilots and RIS configurations, the

received signals can be modeled as parallel factor tensors. The

Khatri-Rao factorization and bilinear alternating LS (BALS)

algorithms are then adopted in [10].

Leveraging the sparsity of mmWave channels in the an-

gular domain, CE for RIS-assisted communications has been

formulated as an ℓ1 norm regularized optimization problem

with fixed-rank constraints [11], enabling the utilization of al-

ternating minimization and manifold optimization techniques.

In addition, CE can be cast as sparse signal recovery problems

[11], [12]. Various Bayesian-based compressive sensing (CS)

techniques, such as sparse Bayesian learning (SBL) [13]

and fast Bayesian matching pursuit (FBMP) [14] can be

employed. However, the high computational complexity and

parameter dependence limit their applicability. With a much

lower complexity, greedy methods like orthogonal matching

pursuit (OMP) [12] are widely exploited in the CE for RIS-

assisted systems. Building upon the distinctive structures in

RIS-assisted channels, improvements have been made to con-

ventional OMP to enhance CE performance [15]–[20]. For

example, a double-structured OMP (DS-OMP) was proposed

to exploit the double-structured sparsity of cascaded channels

among multiple users [15]. The authors in [16] discovered

a common offset parameter shared by each user, leading to

the development of a multi-user (MU) triple-structured CS-

based CE algorithm. In [17], [18], the CSI of a typical

user was obtained by exploiting the correlation between the

channels of multiple users. For the remaining users, the re-

parameterized user-RIS channels were estimated instead of the

entire cascaded channels. To mitigate the error propagation,

an ambiguous RIS-BS channel was first constructed in [19],

followed by estimations of each ambiguous user equipment

(UE)-RIS channel to obtain the full CSI. Nonetheless, the
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abovementioned approaches still encounter challenges related

to high pilot overhead or computational complexity, hindering

further improvements in CE efficiency within a single channel

coherence block.

Additionally, diverse CE schemes have been proposed to

tackle the issues of high computational complexity and trans-

mission delay in time-varying RIS-assisted channels. These

schemes leverage the characteristics of RIS-assisted mmWave

channels under certain assumptions [21]–[25]. In [21], a two-

timescale CE framework was introduced, assuming quasi-

static RIS-BS channels and more frequently changing UE-RIS

channels. In [22], a three-stage angular domain CE (TAD-CE)

scheme was proposed to divide the RIS-assisted channels into

static RIS-BS angles, quasi-static UE-RIS angles, and time-

varying channel gains. The TAD-CE scheme then estimates

these three components in diverse frequencies with reduced

pilots [22]. To alleviate the dependence on frequent CE when

designing the reflection patterns of RIS, the quality of service

(QoS) of UE was used as a metric to determine the frequency

of UE re-localization and RIS configuration in [23]. Different

CE schemes for semi-passive RIS [24] and anchor-assisted

[25] CE approaches have also been proposed, albeit with

higher energy consumption. While the aforementioned multi-

block CE strategies can decrease pilot overhead in the long

term, they all rely on exact prior information about some

attributes of the time-varying channels. For instance, all of

these works assume the duration (or relative duration) of the

unchanged RIS-BS channel to be known.

B. Motivations

Retrospecting the existing literature, it is evident that

formidable obstacles persist in current research on CE for

RIS-assisted mmWave systems. Firstly, the existing CS-based

methods have not fully leveraged the inherent structural char-

acteristics of the cascaded channel matrix. Additionally, most

current approaches heavily rely on ideal assumptions regarding

the availability of channel variation information among blocks,

which restricts their practical applicability. When these as-

sumptions are not met, the existing CE schemes fail to achieve

the expected performance or may even encounter failures.

Hence, further research is necessary to develop more practical

CE schemes accompanied by suitable algorithms.

C. Main Contributions

In this paper, we propose a CE scheme that can adaptively

choose specific CE algorithms in different blocks by lever-

aging various channel properties. To the best of the authors’

knowledge, this is the first attempt to tackle the CE in RIS-

assisted mmWave systems without any prior information on

the time-varying channels. The main contributions of this work

are summarized as follows:

• The structural characteristics of the cascaded uplink UE-

RIS-BS channel are revealed based on the sparsity and

virtual angular domain (VAD) representations of the RIS-

assisted mmWave channels. These analyzed structural

features provide the theoretical foundation for the design

of an adaptive CE scheme and two CE algorithms.

• A two-stage multi-block adaptive CE scheme is proposed.

The proposed scheme does not rely on any knowledge of

the channel variation but dynamically selects an appropri-

ate CE algorithm from two proposed ones for each block.

This selection process is based on a novel channel status

check process.

• In the first stage, a check process is proposed to detect

the channel variations across the multiple blocks. The

angles of arrival (AoAs) at the BS are first estimated.

By comparing the obtained partial CSI and that from the

previous blocks, the check process can detect whether the

RIS-BS channel has changed. Importantly, this process

does not incur extra computational complexity or pilots.

Simulation results demonstrate that the proposed check

process achieves an accuracy rate of about 92%.

• In the second stage, two candidate CE algorithms are

proposed. The Two-Phase OMP (TP-OMP) leverages the

structure induced by the common paths of the UE-RIS

channel within a single block. It is designed to handle CE

regardless of whether the RIS-BS channel has changed.

Additionally, we introduce a low-complexity algorithm

named Structured-Shift OMP (SS-OMP) for CE when

the RIS-BS channel remains unchanged from previous

blocks. Simulation results show that compared to existing

methods, both TP-OMP and SS-OMP can reduce pilots

by approximately 30% with respectively 55% and 65%

lower computational complexity.

• From a long-term perspective, the proposed CE scheme

can be adaptive to the time-varying conditions of the

channel. With a well-designed check process and the

switching mechanism of the candidate CE algorithms,

simulation results demonstrate the stable performance of

the adaptive CE scheme across multi-block CE.

The remainder of this paper is organized as follows. In

Section II, we introduce the system model. In Section III, we

sequentially analyze three structures of the cascaded channel

matrix. In Section IV, detailed descriptions of the proposed

two-stage adaptive CE scheme are presented. Extensions of

the proposed methods to mitigate the quantization errors are

provided in Section V. Simulation results are depicted and

analyzed in Section VI. In Section VII, we conclude this work.

Notation: Upper-case and lower-case boldface letters denote

matrices and vectors, respectively. (·)T, (·)∗, (·)H, and (·)†
represent the transpose, conjugate, conjugate transpose and

pseudo-inverse. (A):,n and (A)m,: respectively represent the

n-th column and m-th row of A. ∥ · ∥F and | · | denote the

Frobenius norm and absolute value. The Kronecker product is

represented by ⊗. CN (µ, σ2) denotes the circular symmetric

complex Gaussian distribution with its mean being µ and

variance being σ2. diag(a) denotes the diagonal matrix with

elements of a on its diagonal. mod(a, b) returns the remainder

after the division a/b. unvec{x,y}(a) returns the x×y matrix

whose elements are taken columnwisely from a.

II. SYSTEM MODEL

A. Channel Model

We consider the uplink CE in a RIS-assisted mmWave

system. A RIS with M = Mx × My passive elements
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is equipped to enhance the communication between an N -

antenna BS and a single-antenna UE. The RIS and BS are

assumed to have uniform planar array (UPA) elements and

uniform linear array (ULA) antenna, respectively. The direct

UE-BS channel is neglected in this work. The channels are

assumed to be constant within a single block.

The classical Saleh-Valenzuela model is adopted to charac-

terize the channels. The RIS-BS channel G ∈ C
N×M and the

UE-RIS channel f ∈ C
M×1 can be respectively formulated as

G =

√

MN

LG

LG∑

lg=1

αlgbN (θGr

lg
)aM (υGt

lg
, ρGt

lg
)T,

f =

√

M

Lf

Lf∑

lf=1

βlfaM (υr
lf
, ρrlf ),

(1)

where LG, Lf denote the path number of G and f , re-

spectively. αlg , θ
Gr

lg
, υGt

lg
, ρGt

lg
represent the complex gain, the

spatial AoA at the BS, the spatial azimuth angle of departure

(AoD) at the RIS, and the spatial elevation AoD at the RIS

for the lg-th path. βlf , υ
r
lf
(ρrlf ) represent the complex gain,

the spatial azimuth (elevation) AoA at the RIS for the lf -th

path. bN and aM are the normalized array steering vectors

for BS and RIS. bN and aM can be represented as

bN (θ) =
1√
N

[ej2πθn]T,

aM (υ, ρ) = bMx
(υ)⊗ bMy

(ρ),

(2)

where n = [0, · · · , N − 1]. With the carrier wavelength being

λ, and the antenna spacing being d (d = λ/2 is assumed in

this paper), the relationship between the spatial angles and

their corresponding physical angles are

θ =
d cos(θphy)

λ
, υ =

d cos(υphy)

λ
,

ρ =
d cos(ρphy) sin(υphy)

λ
,

(3)

where θphy , υphy and ρphy are respectively the corresponding

physical angles at the BS, the physical azimuth angle at the

RIS, and the physical elevation angle at the RIS.

Considering the mmWave communication scenario, the

commonly used linear cascaded channel model is adopted in

this paper, i.e., the cascaded UE-RIS-BS channel is defined

as H ≜ Gdiag(f).1 By using the VAD representations,

H ∈ C
N×M can be decomposed as

H = UNH̄UT

M , (4)

where UN ∈ C
N×NG and UM ∈ C

M×MG are the dictionary

matrices at the BS and the RIS.

UN =[bN (θ1), · · · ,bN (θNG
)],

UM =UMx
⊗UMy

=[bMx
(υ1), · · · ,bMx

(υMGx
)]

⊗ [bMy
(ρ1), · · · ,bMy

(ρMGy
)],

(5)

1There are scenarios that the linear cascaded channel assumption may not
hold when taking the mutual coupling effect into account [26], [27]. But the
linear cascaded channel model remains applicable when the reverberation is
weak at higher frequencies (such as mmWave in this paper) due to stronger
absorption effects.

where NG,MGx
,MGy

denote the number of the pre-

determined grids, which usually satisfy NG ≥ N,MGx
≥

Mx,MGy
≥ My . θn = − 1

2 + (n−1)
NG

, n ∈ [1, NG]. υmx
=

− 1
2 + (mx−1)

MGx
, ρmy

= − 1
2 +

(my−1)
MGy

, mx ∈ [1,MGx
], my ∈

[1,MGy
], MG = MGx

MGy
. H̄ is the sparse cascaded channel

matrix in the angular domain, which contains a few non-zero

elements due to the limited paths of mmWave channels. Note

that the off-grid errors can not be avoided when uniformly

distributed grids are used to characterize the continuous angles.

Detailed discussions of this off-grid error will be provided in

SectinoV.

B. Problem Formulation

The received signal at the BS in the t-th timeslot can be

represented as:

yt = Gdiag(ωt)fxt + nt = Hωtxt + nt, (6)

where xt is the pilot symbol sent by UE, ωt ∈ C
M is the re-

flecting coeffcients of RIS at the t-th timeslot. nt ∼ CN (0, σ2
n)

is the additive white Gaussian noise (AWGN) at the BS. For

simplicity, we assume that xt = 1. Over T timeslots, the

received signal Y = [y1, · · · ,yT ] ∈ C
N×T is

Y = HW +N
(a)
= UNH̄UT

MW +N, (7)

where W = [ω1, · · · ,ωT ], N = [n1, · · · ,nT ]. (a) is obtained

by applying (4). Let Ỹ = (UH

NY)H, W̃ = (UT

MW)H, H̃ =
H̄H and Ñ = (UH

NN)H, (7) can then be rewritten as a sparse

signal recovery model

Ỹ = W̃H̃+ Ñ, (8)

where Ỹ ∈ C
T×NG is the measurement matrix, W̃ ∈ C

T×MG

is the sensing matrix, and H̃ ∈ C
MG×NG is the sparse signal.

III. STRUCTURE ANALYSIS OF THE SPARSE CHANNEL

In this section, structures of H̃ (referred to as the sparse

channel in the following content) are analyzed and summa-

rized. Firstly, we unveiled the relationship between the indices

of the non-zero elements in H̃ and the angles of the channels.

Then, three structural features of H̃, namely column-structure,

row-structure A, and row-structure B are analyzed successively

for further utilization. In addition, a showcase is presented to

illustrate these structures.

As proven in [28], H can be represented as

H =

√

MN

LG

LG∑

lg=1

αlgbN (θGr

lg
)aTM (υGt

lg
, ρGt

lg
)

diag





√

M

Lf

Lf∑

lf=1

βlfaM (υr
lf
, ρrlf )





=

√

MN

LGLf

LG∑

lg=1

Lf∑

lf=1

αlgβlfbN (θGr

lg
)

× aTM (υGt

lg
+ υr

lf
, ρGt

lg
+ ρrlf ).

(9)
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Applying (4) and (9), H̃ in (8) can then be rewritten as

H̃ =H̄H = (UH

NHU∗
M )H =

√

MN

LGLf

LG∑

lg=1

Lf∑

lf=1

α∗
lg
β∗
lf

× ã∗M (υGt

lg
+ υr

lf
, ρGt

lg
+ ρrlf )b̃

H

N (θGr

lg
),

(10)

where b̃N (θGr

lg
) ≜ UH

NbN (θGr

lg
), ãM (υGt

lg
+υr

lf
, ρGt

lg
+ρrlf ) ≜

UH

MaM (υGt

lg
+υr

lf
, ρGt

lg
+ ρrlf ). To further clarify the structure

of the H̃, Proposition 1 is introduced. Here, (υGt

lg
+ υr

lf
) and

(ρGt

lg
+ ρrlf ) are respectively referred to as the azimuth and

elevation cascaded AoA-AoD of the (lg, lf )-th subpath (the

cascaded subpath consists of the lg-th path of G and the lf -th

path of f ).

Proposition 1: Both b̃N (θGr

lg
) ∈ C

NG and ãM (υGt

lg
+

υr
lf
, ρGt

lg
+ρrlf ) ∈ C

MG have only one non-zero element, which

are respectively determined by the AoA at the BS and the

cascaded AoA-AoD (both azimuth and elevation) at the RIS.

Proof: Please refer to Appendix A.

In total, there are LGLf subpaths of the cascaded UE-RIS-

BS channel, contributing to LGLf non-zero elements in H̃.

Based on Proposition 1, it can be found that, each non-zero

element in H̃, denoted as hlg,lf , corresponds to one specific

subpath consisting of the lg-th path of G and the lf -th path

of f . Column and row indices of this non-zero elements in H̃

depend on θGr

lg
and {υGt

lg
, υr

lf
, ρGt

lg
, ρrlf }, respectively.

When {θGr

lg
, υGt

lg
, ρGt

lg
, υr

lf
, ρrlf } respectively equal to the

{nlg ,m
lg
x ,m

lg
y ,m

lf
x ,m

lf
y }-th pre-determined grid point,

Proposition 2 unveils the relationship between the angles of

the channels and the indices of the non-zero elements in H̃.

Proposition 2: The row and column indices of the non-

zero element hlg,lf in H̃ are (plg,lf − 1)MGx
+ qlg,lf and nlg

respectively, where plg,lf and qlg,lf are defined in (11).

Proof: Please refer to Appendix B.

Overall, there are no more than LG non-zero columns in H̃

due to the LG BS AoAs, and each non-zero column contains

no more than Lf non-zero elements due to the Lf cascaded

AoA-AoDs at the RIS.

A. Column-structure

It can be seen from (10) that the indices of the non-zero

columns in H̃ only depend on the spatial AoAs θGr

lg
at the

BS, and are independent of the angles at the RIS. Considering

that the RIS-BS channel varies more slowly than the UE-RIS

channel [21], Gk may last for τ(τ ≥ 1) blocks, i.e., Gk =

· · · = Gk+τ−1 = G. Consequently, H̃k, · · · , H̃k+τ−1 share

the indices of non-zero columns

Ωc
k = Ωc

k+1 = · · · ,Ωc
k+τ−1 = Ωc, (12)

where Ωc represents the supports of non-zero columns in H̃.

B. Row-structure A: common spacings within a single block

For the (lg, lf ) subpath, the azimuth cascaded AoA-AoD at

the RIS can be rewritten as

υGt

lg
+υr

lf
=υGt

lg
+υr

l′
f
−(υr

l′
f
−υr

lf
) =υGt

lg
+υr

l′
f
−∆υr

l′
f
,lf
, (13)

where ∆υr
l′
f
,lf

≜ υr
l′
f
−υr

lf
. l′f , lf ∈ [1, Lf ], l

′
f ̸= lf . Similarly,

the elevation cascaded AoA-AoD can be decomposed as

ρGt

lg
+ ρtlf = ρGt + ρtl′

f
−∆ρrl′

f
,lf
, (14)

where ∆ρrl′
f
,lf

≜ ρrl′
f
− ρrlf . Obviously, the angular differ-

ences ∆υr
l′
f
,lf

and ∆ρrl′
f
lf

solely depend on the l′f -th and

lf -th paths of f , and are irrelevant to G. The two non-

zero elements (hlg,l
′

f , hlg,lf ) resulting from the (lg, l
′
f ) and

(lg, lf ) subpaths lie on the same non-zero column in H̃ due

to the shared θGr

lg
. In addition, the corresponding row indices

(plg,l
′

f − 1)MGy
+ qlg,l

′

f and (plg,lf − 1)MGy
+ qlg,lf satisfy2

mod(plg,l
′

f −plg,lf ,MGx
)=mod(m

l′f
x −m

lf
x ,MGx

)≜∆prl′
f
,lf

mod(qlg,l
′

f −qlg,lf ,MGy
)=mod(m

l′f
y −m

lf
y ,MGy

)≜∆qrl′
f
,lf
,

(15)

where ∆prl′
f
,lf

and ∆qrl′
f
,lf

are defined as the azimuth and

elevation row spacings between hlg,l
′

f and hlg,lf .

From (13)-(15), we observe that within a single block,

there exist certain commonalities among the non-zero el-

ements located in different non-zero columns. Specifically,

{∆prl′
f
,lf
,∆qrl′

f
,lf
} are the same for {hlg,lf , hlg,l

′

f }, ∀lg ∈
[1, LG]. In other words, the spacings between the non-zero

elements resulting from the (lg, l
′
f ) and (lg, lf ) subpaths

are the same for ∀lg . This commonality can be exploited

to simplify CE. For instance, once {h1,1, · · · , h1,Lf } are

obtained. By choosing a reference element h1,l′f , the spacings

∆prl′
f
,lf
,∆qrl′

f
,lf

can be computed to serve as prior information

to simplify the estimation of the remaining non-zero elements.

2Eq. (15) is obtained based on (11), detailed derivation process is omitted
here for brevity.

plg,lf =







m
lg
x +m

lf
x +

MGx−2
2 if (m

lg
x +m

lf
x ) ∈ [2,

MGx

2 + 2)

m
lg
x +m

lf
x − MGx+2

2 if (m
lg
x +m

lf
x ) ∈ [

MGx

2 + 2,
3MGx

2 + 1]

m
lg
x +m

lf
x − 3MGx+2

2 if (m
lg
x +m

lf
x ) ∈ (

3MGx

2 + 1, 2MGx
],

(11a)

qlg,lf =







m
lg
y +m

lf
y +

MGy−2

2 if (m
lg
y +m

lf
y ) ∈ [2,

MGy

2 + 2)

m
lg
y +m

lf
y − MGy+2

2 if (m
lg
y +m

lf
y ) ∈ [

MGy

2 + 2,
3MGy

2 + 1]

m
lg
y +m

lf
y − 3MGy+2

2 if (m
lg
y +m

lf
y ) ∈ (

3MGy

2 + 1, 2MGy
] .

(11b)



Y. YOU et al.: ADAPTIVE CHANNEL ESTIMATION FOR RIS-ASSISTED SYSTEMS IN TIME-VARYING MMWAVE CHANNELS 5

°(a) Structures of  kH

ro
w

 i
n
d

ex

column index

5

10

15

20

25

30

35

unvec
unvec

1,3

rqD

p

q
1,1

k
h

1,2

k
h

1,3

k
h1,2

rqD

1,3

r
pD

1,2

rpD

1,3

rpD

p

2,1

k
h

2,2

k
h

2,3

k
h

q

1,2

r
qD 1,3

rqD

1,2

rpD

1 2 3 4 5 6

1,2 1,21, 4t tp qD = D =

°
1(b) Structures of  k+H

ro
w

 i
n
d

ex

column index

5

10

15

20

25

30

35
1 2 3 4 5 6

p

q
1,1

1k
h

+

1,3

1k
h

+

1,2

1k
h

+

unvec

p

q

2,1

1k
h

+

2,2

1k
h

+

2,3

1k
h

+

unvec

1,2 1,21, 4
t t
p qD = D =

Fig. 1. Structure of two cascaded sparse channels where Gk = Gk+1, M =36(6×6), N =6, LG=2, Lf =3. Colored rectangles represent the non-zero
elements, while gray rectangles represent the zero elements.

C. Row-structure B: common spacings among blocks

For the subpath consists of the lg-th path of G and the lf -th

path of f , the cascaded AoA-AoD at the RIS satisfy

υGt

lg
+υr

lf
= υGt

l′g
+υr

lf
−(υGt

l′g
−υGt

lg
)=υGt

l′g
+υr

lf
−∆υGt

l′g,lg
,

ρGt

lg
+ρrlf = ρGt

l′g
+ρrlf −(ρGt

l′g
−ρGt

lg
)=ρGt

l′g
+ρrlf −∆ρGt

l′g,lg
,

(16)

where l′g, lg ∈ [1, LG], l
′
g ̸= lg . ∆υGt

l′g,lg
≜ υGt

l′g
− υGt

lg
,

∆ρGt

l′g,lg
≜ ρGt

l′g
− ρGt

lg
are referred to as the azimuth and

elevation angular differences between the l′g-th and the lg-th of

G. Apparently, when G is constant, ∆υGt

l′g,lg
,∆ρGt

l′g,lg
remain

unchanged. Besides, the indices of the non-zero elements

resulting from the (l′g, lf ) and (lg, lf ) subpaths are related to

each other as follows

mod(pl
′

g,lf −pl
′

g,lf ,MGx
) =mod(m

l′g
x −mlg

x ,MGx
) ≜ ∆ptl′g,lg ,

mod(ql
′

g,lf −qlg,lf ,MGy
) =mod(m

l′g
y −mlg

y ,MGy
) ≜ ∆qtl′g,lg ,

(17)

where ∆ptl′g,lg ,∆qtl′g,lg are the azimuth and elevation row

spacings between hl′g,lg and hlg,lf in H̃.

Similarly, {∆υGt

l′g,lg
,∆ρGt

l′g,lg
} and {∆ptl′g,lg ,∆qtl′g,lg} are un-

related to f . Consequently, for the estimation of H̃k across

different blocks with the same Gk, these common angular dif-

ferences (or spacings) can be utilized to reduce the complexity

of the CE process. For example, with the CSI acquired in

previous blocks, {∆υGt

l′g,lg
,∆ρGt

l′g,lg
} or {∆ptl′g,lg ,∆qtl′g,lg} can

be calculated and leveraged to improve the estimation of CSI

in the current block when G remains unchanged.

D. Illustration of a showcase

A showcase has been presented in Fig. 1, where H̃k and H̃

share the same G. Therefore, for H̃k and H̃k+1, the indices of

the non-zero columns are the same, i.e., Ωc
k = Ωc

k+1 = {4, 6}.

For the subpaths that share the common UE-RIS paths

but different RIS-BS paths, subfigures in Fig. 1(a) reveal the

derived row-structure A. Specifically, choosing h1,1
k and h2,1

k

as reference elements in each non-zero column (i.e., l′f = 1
in (15)), {∆pr1,2 = 4,∆qr1,2 = 5} holds for both {h1,1, h1,2}
and {h2,1, h2,2}. Similarly, {∆pr1,3=2,∆qr1,3=5} applies for

both {h1,1
k , h1,3

k } and {h2,1
k , h2,3

k }.

As discussed in Section III-C, while fk, fk+1 are different

for Hk and Hk+1, the common RIS-BS channel G enables

{h1,1
k , h2,1

k } and {h1,1
k+1, h

2,1
k+1} to share the same value of

spacings, i.e., {∆pt1,2 = 1,∆qt1,2 = 4} applied to both H̃k

and H̃k+1(depicted in Fig. 1(b)).

IV. PROPOSED ADAPTIVE CE SCHEME

RIS-associated channels are typically considered to exhibit

the two-timescale property [21]. This property facilitates im-
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Fig. 2. The proposed adaptive CE scheme.

proved and simplified estimation of time-varying channels over

consecutive blocks by leveraging CSI of the quasi-static RIS-

BS channel. Existing approaches for RIS-assisted time-varying

CE usually assume a known and fixed variation mode of the

RIS-BS channel, i.e., the duration of unchanged G. Thus,

frequencies of estimating G and f vary accordingly [21],

[24], [25]. However, in practical scenarios, the variation of G

may deviate from such assumption, leading to a considerable

degradation in CE performance. To address this limitation, an

adaptive CE scheme is proposed in this paper. The proposed

adaptive scheme can dynamically select appropriate CE algo-

rithms for each block without relying on the aforementioned

ideal assumption.

As depicted in Fig. 2, the proposed adaptive scheme consists

of two stages within each block. In the initial block, the first

stage omits the check process due to the absence of prior

CSI, and the second stage exploits TP-OMP. In the subsequent

k-th (k > 1) block, estimation of the indices of the non-

zero columns in H̃k is initially performed, followed by a

check process to detect the changing status of Gk. During

the second stage, based on the result of the check process,

the adaptive scheme selects a more appropriate algorithm

to acquire full CSI. Specifically, SS-OMP is chosen if Gk

remains unchanged; otherwise, TP-OMP is employed. The

complete adaptive CE scheme is summarized in Algorithm 1.

Further detailed explanations of the two stages are provided

in Section IV-A and Section IV-B respectively.

A. Stage 1: Estimation of the Non-zero Columns and Check

1) Column Support Estimation (Step 2 in Alg. 1): Based

on (8), each column of Ỹk can be represented as

Ỹk(:, n) = W̃kH̃k(:, n) + Ñk(:, n), n∈ [1, NG]. (18)

It can be found that the columns of the received signal Ỹk

with higher energy correspond to the non-zero columns in

H̃k. Thus, the indices of the non-zero columns in H̃k can

be obtained by simply calculating the energy of the columns

in Ỹk.

Ωc
k = Γ(∥Ỹk(:, n)∥2F , LG), n = 1, · · · , NG, (19)

where Γ(A, l) denotes the operator to choose indices of the

l largest elements in A. After obtaining Ωc
k, CE can be

simplified as

Ỹk(:,Ω
c
k) = W̃H̃k(:,Ω

c
k) + Ñk(:,Ω

c
k), (20)

Algorithm 1 Adaptive Scheme for Multi-block CE

Input: Ỹk, W̃k, LG, Lf , M , N , MGx
, MGy

.

Output: Ĥk.

% Initialization

1: Ĥk = 0M×N

% Stage 1: Column estimation and the check process

2: obtain Ωc
k via (19).

3: if k = 1 then

4: Ωc = Ωc
1

5: Obtain
ˆ̃
H1(:,Ω

c) by TP-OMP.

6: else

7: Obtain χ via (22).

% Stage 2: Algorithm selection

8: if χ = 0 then

9: Update Ωc = Ωc
k.

10: Obtain
ˆ̃
Hk(:,Ω

c) by TP-OMP.

11: else

12: Obtain
ˆ̃
Hk(:,Ω

c) by SS-OMP.

13: end if

14: end if

15: Construct Ĥk via (21).

where Ỹk(:,Ω
c
k)∈C

T×LG , H̃k(:,Ω
c
k)∈C

MG×LG . Compared

to (8), the dimension of the sparse signal to be estimated in

(20) reduces by N/LG. And final estimation of the cascaded

channel Hk can be obtained via

Ĥk = UN (:,Ωc
k)

ˆ̃
HH

k (:,Ω
c
k)U

T

M . (21)

2) The Check Process (Step 7 in Alg. 1): Exploiting the

two-timescale of the RIS-assisted channels, existing works

assume that Gk remain the same during a certain number of

blocks, i.e., τ in (12) is known and fixed. Consequently, the

estimation of G is only required in the (nτ+1)-th (n ≥ 0)
block. However, the exact value of τ is unknown and may

vary in practical scenarios. Therefore, instead of assuming

a fixed and known τ , our proposed scheme incorporates a

check process to detect whether Gk remains the same as

in the previous blocks. Specifically, by comparing the AoAs

at the BS in the k-th block with those in the preceding

blocks, the proposed check process can effectively identify

if Gk has changed. Notably, the estimation of the non-

zero column indices (which correspond to the AoAs at the

BS) can be obtained with low computational complexity, as

presented earlier. The check process can then effectively detect

the changing status of Gk after column estimation without

introducing extra computational complexity or pilots. Details

of the check process are explained as follows.

In the initial block, the check process is omitted. Ωc is

then initialized as Ωc
1. For the k-th (k > 1) block, the check

process compares Ωc
k with the stored Ωc. The result of the

check process (denoted as χ) can be computed by

χ =

{

1, ifdiff(Ωc
k,Ω

c) = ∅

0, ifdiff(Ωc
k,Ω

c) ̸= ∅,
(22)
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Algorithm 2 TP-OMP for cascaded CE in the k-th block

Input: Ỹk, W̃k, Ωc, LG, Lf , MGx
, MGy

.

Output:
ˆ̃
Hk(:,Ω

c), ∆pt, ∆qt.

% Initialization

1:
ˆ̃
Hk(:,Ω

c)=0MG×LG
, ∆pt=∅, ∆qt=∅

2: for l = 1 to LG do

3: ỹl = Ỹk(:,Ω
c(l)), r̃ = ỹl

4: if l = 1 then

% Phase 1: estimate a reference non-zero column and

obtain the spacings

5: for j = 1 to Lf do

6: C = unvec{MGx ,MGy}(|W̃H

k r̃|)
7: [q1(j),p1(j)] = max(C)
8: s1(j) = (p1(j)− 1)Mx + q1(j)
9: h̃1 = W̃k(:, s1)

†ỹi,

10: r̃ = ỹ1 − W̃k(:, s1)h̃1

11: end for

// Calculate the spacings in (15).

12: ∆pr = p1(1)− p1(2 : Lf )
∆qr = q1(1)− q1(2 : Lf )

13: else

% Phase 2: Estimate the remaining non-zero columns

14: C = unvec{MGx ,MGy}(|W̃H

k r̃|)
15: C̃ = C+

∑Lf−1
j=1 circ[C,∆pr(j),qr(j)]

16: [pl(1),ql(1)] = max(C̃)
17: for i = 1 to Lf − 1 do

18: pl(i+ 1) = circ[pl(1),∆pr(i)]MGx

ql(i+ 1) = circ[ql(1),∆qr(i)]MGy

19: end for

20: sl = (pl − 1)MGx
+ ql

21: h̃l = W̃k(:, sl)
†ỹl

22: end if

23:
ˆ̃
Hk(sl,Ω

c(l)) = h̃l

// Calculate the spacings in (17) for SS-OMP.

24: ∆pt = ∆pt ∪ {p1(1)− pl(1)}
∆qt = ∆qt ∪ {q1(1)− ql(1)}

25: end for

where diff(a,b) returns the vector that contains different

entries of a and b. In particular, χ = 1 indicates that Gk

remains unchanged, while χ=0 means that Gk has changed.

B. Stage 2: Selection From the Candidate Algorithms

With the obtained χ, stage 2 of the proposed adaptive

CE scheme chooses a specific CE algorithm from the two

proposed candidate algorithms: Two-Phase OMP (TP-OMP)

and Structured-Shift OMP (SS-OMP). In particular, if Gk =
Gk−1 (χ=1), SS-OMP can be employed to acquire the CSI

with lower computational complexity. Otherwise, TP-OMP is

chosen to guarantee the CE performance.

1) The Proposed TP-OMP (Steps 5 and 10 in Alg. 1): TP-

OMP is proposed by exploiting the row-structure A analyzed

in Section III-B. The main procedure of TP-OMP is summa-

rized in Algorithm 2. After obtaining Ωc, the estimation of

each non-zero column in H̃k can be transformed into a sparse

denotes the zero locationsdenotes the non-zero locations 

( )c c% denotes the (modified) coherence value 

23c

22c

21c

21c

22c
23c

C °[ ,5,4] [ ,4,1]+ + =C C C Ccirc circ

[ ,5,4]Ccirc

p

q

[ ,4,1]Ccirc

Adding up

22c
23c

21c ac%
bc%

rpD

r
qD

[ , , ]
r r
p qD DCcirc

Fig. 3. The example of the correlation modification for the case of finding

the position of h
2,1
k

in Fig. 1, where ∆pr = {∆pr
1,2,∆pr

1,3} = {5, 2},

∆qr = {∆qr
1,2,∆qr

1,3 = {4, 5}.

vector recovery model

ỹk,l = W̃kh̃k,l + ñk,l, l=1, · · · ,LG, (23)

where ỹk,l = Ỹk(:,Ω
c(l))∈C

T , h̃k,l = H̃k(:,Ω
c(l))∈C

MG ,

ñk,l=Ñk(:,Ω
c(l)).

As revealed in the derivation of row-structure A, the

LGLf non-zero elements in H̃ have some common features.

Specifically, for each non-zero column, there are Lf non-zero

elements, and the intervals between these Lf elements are

determined by the angular differences among the Lf UE-RIS

channel paths. Within a single block, the intervals between

the Lf elements remain consistent across all LG non-zero

columns. Thus, the CE process can be simplified. In the

proposed TP-OMP, CE is divided into two phases.

Phase 1 (including steps 4-12 of Alg. 2): In phase 1

of TP-OMP, one of the non-zero columns, referred to as

the reference non-zero column h̃1, is firstly recovered via

conventional OMP3. Using the obtained h̃1, the azimuth and

elevation row spacings between the Lf non-zero elements in

h̃1 can be calculated, which provide the prior information for

the estimation of the remaining (LG − 1) non-zero columns.

Specifically, in step 12, by taking the firstly estimated non-

zero element h1,1 in h̃1 as the reference non-zero element

(l′f = 1), the specific spacing vectors ∆pr and ∆qr can be

easily obtained. It should be noted that both ∆pr and ∆qr

contain (Lf−1) entries since there are Lf non-zero elements

in a single non-zero column.

Phase 2 (including steps 13-24 of Alg. 2): In phase 2 of TP-

OMP, with the obtained ∆pr and ∆qr, recovery of remaining

non-zero columns h̃l(l∈ [2, LG]) can be simplified. For each

of the rest LG−1 non-zero columns, indices of the reference

non-zero element hl,1 is estimated in step 14-16. Different

3In the following descriptions, the subscript k is omitted. A more detailed
description of the OMP algorithm can be found in [29].
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from OMP, in step 15, the initially calculated correlation (C)
between the sensing matrix and residual is modified into C̃ to

find hl,1. An example is presented in Fig. 3 to illustrate this

modification process.

As shown in Fig. 3, the elements in C are first cyclically

shifted according to ∆pr and ∆qr. Subsequently, by adding

up all the cyclically shifted elements, step 16 is able to find the

specific index more accurately (Please refer to Remark 1 for

a detailed explanation). In the following steps 17-19, as (15)

implicates, the acquisition of ∆pr,∆qr allows the TP-OMP

to directly compute the indices of the remaining elements in

h̃l one by one without repeating correlation calculation. Step

21 gets the estimation of h̃l via LS. Finally, the spacings in

(17) can be directly computed in step 24, which are included

in the two sets ∆pt and ∆qt, with each of them having LG−1
entries.

Remark 1: The modification of coherence is able to mitigate

the impact of noise. Taking the first iteration as an example,

where the residual r̃ is initialized as ỹl. For the conventional

OMP, each entry of c = |W̃Hr̃| can be represented as

c(m) =

∣
∣
∣
∣
∣

T∑

t=1

w̃∗
t,m

(
MG∑

x=1

w̃t,xh̃l(x) + ñl(x)

)∣
∣
∣
∣
∣
, (24)

where w̃t,m denotes the entry in the t-th row and m-th column

of W̃. According to the CS theory, indices of the entries in

C with larger correlation values correspond to the indices of

the non-zero elements in h̃l. However, the existence of noise

makes this approach less effective, especially when SNR is

low. In contrast to the traditional OMP, after cyclic shifting

and adding up, each element in C̃ is a combination of multiple

entries in C, denoted as

c̃(p, q)
(a)
=

∑

I({p,q})
C(m), (25)

where m = (p − 1)MGx
+ q. In (a), I({p, q}) represents

the indices of the corresponsing positions after {p, q} being

cyclically shifted according to the spacings {∆pr,∆qr}.

An exemplary modification process is shown in Fig. 3, and

the spacings are computed via the showcase in Fig. 1. For the

recovery of h̃2, we have to first find the indices h2,1. With

known ∆pr = {∆pr1,2,∆pr1,3} and ∆qr = {∆qr1,2,∆qr1,3}
(obtained in step 12 of TP-OMP), each of the entries in C

successively conducts the cyclic shifting accordingly, resulting

in circ[C, 5, 4] and circ[C, 4, 1]. The top right corner

of Fig. 3 shows the direction of this cyclic shift. Then,

after an addition operation, the modified coherence matrix

C̃ is obtained. Each of the entries in C̃ contains Lf initial

coherence (3 in this example). It can be found that the value

of c̃a in Fig. 3 is the sum of all Lf non-zero locations, i.e.,

c̃a = c21+ c22+ c23
4. In contrast, other entries contain the

coherence of either one or no non-zero location, i.e., c̃b=c21.

Thus, the impact of noise on C̃ is relatively lower since the

noise is randomly distributed while the non-zero elements are

distributed with certain patterns. Therefore, the modification

of the coherence can mitigate the noise’s influence.

4The coherence values of the zero locations are omitted here for simplicity.

Algorithm 3 SS-OMP for cascaded CE in the k-th block.

Input: Ỹk, W̃k, Ωc, ∆pt, ∆qt, LG, Lf , MGx
, MGy

.

Output:
ˆ̃
Hk(:,Ω

c).
% initialization

1:
ˆ̃
Hk(:,Ω

c)=0MG×LG

% Estimate the reference non-zero column via OMP

2: ỹ1 = Ỹk(:,Ω
c(1)), r̃ = ỹ1

3: for j = 1 to Lf do

4: C = unvec{MGx ,MGy}(|W̃H

k r̃|)
5: [q1(j),p1(j)]=max(C)
6: s1(j) = (p1(j)− 1)MGx

+ q1(j)
7: h̃1 = W̃k(:, s1)

†ỹ1

8: r̃ = ỹ1 − W̃k(, : s1)h̃1

9: end for

10:
ˆ̃
Hk(s1,Ω

c(1)) = h̃1

% Estimate the remaining non-zero columns exploiting

row-structure B

11: for l = 2 to LG do

12: ỹl = Ỹk(:,Ω
c(l))

// Obtain the indices of the non-zero elements in each

non-zero column.

13: for i = 1 to Lf do

14: pl(i)=circ[p1(i),∆pt(l−1)]MGx

ql(i)=circ[q1(i),∆qt(l−1)]MGy

15: end for

16: sl = (pl − 1)MGx
+ ql

17: h̃l = W̃k(:, sl)
†ỹl

18:
ˆ̃
Hk(sl,Ω

c(l)) = h̃l

19: end for

2) The Proposed SS-OMP (Step 12 in Alg. 1): The pro-

posed SS-OMP targets for CE when Gk remains unchanged.

According to the row-structure B unveiled in Section III-C,

{∆ptl′g,lg ,∆qtl′g,lg} are common for the sparse channels with

the same RIS-BS channel. Hence, it is justifiable to leverage

this feature to enhance the CE process further. Details of SS-

OMP are listed in Algorithm 3. The shared spacing vectors

{∆pt,∆qt} required in SS-OMP are obtained via step 24 of

TP-OMP in former blocks. After initialization, there are also

two main parts of SS-OMP.

• Estimation of h̃1: SS-OMP starts by estimating a refer-

ence column via OMP in steps 2-10 (the same as Phase

1 of TP-OMP).

• Estimation of the remaining columns by structured

shift: With the acquisition of h̃1 and the spacings

{∆pt,∆qt}), steps 13-15 of SS-OMP successively ob-

tain the indices of the non-zero elements in each of the

remaining non-zero columns by cyclically shifting the

positions according to {∆pt,∆qt}.

Remark 2: It should be noted that there is no need to

first obtain the reference non-zero element (hl,1) in estimating

h̃l(l=2, · · · , LG) in SS-OMP. This is because the acquisition

of h̃1 and the spacings are enough to obtain the indices of the

remaining non-zero elements. For example, p2,1,· · ·, p2,Lf can

be directly calculated via (17) with known p1,1,· · ·, p1,Lf and

∆pt1,2. As a result, the complex coherence calculation (step 4
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in Alg. 3) only needs to be repeated Lf times in SS-OMP.

C. Computational Complexity

The comparison of the computational complexity is listed

in Table I5. To evaluate the computational complexity of TP-

OMP and SS-OMP within a single block, the estimation of

the non-zero columns supports is also included. In obtaining

the non-zero columns’ support, complexity mainly comes from

calculating the power of NG columns of Ỹ ∈ C
NG×T . The

resulting complexity is O(TNG).
The coherence calculation step contributes the most to

the complexity of OMP [29]. In TP-OMP, phase 1 requires

Lf times of coherence calculation, leading to a complexity

of O(LfTMG). The modification of coherence in step 15

adds a complexity of O((Lf − 1)MG). For the recovery of

the remaining non-zero columns in phase 2, the coherence

calculation only needs to be conducted once for each column.

In total, the computational complexity of TP-OMP is

O((LG+Lf −1)TMG)+O(TNG)+O((Lf −1)MG). (26)

SS-OMP only needs to repeat the coherence calculation Lf

times to obtain H̃(:,Ωc(1)), which contributes to the com-

plexity of O(LfTMG). Hence, the computational complexity

of SS-OMP within a single block is O(LfTMG)+O(TNG).

TABLE I
COMPARISON OF COMPUTATIONAL COMPLEXITY

Algorithms Complexity

Direct OMP [12] O(LGLfTNMGNG)

CS-EST [11] O(LGTNNG) +O(L2
GLfTNMG)

DS-OMP [15] O(TNG) +O(LGLfTMG)

BALS [10] O(M(TKM )) +O(N(KT +KM +M2))a

FBMP [14] O(TNMGNGPD)b

TP-OMP (proposed) (26)

SS-OMP (proposed) O(LfTMG) +O(TNG)

a The listed computational complexity is required for each iteration in
BALS. Also, for BALS, K ≥ M,T ≥ N should be satisfied.

b In FBMP, P,D respectively represent the stopping parameter and search
parameter. Please refer to [14] for more details.

D. Comparisons with Existing CE Schemes

A comparison between our proposed adaptive CE scheme

and other schemes is presented in Table II. In terms of pilot

transmission, the two-timescale scheme [21] adopted the dual-

link transmission between BS and RIS, requiring beam search

for the RIS to reflect the pilots towards the BS. In the anchor-

assisted approach [25], training pilots are exchanged between

the BS, anchor-1 (A1), and anchor-2 (A2) to obtain the CSI.

In the TAD-CE scheme [22], uplink pilots from adjacent BS

are required to conduct the RIS-BS angle estimation before

the UE connection. Pilots from UE are then needed for the

following stages. The CE scheme proposed in [24] requires

the RIS elements to have signal processing capabilities, and

thus semi-passive RIS elements are utilized. The BS first sends

pilots to the RIS in a large timescale to estimate the RIS-BS

channel. To estimate the UE-RIS channel in each block, UE

5Please refer to specific references for detailed derivations of the compu-
tational complexity.

sends pilots to RIS. In our proposed methods, only the uplink

pilots from the UE are needed.

While the aforementioned CE schemes leverage the two-

timescale property of RIS-assisted channels to lower the pilot

overhead, a common limitation is that they assume prior

knowledge of the timescales for channel variation and lack

adaptivity. On the contrary, the proposed adaptive scheme

in this paper does not make ideal assumptions about the

unchanged duration of G. The inclusion of the check process

allows for the timely selection of the appropriate CE algo-

rithms. Moreover, this process does not require any additional

hardware or involve more complex transmission schemes.

V. EXTENSION TO OFF-GRID METHODS

The CE algorithms discussed above rely on the assumption

that the AoAs and AoDs align precisely with discrete pre-

determined grids. Nonetheless, in reality, angles are continu-

ously distributed. Consequently, when mapping the continuous

angles onto discrete grids, off-grid errors (also referred to

as quantization errors) occur, which inevitably lead to a

degradation in CE performance.

There are numerous methods available to mitigate off-grid

errors [30]–[32]. While utilizing a finer grid interval can lower

the off-grid errors. However, increasing the number of grid

points significantly raises computational complexity. More-

over, it leads to a higher correlation within the sensing matrix,

which subsequently degrades the performance of compressed

sensing (CS)-based algorithms. Gridless approaches, such as

atomic norm minimization [30], suffer from computational

complexity that restricts their practical applicability in RIS-

assisted time-varying CE. A simpler alternative is to incor-

porate optimizations into on-grid methods to alleviate the

impact of off-grid errors. For instance, we have proposed a

discrete-continuous OMP (DC-OMP) [32] has been proposed,

which addresses this problem with relatively lower complexity.

Therefore, we adopt the idea presented in [32] to improve and

show the availability of our proposed methods in this paper.

A. Optimized Column Estimation

For the column estimation in Algorithm 1, due to the off-

grid error, obtaining the indices by simply calculating each

columns energy may no longer be effective. Instead, we esti-

mate the LG indices of the non-zero columns in H̃ (equivalent

to the non-zero rows in H̄ since H̃ = H̄H ) one by one with

an optimized OMP. Applying the VAD representation, (7) can

be rewritten as

Y = UNH̄UT

MW = UNX+N, (27)

where X ≜ H̄UT

M . It is easy to obtain that X is a row-

sparse matrix with LG non-zero rows. Consequently, (27) can

be viewed as a CS model, where UN is the sensing matrix, Y

is the measurement matrix, X is the row-sparse signal to be

recovered. To mitigate the quantization error, we include an

optimization step when applying OMP to estimate the indices

of the non-zero columns in H̃. Details of the optimized column

estimation are summarized in Algorithm 4.

In step 3, similar to the conventional OMP, the index

(sl) of the most correlated column in the sensing matrix
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TABLE II
COMPARISON OF DIFFERENT CE SCHEMES

Different CE schemes
Features

Pilot transmission Processing nodes No assumption on τ CE algorithm adjustment

The two-timescale scheme [21] BS-RIS-BS and UE-RIS-BS BS # #

The anchor-assisted scheme [25] A1-RIS-BS, A1-RIS-A2 and A2-RIS-UE BS, UE and the anchors # #

TAD-CE [22] Adjacent BS-RIS-BS, UE-RIS-BS BS # #

Semi-passive elements scheme [24] BS-RIS and UE-RIS RIS # #

The adaptive scheme (proposed) UE-RIS-BS BS ! !

Algorithm 4 Optimized column estimation in the k-th block

Input: Yk, ŨN , LG

Output: estimated Ωc and modified dictionary ŨN .

% initialization

1: R = Yk, Ωc
k = ∅

2: for l = 1 : LG do

3: sl = argmax1≤sl≤NG
∥(ŨH

NR)sl,:∥2F
4: Ωc

k = Ωc
k ∪ sl

5: θ̃l = argmaxθ̃lf1(θ̃l) ▷ Refine the estimated angle

6: ŨN (:, sl) = bN (θ̃l) ▷ Update the dictionary

7: A = ŨN (:,Ωc
k)

8: X̂ = A†Y
9: R = Y −AX̂

10: end for

with the residual is found. In step 4, the estimated column

set is augmented. Consequently, the corresponding estimated

spatial angle at the l-th iteration is θsl = − 1
2 + (sl−1)

NG
. Due

to the off-grid effect, in step 3, there may exist a larger

coherence value that corresponds to a continuous-distributed

angle near the discrete grid. Specifically, it is easy to obtain

that (ŨNR)sl,: = bH

N (θsl)R. The off-grid angle θ̃l satisfy

∥bH

N (θ̃l)R∥2F > ∥bH

N (θsl)R∥2F , where θ̃l is not in the pre-

determines grids.

Thus, an optimized angle can be obtained by solving a non-

linear constrained continuous optimization problem in step 5.

Similar to [32], the optimization problem can be formulated

as
max
θ̃l

f1(θ̃l) = ∥bH
N (θ̃l)R∥2F

s.t.

{

θsl = − 1
2 + (sl−1)

NG

|θ̃l − θsl | ≤ 1
2NG

.

(28)

With the obtained optimized angle θ̃l, the sensing matrix

can be updated with the corrected angles, i.e., θsl = θ̃l. Note

that ŨN is initialized as ŨN = UN . In this way, we adjust

the grid point and sensing matrix in every iterative step to find

more accurate angles and corresponding VAD representation

of H. Following the optimized column estimation, the check

process can be adjusted accordingly.

B. Optimized TP-OMP and SS-OMP

Similar to the optimized column estimation in Section V-A,

the estimated on-grid angles in TP-OMP and SS-OMP can be

corrected to the off-grid ones. For example, in the optimized

TP-OMP (O-TP-OMP), the results obtained from step 7 and

step 16 in Algorithm 2 can be modified by solving the

following optimization problem.

max
υ̃
j
i
,ρ̃

j
i

f2(υ̃
j
i , ρ̃

j
i ) =

∣
∣
∣
∣

(

WHbMx
(υ̃j

i )⊗ bMy
(ρ̃ji )]

)H

r̃

∣
∣
∣
∣

s.t.







υj
i = − 1

2 +
(pj

i
−1)

MGx

ρji = − 1
2 +

(qj
i
−1)

MGy

|υ̃j
i − υj

i | ≤ 1
2MGx

|ρ̃ji − ρji | ≤ 1
2MGy

,

(29)

where pji , q
j
i are respectively the j-th entries in pi,qi. With

the modified angles υ̃j
i , ρ̃

j
i , the corresponding column of UM

should be updated to bMx
(υ̃j

i )⊗bMy
(ρ̃ji ) to form the updated

dictionary ŨM,i accordingly.

In O-TP-OMP, angular differences in (13) and (14) should

be computed. Subsequently, the coherence modification of

O-TP-OMP can then be adjusted according to the obtained

angular differences. The cyclic shift can be replaced by adding

the coherence computed from shifted dictionaries. Importantly,

with the optimized dictionaries, H should be constructed as

H =

LG∑

i=1

ŨN (:,Ωc(l))ĥH

i U
H

M,i, (30)

where UM,i represents the matrix constructed by the steering

vectors of the estimated angles for each non-zero column.

Optimized SS-OMP (O-SS-OMP) can be similarly designed

to obtain the off-grid optimized channel estimation.

VI. SIMULATION RESULTS

In this section, the effectiveness of the proposed CE ap-

proaches is evaluated through numerical simulations in terms

of the accuracy of the check process, CE performance of the

TP-OMP and SS-OMP in a single block, the long-term CE

performance of the adaptive CE scheme, and the performance

of the optimized off-grid methods. In our simulations, the re-

flection pattern of RIS is randomly selected from [− 1√
M
, 1√

M
].

Other simulation parameters are listed in Table III. NG = N ,

MGx
= Mx, MGy

= My are assumed in the simulations.

The normalized mean squared error (NMSE) is defined as

NMSE = E{∥Ĥk − Hk∥2F /∥Hk∥2F } for CE performance

comparison. The signal-to-noise ratio (SNR) is defined as

SNR = E{∥W̃kH̃k∥2F /∥Ñk∥2F }.
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Fig. 4. Performances of the check process. In Fig. 4(b), T-1 and T-2 respectively represent the type-1 and type-2 errors. In Fig. 4(c), SNR=5 dB.

TABLE III
SIMULATION PARAMETERS

Parameters Values

(M,Mx,My) (256, 16, 16)

(dRB , dUR)a (20m, 20m)

(|αlg |, |βlf
|) (10−2d−2.1

RB
, 10−2d−4.2

UR
)

a dRB and dUR respectively represent the distance between the BS and
the RIS and the distance between the RIS and the UE.

A. Evaluation of the Check Process

Fig. 4(a) illustrates the accuracy of the proposed check

process at various SNRs with different pilot overhead. The

number of paths for Gk and fk are respectively assumed to

be LG=3 and Lf =6. The BS is considered to be equipped

with N = 32 antennas. It can be found a higher accuracy of the

check process at higher SNRs. In addition, with an increased

number of pilots, the accuracy grows. But even under relatively

unfavorable conditions, such as T = 32, SNR=0 dB, the

accuracy remains approximately 92%. When SNR=20 dB, the

accuracy approaches 100% for all pilot conditions. In Fig. 4(b),

the error rate of the check process is depicted. Specifically,

when the check process fails, there are two types of errors:

• Type-1 Error: If the check process regards an unchanged

RIS-BS channel as changed, TP-OMP should be utilized.

In this case, the computational complexity cannot be fur-

ther reduced (as TP-OMP exhibits higher complexity than

SS-OMP), but the CE performance can be guaranteed.

• Type-2 Error: If the RIS-BS channel has changed but

the check process fails to detect the variation, then the

type-2 error will occur. Note that this type of error can

not be 100% eliminated and it also exists in other existing

works (e.g., the two-timescale scheme [21]). However, the

likelihood of such errors is significantly lower compared

to Type-1 errors. As depicted in Fig. 4(b), Type-2 error

rates for T = {32, 64, 96, 128} are all very low. The

majority of errors made by the check process are Type-1,

whereas the probability of Type-2 error is nearly zero.

This is because we have designed strict rules for the

check process to make the “unchanged” verdict. More

specifically, the check process will make the “Gk is

unchanged” decision only when diff(Ωc
k,Ω

c) = ∅.

Fig. 4(c) reveals a clear relationship between the number of

antennas, the number of RIS-BS and UE-RIS channel paths,

and the corresponding accuracy. Firstly, the results indicate

that, with the same N and Lf , the accuracy tends to decline

when increasing LG. Because it is more difficult for the

column estimation to distinguish more non-zero columns from

the total N columns. Additionally, due to the same reason,

there is a noticeable improvement in the accuracy when N
increases with constant LG. Fortunately, it is reasonable that

LG ≪N in the sparse mmWave channels. Consequently, the

accuracy of the check process can be guaranteed.

In summary, as shown in Fig. 4, the proposed check process

is effective in detecting the changing status of Gk.

B. Performances of the Proposed Algorithms in Single Block

In this subsection, we compare the NMSE performance of

the two proposed algorithms (TP-OMP and SS-OMP) with the

direct OMP [12], CS-EST [11], DS-OMP [15], BALS [10],

and FBMP [14]. Specifically, the SS-OMP is exploited with

known ∆pt and ∆qt (estimated in the CE for former blocks).

In our simulations, the oracle LS provides the best achievable

CE performance with the perfect knowledge of the supports

of non-zero elements. To better illustrate the performance of

the algorithms, we also derived the theoretical lower bound of

estimation mean square error (MSE) for OMP-related methods

as follows.

Proposition 3: For the OMP-related CE methods, supposing

the ideal VAD representations of the channels are known, the

lower bound of estimation mean square error (MSE) is

E{∥vec(Ĥ)− vec(H)∥2F } =
λmin(D

HD)σ2
nL

2
GL

2
f

Tr(AHA)
, (31)

where D ≜ (U′
M ⊗ U′

N ), U′
M ,U′

N are the corresponding

ideal dictionaries, λmin represents the minimum eigenvalue

of (DHD). A ≜ (WTU′
M ⊗U′

N ).
Proof : Please refer to Appendix C.

In Fig. 5(a) and Fig. 5(b), the simulation parameters are set

as N=32, LG=3, Lf =6. Fig. 5(a) shows the NMSE perfor-

mance versus pilots of different algorithms, where SNR=0 dB.
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Fig. 5. CE performances within a single block.

It can be found that both the proposed TP-OMP and SS-

OMP outperform the compared algorithms (OMP, CS-EST,

DS-OMP, and FBMP). Specifically, the TP-OMP and SS-

OMP require about 33% fewer pilots compared with DS-OMP

to achieve an NMSE of −19 dB. This is because TP-OMP

and SS-OMP respectively utilize the inherent row structure

A and B of the cascaded channel as the prior information.

Consequently, the CE performance can be lifted.

In Fig. 5(b), T = 64 are provided for the CS-based algo-

rithms, and a total of MN=8192 pilots are given for BALS.

Obviously, compared with the tensor-based methods, leverag-

ing the sparsity of mmWave channels contributes significantly

to the reduction of pilots. In Fig. 5(b), TP-OMP and SS-OMP

show a more pronounced superiority at lower SNRs. However,

even in high SNRs, both TP-OMP and SS-OMP consistently

achieve lower NMSE compared to other benchmark methods.

Notably, the NMSE performance of TP-OMP and SS-OMP

can approach that of Oracle LS at higher SNRs. Considering

that SNR is typically unknown in communication, using TP-

OMP and SS-OMP is recommended to achieve better perfor-

mance with fewer pilots. It can also be calculated from Table I

that TP-OMP and SS-OMP respectively obtain about 55%
and 66% reduction of the computational complexity compared

with DS-OMP in this setup. Considering the requirements of

communication system applications, the lower complexity of

TP-OMP and SS-OMP ensures their practical feasibility.

Fig. 5(c) and Fig. 5(d) respectively show the NMSE per-

formance against the path number of RIS-BS (LG) and UE-

RIS (Lf ) channel, where N = 32, SNR= 0 dB, T = 64. In

Fig. 5(c), it can be seen that TP-OMP and SS-OMP achieve

more significant improvement with larger LG. Besides, both

Fig. 5(c) and Fig. 5(d) present similar trends, highlighting the

efficiency of exploiting row structures to achieve improved CE

performance when dealing with increasing path numbers.

C. Long-term Performance of the Adaptive CE Scheme

To evaluate the adaptivity of the proposed scheme, sim-

ulations for multiple blocks are included with comparative

analysis against the TP-OMP scheme. Specifically, the TP-

OMP scheme employs the TP-OMP in each block during
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the long-term CE process. In contrast, the proposed adaptive

scheme can select the CE algorithm (TP-OMP or SS-OMP)

according to the check result. Additionally, we include the

Oracle LS scheme, which is assumed to know the support of

the channel matrix in each block. Average NMSE is defined as

the average of multiple block CE NMSE and is regarded as a

metric to evaluate the long-term performance of the compared

schemes. In the simulations, if not specified, we consider the

probability of Gk and fk varying in each block to be 20% and

100%, respectively.

Fig. 6 presents the average NMSE performance of differ-

ent schemes concerning the RIS-BS channel paths LG with

various numbers of BS antennas, where T =64, SNR= 0 dB

and Lf = 6. It can be found that the adaptive scheme and

TP-OMP scheme have the same performance when LG = 1.

Because they exploit the same estimation process of a single

non-zero column. According to the analysis of Fig. 4(c), it

is known that the larger LG results in lower accuracy of the

check process. As a result, when LG grows, the performances

of all schemes degrade. Notably, the performance of the

adaptive scheme is very close to the TP-OMP scheme. This

is because there does exist little error propagation among

blocks of the adaptive scheme. Also in Fig. 6, it can be seen

that even with a decreased accuracy of the check process

(larger LG according to Fig. 4(c)), the performance of the

adaptive scheme still approaches that of the TP-OMP scheme.

This further indicates that the errors resulting from the check

process can be interrupted and corrected by choosing the TP-

OMP algorithm which does not rely on CSI from the former

blocks. Fig. 6 confirms the necessity of the strict check rule

and the reliability of the proposed adaptive scheme.

Fig. 7 presents the average NMSE performance of the two-

timescale scheme [21] and the proposed adaptive schemes

against different SNRs, where N=32. The pilots for the large-

timescale and small-timescale CE are respectively ML=512
and M/N = 8, where L = 2 is the transmitter antennas at

the BS [21]. For the proposed schemes, 64 pilots are used.
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It should be noted that to demonstrate the adaptability of

the proposed adaptive scheme, we also compare the proposed

adaptive scheme with another scheme named the non-adaptive

scheme. The non-adaptive scheme utilizes TP-OMP or SS-

OMP at a fixed mode, i.e., TP-OMP is employed in the

(nτ + 1)-th block (n ≥ 0) and SS-OMP is employed in

the remaining blocks. For the two-timescale and non-adaptive

scheme, we assume the high-dimensional estimation of G

and SS-OMP are conducted every 5 block in the simulations.

From Fig. 7, it can be seen that when the channel variation

follows the assumed mode, both the two-timescale scheme

and the non-adaptive scheme can obtain desirable average

NMSE performance. However, in practical communications,

the channels do not change regularly. As a result, when the

assumption does not hold (random τ in the simulations), the

performances of these two schemes drop dramatically. For a

fair comparison, Fig. 7(b) illustrates the NMSE performance of

the proposed adaptive scheme with random τ and fixed τ=5.

The performances of the adaptive scheme under different

channel changing modes (fixed τ=5 and random τ ) are very

close, which demonstrates the stability and practicality of the

proposed adaptive scheme.

In conclusion, for the long-term CE, the proposed adaptive

CE scheme can achieve desirable performance at the cost
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of much lower computational complexity and fewer pilots

compared with existing methods. More importantly, the adap-

tive scheme can maintain good performance even when the

variation rate of Gk is unknown.

D. Evaluation of the off-grid methods

Simulation results of the proposed methods with optimiza-

tions to combat the off-grid errors are depicted in Fig. 8 and

Fig. 9. It can be seen from Fig. 8 that the accuracy of the

optimized column estimation and check process still exceeds

88% and approaches 100% with increased SNR and pilots.

To evaluate the performance of the proposed O-TP-OMP

and O-SS-OMP, we include the widely used multi-grid OMP

(MG-OMP) [33] for comparison. Specifically, in each itera-

tion, MG-OMP starts with a coarse grid estimated by OMP

and then adopts a finer grid interval around the coarse grid

to search for a more accurate grid point. Fig. 9 reveals

that TP-OMP and SS-OMP still outperform other on-grid

algorithms at lower SNRs in off-grid scenarios. It can also

be seen from Fig. 9 that the O-TP-OMP and O-SS-OMP can

alleviate quantization errors and achieve superior performance

compared with MG-OMP. Additionally, it is viable for our

proposed methods to incorporate alternate off-grid mitigation

methods to achieve enhanced performance.

In terms of computational complexity, for MG-OMP, similar

to OMP [12], each coherence calculation in MG-OMP results

in a complexity of O(TNMGNG). To obtain an estimated

angle, MG-OMP requires multiple times coherence calcula-

tions in different angular resolutions. Furthermore, the sensing

matrix has to be updated in each iteration by calculating

the high-dimensional Kronecker product, which also leads

to additional cost of computational complexity. Both O-TP-

OMP and O-SS-OMP have higher computational complexity

compared with their on-grid versions. For O-TP-OMP and

O-SS-OMP, by dividing the CE into multiple stages, the

coherence calculation in each iteration has a complexity of

O(MGT ). In contrast to the MG-OMP, O-TP-OMP and O-SS-

OMP eliminate the need for repeated coherence calculation.

Thus, by solving the optimization problem within a relatively

small range, both O-TP-OMP and O-SS-OMP have much

lower computational complexity than MG-OMP.

VII. CONCLUSION

In this paper, we proposed an adaptive CE scheme for

the RIS-assisted systems in time-varying mmWave channels.

Firstly, we analyzed the inherent structures of the UE-RIS-BS

channel in the angular domain, which provides the theoretical

foundation for the design of the proposed methods. Within the

proposed two-stage adaptive CE scheme, a check process is

included in the first stage to detect if the RIS-BS channel

has changed among blocks. By utilizing the result of the

check process, the adaptive scheme can dynamically select

the appropriate CE algorithms from two proposed algorithms:

TP-OMP and SS-OMP. The adaptive scheme maintains robust

performance even when the channel variation rate is unknown.

Simulation results confirm the adaptive CE scheme’s ability

to achieve desirable long-term CE performance with reduced

computational complexity and pilot overhead.

APPENDIX A

THE PROOF OF PROPOSITION 1

Specifically,

b̃H

N (θGr

lg
) =bH

N (θGr

lg
)[bN (θ1), · · · ,bN (θNG

)]

(a)
=[x1, · · · , |bN (θn)|2, · · · , xN ],

(32)

where in (a),

xn =
1

N

N∑

i=1

e
j2π(i−1)(υGr

lg
−υn) =

1

N

1−e
j2πN(υGr

lg
−υn)

1− e
j2π(υGr

lg
−υn)

.

(33)

And

lim
N→∞

xn =

{

0, if υGr

lg
̸= υn

1, if υGr

lg
= υn

. (34)

Thus, xi(i = 1, · · · , NG, i ̸= n) is negligible compared with

xn = |bN (θn)|2 = 1. Hence, index of the only one non-zero

element in b̃H

N is determined by θGr

lg
.
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For UPA, the steering vector in the angular domain is

ãM (υGt

lg
+υr

lf
, ρGt

lg
+ρrlf ) = UH

MaM (υGt

lg
+υr

lf
, ρGt

lg
+ρrlf )

= (UH

Mx
⊗UH

My
)
(

bMx
(υGt

lg
+ υr

lf
)⊗ bMy

(ρGt

lg
+ρrlf )

)

(a)
=
(

UH

Mx
bMx

(υGt

lg
+υr

lf
)
)

⊗
(

UH

My
bMy

(ρGt

lg
+ρrlf )

)

(b)
= b̃Mx

(υGt

lg
+υr

lf
)⊗ b̃My

(ρGt

lg
+ρrlf ),

(35)

where (a) is obtained by following AB ⊗ CD = (A ⊗
C)(B⊗D). In (b), b̃Mx

(υGt

lg
+υr

lf
) ≜ UH

Mx
bMx

(υGt

lg
+υr

lf
),

b̃My
(ρGt

lg
+ ρrlf ) ≜ UH

My
bMy

(ρGt

lg
+ ρrlf ). As been proved,

both b̃Mx
and b̃My

have one non-zero element respectively

depending on υGt

lg
+υr

lf
and ρGt

lg
+ρrlf . Therefore, there exists

only one non-zero element in ãM (υGt

lg
+ υr

lf
, ρGt

lg
+ ρrlf ). ■

APPENDIX B

THE PROOF OF PROPOSITION 2

Based on the proof of Proposition 1, it is easy to find

that the column index of the non-zero element related to the

lglf -th subpath is nlg . The following discusses how the row

coordinate is determined. According to (2), the steering vector

of the cascaded azimuth angle at the RIS is

bMx
(υGt

lg
+ υr

lf
) =

1√
Mx

[e
j2πmx(− 1

2
+

m
lg
x −1

MGx
− 1

2
+

m
lf
x −1

MGx
)
]T

=
1√
Mx

[e
j2πmx(−1+

m
lg
x +m

lf
x −2

MGx
)
]T,

(36)

where mx = [0,· · ·,Mx − 1]. Further, b̃Mx
(υGt

lg
+ υr

lf
) =

UH

Mx
bMx

(υGt

lg
+ υr

lf
) can be represented as

b̃Mx
(υGt

lg
+ υr

lf
) = [bMx

(υ1), · · · ,bMx
(υMGx

)]H

× bMx
(−1 +

m
lg
x +m

lf
x − 2

MGx

),
(37)

where υmx
=− 1

2+
mx−1
MGx

, mx∈ [1,MGx
]. (−1+m

lg
x +m

lf
x −2

MGx
) ∈

[−1, 1− 2
MGx

] since (m
lg
x +m

lf
x ) ∈ [2, 2MGx

].

Assuming the index of the non-zero element in b̃Mx
(υGt

lg
+

υr
lf
) is plglf , according to (34), it must satisfy

bMx
(υ

p
lglf ) = bMx

(−1 +
m

lg
x +m

lf
x − 2

MGx

). (38)

Since ej2πmx(·) is a periodic function with a period of 1, we

can always find a υ
p
lglf to meet the requirement in (38) by

circular shifting for any Mx = 2n, n≥1. We discuss the value

of plglf in different cases as follows.

Case 1: If (−1 + m
lg
x +m

lf
x −2

MGx
) ∈ [−1,− 1

2 ), i.e., (m
lg
x +

m
lf
x ) ∈ [2,

MGx+2
2 ), then

bMx
(−1+

m
lg
x +m

lf
x −2

MGx

)=
1√
Mx

ej2πmx(−1+
m

lg
x +m

lf
x −2

Mx
)

(a)
=

1√
Mx

e
j2πmx(− 1

2
+

m
lg
x +m

lf
x +

MGx
−2

2
−1

MGx
)

(39)

where (a) can be obtained since ej2πmxx = ej2πmx(x+1).

Conseuquently, plg,lf = (m
lg
x +m

lf
x +

MGx−2
2 ) in this case.

Case 2: If (−1+m
lg
x +m

lf
x −2

MGx
) ∈ [− 1

2 ,
1
2− 1

MGx
], i.e., (m

lg
x+

m
lf
x ) ∈ [

MGx

2 +2,
3MGx

2 +1], then

bMx
(−1+

m
lg
x +m

lf
x −2

MGx

) =
1√
Mx

e
j2πmx(−1+

m
lg
x +m

lf
x −2

MGx
)

=
1√
Mx

e
j2πmx(− 1

2
+

m
lg
x +m

lf
x −

MGx
+2

2
−1

MGx
)

(40)

Thus, plg,lf = (m
lg
x +m

lf
x − MGx+2

2 ) in case 2.

Case 3: If (−1 + m
lg
x +m

lf
x −2

MGx
) ∈ ( 12 − 1

MGx
, 1− 2

MGx
], i.e.,

(m
lg
x +m

lf
y )∈(

3MGx

2 +1, 2MGx
], then

bMx
(−1+

m
lg
x +m

lf
x −2

MGx

)=
1√
Mx

e
j2πmx(−1+

m
lg
x +m

lf
x −2

MGx
)

(a)
=

1√
Mx

e
j2πmx(− 1

2
+

m
lg
x +m

lf
x −

3MGx
+2

2
−1

MGx
)

(41)

where (a) can be obtained since ej2πmxx = ej2πmx(x−1). In

this case, plg,lf = (m
lg
x +m

lf
x − 3MGx+2

2 ).

With the discussion above, (11a) can be obtained. Similaly,

(11b) is attainable. ■

APPENDIX C

THE PROOF OF PROPOSITION 3

With an ideal VAD representation, the cascaded channel H

can be decomposed as

H = U′
NΠU′

M , (42)

where U′
N ∈ C

N×LG , U′
M ∈ C

M×Lf are the corresponding

steering matrices. Π ∈ C
LG×Lf is the channel gain matrix.

The received signal (7) can be rewritten as

y = vec(Y) = (WTU′
M ⊗U′

N )vec(Π) + vec(N). (43)

In OMP, the oracle estimator of H aims to obtain Π by

assuming perfect knowledge of the steering vectors. It then

proceeds to estimate vec(Π) via the LS method: vec(Π̂) =
(AHA)−1AHy, where A ≜ (WTU′

M ⊗ U′
N ). Define X ≜

AHA, which satisfies

rank(X−1) = rank((AHA)−1) = rank(A) = LGLf .
(44)

The mean square error (MSE) of the estimated Π̂ can be

calculated as

E{∥e∥2F } = E{∥vec(Π̂)− vec(Π)∥2F }
= E{X−1AH(Avec(Π) + n)− vec(Π)∥2F ∥
= E{∥(X−1AHn)HX−1AHn∥2F }
= σ2

nTr(X
−1),

(45)
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where σ2
n is the variance of the noise. Furthermore,

Tr(X−1) =

LGLf∑

l=1

λl

(
X−1

)
= LGLf

1

LGLf

LGLf∑

l=1

λl

(
X−1

)

≥
L2
GL

2
f

∑LGLf

l=1
1

λl(X−1)

=
L2
GL

2
f

Tr(X)
,

(46)

where λl(X
−1) denotes the l-th eigenvalue of X−1. With the

obtained vec(Π̂), oracle estimate of H can be composed.

Exploiting the property of Kronecker product, we have

vec(Ĥ) = (U′
M ⊗U′

N )
︸ ︷︷ ︸

D

vec(Π̂). (47)

Consequently, MSE of vec(Ĥ) can be given by

E{∥vec(Ĥ)− vec(H)∥2F } = E{∥De∥2F }
= E{∥eHDHDe∥2F }

≥λmin(D
HD)E{∥e∥2F } =

λmin(D
HD)σ2

nL
2
GL

2
f

Tr(X)
,

(48)

where the inequality holds due to the positive definiteness of

DHD. Similar derivation can also be found in [31]. ■
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