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S U M M A R Y 

Inter mediate-depth ear thquakes, accommodating intraslab defor mation, typically occur within 

subduction zone settings at depths between 60–300 km. These events are in a unique position 

to inform us about the geodynamics of the subducting slab, specifically the geometry of the 
slab and the stress state of the host material. Improvements in the density and quality of 
recorded seismic data enhance our ability to determine precise locations of intermediate-depth 

earthquakes, in order to establish connections between event nucleation and the tectonic setting. 
Depth phases (near-source surface reflections, e.g. pP and sP ) are crucial for the accurate 
determination of earthquake source depth using global seismic data. Ho wever , they suffer 
from poor signal-to-noise ratios in the P wave coda. This reduces the ability to systematically 

measure differential traveltimes to the direct P arri v al, particularl y for the frequent lower 
magnitude seismicity which highlights considerable seismogenic regions of the subducted 

slabs. To address this limitation, w e ha v e dev eloped an automated approach to group globally 

distributed stations at teleseismic distances into ad-hoc arrays with apertures of 2.5 

◦, before 
optimizing and applying phase-weighted beamforming techniques to each array. Resultant 
vespagrams allow automated picking algorithms to determine differential arrival times between 

the depth phases and their corresponding direct P arri v al. Using these dif ferential times we can 

then determine the depths of earthquakes, which in turn can be used to create a catalogue of 
relocated events. This will allow new comparisons and insights into the governing controls on 

the distribution of earthquakes in subducted slabs. We demonstrate this method by relocating 

intermediate-depth events associated with northern Chile and the Peruvian flat slab regions 
of the subducting Nazca plate. The relocated Chilean catalogue contains comparable event 
depths to an established catalogue, calculated using a semi-automated global methodology, 
which serves to validate our fully automatic methodolo gy. The ne w Peruvian catalo gue we 
generate indicates three broad zones of seismicity approximately between latitudes 1–7 

◦S, 
7–13 

◦S and 13–19 

◦S. These align with flat to steep slab dip transitions and the pre viousl y 

identified Pucallpa Nest. We also find a regionally deeper slab top than indicated by recent 
slab models, with intraslab events concentrated at points where the slab bends, suggesting a 
link between slab flexure and intermediate-depth earthquake nucleation. 

Key words: South America; Time-series analysis; Seismicity and tectonics; Subduction zone 
processes. 
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 I N T RO D U C T I O N  

nter mediate-depth ear thquakes – those with hypocentral depths
etween 60–300 km – occur in all acti vel y subducting slabs (e.g.
rohlich 2006 ) and, although they comprise only a small propor-

ion of the total seismic moment release associated with subduction
ones, they can present a significant seismic hazard of the overlying
opulation centres (Abe 1972 ; Beck et al. 1998 ). Despite this, they
C © The Author(s) 2024. Published by Oxford University Press on behalf of The R
article distributed under the terms of the Creative Commons Attribution License (
permits unrestricted reuse, distribution, and reproduction in any medium, provided
emain one of the least-well understood types of earthquake, with
pen questions as to what controls their occurrence, distribution
nd nucleation (Hacker et al. 2003 ; Frohlich 2006 ; Ferrand et al.
017 ; Hosseinzadehsabeti et al. 2021 ). One of the principal issues
imiting our understanding of such earthquakes is the difficulty in
ccurately locating these earthquakes, and their relationship to the
heology, geometr y and str ucture of the host slab. Determining ac-
urate locations for such ear thquakes, par ticularly in regions with
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Figure 1. 2-D schematic of the P , pP and sP ray paths from an earthquake hypocentre (star) to a teleseismic receiver (triangle), and an example vertical 
component, v elocity wav eform from station 034A of the TA network. The waveform is taken from the 2010 May 23, m b 6.2 event located at ( −13.98, −74.37). 
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little near-field seismic instrumentation can be difficult, and sub- 
ject to significant uncer tainty. Ear thquake depth, in par ticular, is of 
g reat impor tance, as both rheological proper ties and intraslab stress 
change fastest in the vertical direction, with the greatest complexity 
in seismogenic structure. 

For global earthquake location, a vital observation offering both a 
direct and an independent constraint on the depth of an earthquake 
is the relative delay time of teleseismic depth phases (Fig. 1 ) –
near-source surface reflections ( pP and sP ), which otherwise follow 

a similar ray path to the associated direct phase ( P ). The relative 
delay time of these depth phases is dependent on depth of the earth- 
quake below the overlying surface and the near source velocity 
structure. Hence, in cases where the velocity structure is reasonably 
well known, the delay time offers a precise constraint on earthquake 
hypocentral depth, which is independent of the absolute traveltime 
of any of the various phases. Therefore, depth determination us- 
ing the relative arrival times is unaffected by any velocity structure 
variations outside of the near-source region, and additionally inde- 
pendent of the lateral location. 

Ho wever , for smaller earthquakes ( M w < 6 ), depth phases are 
often difficult to identify – depth phase detection is hindered by their 
relati vel y low amplitude, and by the increased background ‘noise’ 
levels present in the direct phase coda, particularly for earthquakes 
in areas with complex near-source velocity structures. The recorded 
amplitude of the arri v als depends upon factors such as the moment 
magnitude, radiation pattern and the attenuation during transmission 
from source to recei ver. Additionall y, higher magnitude events at 
shallower depths are likely to have longer source durations and 
shorter relative delay times between the phases, which can result in 
the depth phases and the direct arri v al overlapping and interfering 
with each other, further hindering identification. 

One approach has been to enhance the detectability of depth 
phases by stacking waveform data where depth phases are coher- 
ent – an approach commonly employed using data from the lim- 
ited number of small aperture arrays (typically < 0 . 4 ◦ or 50 km) 
around the world (e.g. Heyburn & Bowers 2008 ; Craig & Hey- 
burn 2015 ) via beamforming. Other approaches have tried to apply 
either time-compression or distance-dependent windowing of the 
waveform to allow the stacking of data from wide aperture (typi- 
cally these can be > 9 ◦ or 1000 km) or global arrays (Woodgold 
1999 ; Murphy & Barker 2006 ; Tibuleac 2014 ; Craig 2019 ; Fang & 

Van Der Hilst 2019 ). Ho wever , with the increasing station density 
of long-term seismic networks, more recent approaches have been 
developed which construct ‘medium’ aperture (typically < 5 ◦ or 
556 km; Florez & Prieto 2017 ) seismic arrays, which suffer from 

neither the geographic sparsity of small-aperture arrays, nor the 
coherence limits of wide-aperture arrays. With the rapid increase 
in station density across many continental regions, the construc- 
tion of large numbers of medium-aperture arrays is now possible 
for many, if not all, contemporary earthquakes, and offers a vital 
avenue to greatly increase the number of depths phases observed 
in global seismic catalogues, and to greatly improve the location of 
intermediate depth earthquakes, in particular. 

Approaches to the accurate determination of earthquake depths 
tend to divide into two groups: those using the pre-identified ar- 
ri v al times of specific seismic phases (including depth phases; 
e.g. Engdahl et al. 1998 ; Bond ár & Storchak 2011 ; M ünchmeyer 
et al. 2023 ), and those determining location parameters through 
the inversion of waveform data (over a window encompassing the 
depth phases; e.g. Craig et al. 2011 ; Devlin et al. 2012 ; Craig & 

Hull 2024 ). In general, the latter has required significant compu- 
tational and analytical resources, and has largely been restricted 
to studies of specific events, seismic sequences, or carefully de- 
fined regions, whilst the former forms the basis for most global 
earthquake catalogues. Here, we instead aim to automate an inno- 
v ati ve hybrid approach to waveform processing to greatly increase 
the number of depth phases for which relative traveltimes can be 
determined. 

In this paper, we demonstrate a dynamic and fully automated 
approach to relocate the hypocentres of intermediate-depth earth- 
quakes in depth using the relative delay times between the P wave 
and its associated depth phases ( pP and sP ). The approach leverages 
the increasing abundance of teleseismic data to allow the construc- 
tion of adaptive teleseismic seismic arrays, which aim to image and 
detect clear depth phases for smaller magnitude events. We start 
by illustrating our processing w orkflo w (see Section 2 ) using an 
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Figure 2. Workflow summarizing the key steps of the method. Purple outlined boxes (left column) indicate processes related to assembling the event catalogue, 
b lue outlined bo xes (middle left column) indicate processes related to teleseismic data loading and pre-processing, and green outlined boxes (middle right and 
right columns) indicate processes related to depth determination. 
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xample earthquake from Peru, then presenting comparisons with
re vious depth-phase deri ved catalo gues from nor ther n Chile (see
ection 3 ), before showing a regional case study based on the Pe-
uvian subduction zone (see Section 4 ). 

 R E L  O C AT I O N  A L  G O R I T H M  

o relocate intermediate-depth earthquakes automatically, we create
ynamic medium-aperture ad-hoc arrays, independently generated
o optimize usage of the available teleseismic data for each earth-
uake (see Section 2.3 ), detect and automatically pick the P , pP
nd sP phases from signal-to-noise enhanced vespagrams (see Sec-
ion 2.4 ) and convert the pP –P and sP –P relative times to depth (see
ection 2.5 ). This builds upon the methodology outlined in Florez
 Prieto ( 2017 ). 
The approach presented here can be used to create a high-

esolution, regional intermediate-depth earthquake catalogue using
epth phases. The primary aim is the determination of event cata-
ogues for inter mediate-depth ear thquakes in subduction zones, but
ur approach maintains the scope to handle deeper earthquakes in
he continental crust, provided a clear separation between the di-
ect arri v al and depth phases is present (Wimpenny et al. 2023 ).
lobally, there are many regions which do not possess dense, local

eismic networks and therefore lack near-field data for the constraint
f earthquake location – a problem particularl y pre v alent in remote
r oceanic subduction settings – and it is in these settings that we
nticipate the method presented here will be particularly impactful.
ig. 2 shows the workflow of our approach, which we will discuss

n the upcoming sections. 

.1 Selecting events 

o select candidate earthquakes for relocation, we start from a pre-
iminar y ear thquake catalo gue containing e vent locations, times
nd magnitudes. For the examples in this section, we use the In-
ernational Seismological Centre (ISC) catalogue post-1995, with a
earch box over Peru, a depth range of 40–350 km and a magnitude
ange of m b 3.0–6.5. We begin with a catalogue which extends into
agnitudes well below where we would typically expect to detect

epth phases and with a larger depth range, in order to determine a
ower magnitude limit for our approach (see Section 4.1 ), and test
he ability of our approach to handle shallower and deeper depth
ata. For the upper magnitude limit, we choose a m b 6.5 cut-off
ecause we feel that more impact will be achieved by focusing on
elocating smaller, less well constrained events – for earthquakes
arger than this, depth phases are typically detectable in single-
tation data. Restricting the relocation of upper magnitude events
lso limits the application of a point source assumption, as larger
arthquakes are more likely to consist of complex fault plane me-
hanics and multiple areas of slip. 
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Figure 3. Mean number of phases ( P , pP or sP ) found per moment mag- 
nitude, provided by the Global Centroid Moment Tensor Project (GCMT) 
catalo gue (Dzie wonski et al. 1981 ; Ekstr öm et al. 2012 ), whilst (a) apply- 
ing a 1–10 s bandpass filter for three seismic data types — displacement, 
velocity and acceleration, and (b) applying five bandpass filters to velocity 
data. 
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2.2 Data and data processing 

For a given earthquake from the event catalogue (Section 2.1 ) we 
take all available vertical component station data recorded on chan- 
nels BH and HH at teleseismic distances (30–90 ◦ epicentral angle) 
from the initial location, from all of the open access FDSN (In- 
ternational Federation of Digital Seismograph Networks) data cen- 
tres (see Data Availability section). We limit our station selection 
to those existing at teleseismic distances to allow sufficient time 
for the depth phase arri v als from intermediate-depth earthquakes to 
separate, whilst limiting the interference of upper mantle reflections 
and triplications. 

Indi vidual w aveforms are limited to 200 s before the event ori- 
gin time to 1500 s after, and subsequently checked and discarded 
automatically if there are incomplete traces, missing metadata or in- 
strument responses. All remaining waveforms have their instrument 
response deconvolved, leaving the data recorded in units of veloc- 
ity, are linearly detrended, tapered at 5 per cent of the trace length, 
bandpass filtered between 1–10 s using a three-corner Butterworth 
filter, resampled to 10 Hz and normalized to their peak amplitude 
(see Fig. 2 ). The final quality checked data will be dynamically 
grouped into medium-aperture ad-hoc arrays (see Section 2.3 ). 

2.2.1 Determination of optimal filter parameters 

We determine an optimum combination of bandpass filter (1–10 s) 
and seismic data (velocity) by testing five filter ranges on all three 
types of data (displacement, velocity or acceleration) for approxi- 
mately 470 Peruvian intermediate-depth earthquakes and assessing 
the performance of our automatic phase picking routine (see Sec- 
tions 2.4.4 and 2.4.5 ). The five test bandpass filter ranges were 
0.5–15, 1–8, 1–10, 1–15 and 15–20 s, and were initially selected 
based upon the source-time function wavelengths with respect to 
magnitude included in the SCARDEC (Seismic source ChAracter- 
istics Retrieved from DEConv olv olving teleseismic body waves) 
database (Vall ée & Douet 2016 ). We ran the relocation algo- 
rithm from data processing (see Section 2.2 ) to phase identifica- 
tion (see Section 2.4.5 ) for each earthquake using all combinations 
of the test conditions, and recorded the number of phases identi- 
fied per ad-hoc array (with a maximum of 3 for detecting P , pP 

and sP ). 
The results indicate that the automated phase picking routine is 

af fected b y the seismic data type, demonstrating a significantly bet- 
ter performance using velocity data (Fig. 3 a), particularl y tow ards 
the lower and upper bounds of the tested earthquake magnitudes. 
However the detection of depth phases for a given magnitude has 
a low sensitivity to the tested bandpass ranges, except the 15–20 
s filter which is used to appraise sensitivity of the results when 
given an unlikely filter (Fig. 3 b). It is apparent that the addition of 
waveforms with 10–15 s periods provides a marginal advantage for 
picking at magnitudes less than 5.4, and a marginal disadvantage at 
magnitudes greater than 5.4. Whilst filtering out waveforms in the 
range of 8–10 s reduces the mean number of phases picked between 
magnitudes 4.9 and 5.7. The 1–10 s filter provides a more consis- 
tent result over the entire range of magnitudes, and is therefore used 
for processing data for our relocation methodology. An adaptive 
filter dependent upon magnitude has been tested, but offers little 
impro vement o ver the best-fitting filter for the range of magnitudes 
we are considering. More results from testing for the optimal filter 
parameters are included in Supporting Information , see Figs S1 and 
S2 . 

2.3 Ad-hoc arrays 

Our approach, comparably to others (Tibuleac 2014 ; Florez & Pri- 
eto 2017 ; Craig 2019 ; Fang & Van Der Hilst 2019 ), relies on the 
application of array processing techniques to groups of teleseismic 
stations, to boost the signal-to-noise ratio of the depth phases, and 
increase the likelihood of detection. Craig ( 2019 ) stacks global tele- 
seismic data using a kurtosis detected P wave arrival, whilst Fang 
& Van Der Hilst ( 2019 ) autocorrelate and beamform their global 
teleseismic traces using a simple moveout correction to a reference 
epicentral distance. Although both of these methods use a global 
distribution of data, there is limited scope to account for local to 
receiver path variations due to 3-D velocity structure. Florez & Pri- 
eto ( 2017 ) and Tibuleac ( 2014 ) both beamform for a small number 
of fixed medium-aperture subar rays/wide-aperture superar rays of 
teleseismic stations constructed for western USA, Florez & Prieto 
( 2017 ) also construct arrays for western Japan. The use of defined 
arrays provides an opportunity to individualize beamforming to the 
local 3-D velocity structure, by allowing data-driven determination 
of the local to array slowness and backazimuth parameters, resulting 
in an improved beam – see Section 2.4.1 . Ho wever , the distribution 
of stations reporting at teleseismic distances for an y gi ven earth- 
quake varies due to temporary deployments and the steady increase 
in stations over time. Hence, instead of defining a small number of 
fixed arra ys, w e incorporate an algorithm for the dynamic creation 
of an optimum suite of medium-aperture ad-hoc arrays from the 
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Station

(a) (b) (c)
Core station

Boundary station

Noise station

ԑ

Core station

Station

Figure 4. Cartoon illustrating how we dynamically create ad-hoc arrays from a population of stations. (a) Initial set of stations to divide into ad-hoc arrays. 
(b) How the DBSCAN clustering routine assigns core, boundary and noise labels to the stations, assuming that the minimum number of points required in the 
neighbourhood within a search radius ε of a core point is 3. (c) Sho ws ho w the ‘noise’ stations have been removed from the data set, and only the mutually 
e xclusiv e core stations are retained to create well-spaced and well-populated ad-hoc arrays using the Ball-Tree routine. 
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nitial teleseismic population of stations unique to each earthquake.
e also determine the optimum beamforming parameters and au-

omated picking threshold per ad-hoc array (see Sections 2.4.1 and
.4.4 ). 

We group stations with waveform data which has successfully
assed our data quality control and pre-processing (see Section 2.2 )
nto medium aperture ad-hoc arrays (see Fig. 2 ) using a combina-
ion of two unsupervised machine learning algorithms – DBSCAN
Density-Based Spatial Clustering of Applications with Noise) and
all-Tree nearest neighbour functions (Pedregosa et al. , 2011 ) —

n a process proposed by Ward et al. ( 2023 ). 
DBSCAN clustering (Ester et al. 1996 ) categorizes data points

nto either clusters or noise depending upon whether the point is
art of a neighbourhood based on a set minimum density of points.
he minimum density is defined using a given radius ( ε) and a
iven minimum number of points, to remove stations which are not
ensely clustered enough to be considered for a medium aperture
d-hoc array (noise). The stations which are retained as part of a
luster are additionally categorized into core or boundary points
Fig. 4 ). Core points possess the specified minimum number of
oints within the given radius of itself (i.e. core stations in Fig. 4
ave three stations within their radius), whilst boundary points do
ot. The stations which are core or boundary points are retained for
he Ball-Tree algorithm to divide into ad-hoc arrays. 

We then use the Ball-Tree nearest neighbour algorithm (Omo-
undro 1989 ) to identify the stations (core or boundary) located
ithin the given radius from each core station, each core station

nd its associated stations then become an ad-hoc array. The use
f the Ball-Tree algorithm in this way results in overlapping ad-
oc arrays, where the core station of one ad-hoc array is contained
ithin the radius of other core station’s array clusters. A further
rocess weeds out the excess ad-hoc array cores and associated
tations, thus leading to a series of ad-hoc arrays where core sta-
ions are mutuall y exclusi ve and non-core stations can be shared
Fig. 5 ). The data are then re-organized to reflect the ne wl y found
d-hoc array groupings. We have tested this routine on regional
nd global distributions of seismic stations, with success on both
ounts. 

We test the ad-hoc array creation process for a range of apertures
array diameter) from 167 to 2222 km. Given a 1–10 s bandpass
lter, 167 km is approximately the smallest ad-hoc array aperture
e can consider for our target frequency, since the array aperture

hould be larger than the longest wavelength of interest in order to
orm a meaningful beam. If the wavelength is larger than the array
perture, the array has a limited wavenumber (or slowness) resolu-
ion and the array , essentially , acts as a single station (Schweitzer
t al. 2012 ). This significantly limits array processing benefits such
s an improvement in signal-to-noise ratio. Conversely using a wider
rray aperture increases the risk of larger velocity structure varia-
ions within the array, which increases the probability that higher
requenc y, shorter wav elength arri v als will stack incoherently. We
bserve that whilst the traces in the ad-hoc arrays coherently stack
 ell betw een apertures of 167 km and approximately 1333 km,

here is a trade-off between the number of ad-hoc arrays created,
he proportion of stations used, and the ad-hoc array aperture con-
idered. 

We find that ad-hoc arrays with a 278 km (2.5 ◦) aperture strike the
est balance between maintaining a plane wave assumption across
he included stations (see Fig. S3 in Supporting Information ), and

aximizing the number of ad-hoc arrays that can be created from
he station distribution available. Requiring at least 10 stations per
rray ensures the wavefield is sampled suf ficientl y and that there
re enough traces in the array to enable acceptable signal-to-noise
mprovement. Note that the assigned array diameter represents a

aximum aperture, the ad-hoc arrays created likely contain stations
ithin a smaller area. For the remainder of the approach, we use
78 km as the maximum aperture for our arrays, expect at least 10
tations in each array and set the geometric centre of each ad-hoc
rray as the ‘reference station’. 

.4 Array processing 

nce our station population has been divided into ad-hoc arrays
see Section 2.3 ), each ad-hoc array is then passed through an array
rocessing and analysis loop, aiming to boost signal-to-noise ratio
uf ficientl y enough for the depth phases to be automatically picked,
dentified and their differential arrival times to be calculated (see
ig. 2 ). The differential times found per ad-hoc array are collected

ogether to determine a final hypocentral depth (see Section 2.5 ). 

.4.1 Determining optimum beamforming parameters 

eamforming involves the alignment, stacking and normalization
f an array of seismic traces to enhance the amplitude of smaller
mplitude arri v als, such as depth phases. In this section, we adopt P
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Figure 5. Example of the ad-hoc array creation process for a m b 6.2 event from 2010 May 23 located in the Peruvian flat slab portion of the Nazca plate, 
showing a global distribution of teleseismic stations and the subsequent ad-hoc arrays on the bottom, and a zoom in of the ad-hoc arrays created in the USA 

on the top. The core stations are shown as thick black circles and the associated ad-hoc array stations as coloured triangles. The unused stations (grey Ys) 
are those removed via the DBSCAN routine, prior to the Ball-Tree process. The earthquake focal mechanism is taken from the GCMT catalogue (Dziewonski 
et al. 1981 ; Ekstr öm et al. 2012 ). 
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wave beamforming to determine the optimum backazimuth and 
slowness parameters directly from the ad-hoc array trace data, 
to be used when beamforming the depth phases later in Sec- 
tion 2.4.2 . This process, as we show, is particularly important for 
the dynamic medium-aperture ad-hoc arrays we construct, as it 
compensates for the locall y-v ariable velocity structure below each 
array. 

The beamforming process can be applied to an array of wave- 
forms using: 

b( t) = 

1 

M 

M ∑ 

i 

x i ( t − r · u ) , (1) 
where M is the number of stations, x i is the recorded trace at station 
i , r is a two-component vector describing the location of station 
i relative to the reference station and u is a two-component hor- 
izontal slowness vector. The dot product of r and u represents 
the timeshift a trace needs to undergo in order to align its ex- 
pected phase arri v als with those from the reference location, to stack 
coherently. 

The beam is formed for a specific horizontal slowness and back- 
azimuth, assuming the propagation of a plane wavefront across the 
array – this is a good approximation for the chosen array size. 
Theoretical values for the slowness and backazimuth can be cal- 
culated using the relative location of the earthquake source to the 
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Figure 6. P wave amplitude during beamforming in polar coordinates (backazimuth and slowness) to determine the best-fitting backazimuth and slowness 
parameters directly from the ad-hoc array traces. The open red circle shows the theoretical slowness and backazimuth found through calculation and the 
corresponding phase-weighted beam to the top right. The filled red circle shows the beampack derived values and the resultant phase-weighted beam to the 
bottom right, showing the importance of measured backazimuth and slowness values. Example from m b 6.2 event on 2010 May 23, ad-hoc array at 49.2 ◦
epicentral distance. 
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eference location, and assuming propagation along a great cir-
le path, combined with ray tracing through an assumed 1-D ve-
ocity str ucture. Alter nati vel y, a process such as F-K (frequency-
 avenumber) anal ysis or beampacking can be used to determine
ptimal, locall y-calibrated v alues for arri v als from a gi ven earth-
uake (Rost & Thomas 2002 ; Florez & Prieto 2017 ). Beampacking
s the time domain equi v alent to F-K anal ysis and searches over
 grid of slowness and backazimuths for beamforming, to deter-
ine the values which produce the beam with maximum amplitude
ithin a selected time window (typically centred on a specific phase

rri v al). 
To directly extract the optimal slowness and backazimuth values

rom each ad-hoc arra y, w e perform beampacking on a narrow time
indow centred on the predicted direct P wave arrival. The traces

re trimmed to 17 s time windows around the predicted P arri v al
ime calculated using the ak135 1-D Earth model (Kennett et al.
995 ), and beamformed relative to the reference station of the ad-
oc array according to eq. ( 1 ). The length of the time window has
een found by trial and error, it aims to preserve the P arri v al and
xclude minimally separated depth phases from shallower events,
hilst allowing a margin of error in the modelled P arri v al time due

o 3-D velocity structure. We test a 30 × 30 grid of backazimuth
nd slowness values during our beampacking routine, the ranges of
hich are centred upon the theoretical backazimuth and slowness
alues. For backazimuth, the tested values range from the geodetic
ackazimuth value ± 15 ◦ in 1 ◦ intervals, whilst slowness is tested
rom the modelled slowness value ± 0.015 s /km in intervals of
.001 s /km. 

The maximum amplitude of each beam (assumed to be the P
rri v al) is extracted and mapped onto a polar grid, with slowness
isplayed along the radius and backazimuth gi ven b y the bear-
ng (Fig. 6 ). The beam providing the largest amplitude indicates
 t
he best fitting, optimal slowness and backazimuth for the event P
rri v al for the ad-hoc array, both values can be read directly from
he plot. 

We find that beams created using the data-deri ved, observ ation-
lly constrained backazimuth and slowness values account for near-
eceiv er v elocity structure variations and the resultant 3-D ray path
ropagation effects, which significantly reduces impact from inco-
erent noise, compared to the beams constructed with theoretically
erived parameters. The improvement between a beam constructed
sing parameters calibrated to produce maximum amplitude for the
irect arri v al, and one using the theoretical v alues can be seen in
ig. 6 (an alternative display can also be seen in Fig. S4 located in
uppor ting Infor mation ). The optimal backazimuth and slowness
arameters found through beampacking are used for beamforming
d-hoc array traces in Section 2.4.2 , to increase the likelihood of
utomatically detecting and picking depth phases. 

.4.2 Vespagrams 

e use vespagrams to assess the quality of the ad-hoc array data
or the automated picking routine (see Section 2.4.4 , and Fig. 2 ).
espagrams are an array process which display a series of beams

or a range of slownesses or backazimuths (Rost & Thomas 2002 ).
Our vespagrams highlight the time and slowness using a fixed

ackazimuth where phase arri v als are most coherent, by beamform-
ng the ad-hoc array per slowness using eq. ( 1 ). They are constructed
sing the same reference stations, test slowness range and best-
tting backazimuth found during beampacking (see Section 2.4.1 ).
he resulting traces are stacked using phase weighting (Schimmel
 Paulssen 1997 ) with a power of 4 to amplify the signal relative

o the noise, before being asssembled into a vespagram (Fig. 7 ). 
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Figure 7. Normalized vespagram from an ad-hoc array located at an epicentral distance of 49.2 ◦, for the m b 6.2 event on 2010 May 23. Phase arri v als are 
labelled. 
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The resulting plot allows for the identification of the most coher- 
ent beamform, which also illustrates the time of each phase arri v al, 
assuming that the noise is diminished enough to allow the stacked 
phase arri v al amplitudes to display significantl y. Vespagrams for 
each ad-hoc array are subject to quality control based on the clarity 
of signals along the expected slowness range and the overall noise 
content, with low-quality vespagrams being removed from the re- 
location process (See Section 2.4.3 ). Remaining vespagrams, and 
their ad-hoc arrays, are parsed to the automated picking routine (see 
Section 2.4.5 ). 

2.4.3 Assessing vespagram quality 

To limit the progression of poor quality ad-hoc arrays in order to 
assist the subsequent automatic picking routine (see Section 2.4.4 ), 
we apply two quality assessments to each ad-hoc array. The first 
assessment uses cross-correlation to consider the individual traces 
of the ad-hoc array relative to the beam formed using the opti- 
mal backazimuth and slowness parameters found in Section 2.4.1 . 
The second check assesses the signal-to-noise ratio of the entire 
vespagram by considering the highest amplitude phases and their 
slowness distribution. 

In order to assemble a clean ad-hoc array beam, traces sig- 
nificantl y dif ferent from the beam are identified using a cross- 
correlation approach, and removed (see Fig. S5 , Supporting 
Information ). Each time-shifted trace is trimmed around the ex- 
pected P wave arrival and compared to the ad-hoc arra y P wa ve 
arri v al of the beam. A cross-correlation coefficient of greater than 
0.3 is required alongside a maximum time-shift of 0.5 s for the 
trace to be deemed constructive to the ad-hoc arra y beam. T races 
which fail to meet these criteria are discarded. Once a set of fi- 
nal traces is determined, the processing of the ad-hoc array is 
restarted (e.g. the beampacking derived slowness and backazimuth 
are re-determined). The cross-correlation check will not be re- 
peated. The algorithm will pass over the check and continue to 
the construction of vespagrams for further data quality assess- 
ment. If fewer than eight traces remain in the ad-hoc array after 
the cross correlation check, the ad-hoc array will be removed from 

analysis. 
For the second quality assessment, we check that the high- 

est amplitude signals present in the vespagram align closely to 
the expected slowness found during beampacking, assuming that 
pP and sP phases travel at a similar slowness to the P arri v al. 
Vespagrams lacking coherent arri v als both above the background 
noise level and at a consistent slowness will exhibit a greater stan- 
dard deviation of their most coherent phases away from the expected 
slowness. 

We implement this check by extracting the sample points (10 Hz 
sampling rate) on each vespagram (made up of beams stacked at 
0.001 s/km slowness intervals) which possess an amplitude greater 
than 60 per cent of the maximum value within a time window (98 per 
cent of the modelled P to 102 per cent of the modelled sP arri v al 
time) incorporating the modelled arri v al times for P , pP and sP , 
whilst retaining their slowness and time information. In a coherent 
vespagram, these points should gather around key phase arri v als ap- 
proximately with a slowness found by the beampacking process (see 
Section 2.4.1 ) if the phases are derived from the P wave and its coda. 
We apply the DBSCAN clustering algorithm (Ester et al. 1996 ) to 
identify significant groups of coherent points (coloured crosses in 
lower panel for each event on Fig. 8 ) and calculate the centres of 
the clusters (red points on Fig. 8 ). The centres are used to determine 
mean slowness across the arri v al clusters, weighted according to the 
size of the cluster, and the standard deviation of the cluster centres. 
In order to continue through to the relocation stage, a vespagram 

needs to exhibit a mean cluster slowness within 0.006 s /km of the 
beampacking slowness and a cluster centre standard deviation of 
less than 0.0105 s /km. 

Ad-hoc arrays which form vespagrams that display high ampli- 
tude phase arri v als located within 0.006 s /km of the expected P 

arri v al slowness found via beampacking (see Section 2.4.1 ) will 
pass the quality check (Fig. 8 a) and be automatically picked for 
P , pP and sP arri v als, if present, by the process described in Sec- 
tion 2.4.4 . Fig. 8 also shows examples of ad-hoc array vespgrams 
which fail the quality check – due to the standard deviation of the 
cluster centres about the threshold (in b), a weighted mean slowness 
outside the bounds (in c) and due to both the standard deviation and 
weighted mean (in d). 

After the cross-correlation and vespagram quality checks, the 
remaining ad-hoc arrays should have noisy traces removed to 
allow the cleanest beam to be stacked, and have demonstrated 
coherent vespagrams with respect to slowness. See Fig. S6 
( Suppor ting Infor mation ) showing the mean percentage of arrays 
removed per magnitude due to the quality assessments used for the 
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(a) (b)

(d)(c)

Figure 8. Four ad-hoc arrays from four different earthquakes demonstrating the determination of vespagram quality thresholds (see Section 2.4.3 ). Each set 
of three panels shows from top to bottom, the vespagram (see Section 2.4.2 ) with all picks in yellow (see Section 2.4.4 ), the optimum beam with picks and the 
corresponding DBSCAN vespagram quality test (see Section 2.4.3 ). The blue vertical lines indicate the time window used to assess data quality. Ad-hoc array 
(a) is from the m b 6.2 event on 2010 May 23 at an epicentral distance of 48.99 ◦. Ad-hoc array (b) is from the m b 6.4 event on 2017 October 10 at an epicentral 
distance of 78.35 ◦. Ad-hoc array (c) is from the m b 5.1 event on 2014 May 15 at an epicentral distance of 88.36 ◦. Ad-hoc array (d) is from the m b 4.9 event on 
2006 June 7 at an epicentral distance of 63.27 ◦. 
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eruvian event catalogue defined in Section 2.1 . For earthquakes
ith magnitudes below 4.7, the mean percentage of arrays removed

s 86.4 per cent, indicating a very low success rate and confidence
hen our relocation approach is applied to events with magnitudes

ower than 4.7. Above magnitude 4.7, there is – unsurprisingly – a
e gativ e correlation between earthquake magnitude and the mean
ercentage of arrays removed as higher magnitude earthquakes tend
o generate larger amplitude, more coherent signals. The quality as-
essments enable the automated picking routine (see Section 2.4.4 )
 greater probability of success. 
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(a) (b)

Figure 9. Example of the automatic picking threshold found for an ad-hoc array at an epicentral distance of 48.31 ◦ from the m b 6.2 event on 2010 May 23. 
(a) Distribution of amplitude values for the ad-hoc array beam with respect to the percentile, the approximation of the beam with two lines, their intersection 
and the final threshold found. (b) Threshold relative to the phase weighted beam. D
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2.4.4 A utomated pic king routine 

We take the ad-hoc arrays which have passed the vespagram quality 
check outlined in Section 2.4.2 , and pick the P , pP and sP arri v als 
with an automated routine (Fig. 2 ). The picks found via the auto- 
matic picking routine subsequently have phases assigned to them 

during the phase identification stage (see Section 2.4.5 ), before the 
differential times between pP –P and sP –P are calculated to con- 
vert for depth (see Section 2.5 ). We describe the automated picking 
routine in this section. 

The routine uses the envelope of the phase-weighted beam 

created at the best fitting slowness (see Section 2.4.1 ) – we 
shall call this beam, the optimum beam. The approach identi- 
fies peaks along the optimum beam with a significant promi- 
nence above a dynamic threshold, calculated from the distribu- 
tion of the beam amplitudes. The use of a dynamic threshold, 
as opposed to a window based approach, decreases dependence 
upon the velocity model and the modelled phase arri v als, howe ver 
the risk of extra and/or mis-identified picks increases. We han- 
dle this issue by applying a phase identification step, described in 
Section 2.4.5 . 

During the automated picking routine, the optimum phase 
weighted beam for the ad-hoc array is trimmed, using arri v al times 
determined through the ak135 1D Earth model (Kennett et al. 
1995 ), to only include the expected P , pP and sP phases. The en- 
velope of the trimmed beam is calculated and peaks with a promi- 
nence exceeding 15 per cent of the maximum amplitude peak are 
identified. 

The identified peaks are further filtered by a dynamic amplitude 
threshold, which is found using the distribution of amplitude in the 
trimmed envelope data. When the amplitudes of the data are plotted 
against the percentile, there is a rapid increase in the amplitudes 
associated with the higher percentiles of the data which correspond 
to the coherent phase arri v als (Fig. 9 ). We find the onset of the am- 
plitude increase by approximating the pre- and post-increase slopes 
with lines and determining their intersect. The percentile associated 
with the intersect can thus be converted into its corresponding am- 
plitude – the threshold amplitude (Fig. 9 ). Any peaks found to be 
higher in amplitude than this threshold will be preserved as potential 
picks for phase identification (see Section 2.4.5 ). 

2.4.5 Phase identification 

During the automated picking routine (see Section 2.4.4 ) issues 
can arise in instances where an expected phase lacks sufficient 
amplitude to be observable (allowing for phase misidentification) 
or more than three peaks are identified during the automatic picking 
routine (leading to ambiguity in phase identification). Here, we 
develop a phase identification routine (see Fig. 2 for placement 
of the routine in the overall approach, see Fig. 10 for the phase 
identification w orkflo w) to identify picks which correspond to the 
expected phases, if one of the P , pP or sP phases are missing from 

the vespagram, the routine will only identify the phases present. 
Unfortunately, this process is reliant upon a reasonable initial event 
depth (within ± 40 km of the re-located depth) taken from the 
initial event catalogue (see Section 2.1 ), the velocity model and the 
resulting modelled arri v als. 

Initially, the routine checks that the current set of picks are sig- 
nificantly greater in amplitude than the background noise of the 
data. We approximate the background noise amplitude by extract- 
ing 40 s of the optimum beam envelope recorded immediately be- 
fore, yet not including the expected P wave arri v al, and calcu- 
lating the mean amplitude. For each pick, the ratio between the 
amplitude of the envelope at the pick and the calculated back- 
ground noise must exceed 5 (following Florez & Prieto 2017 ) to 
be considered significant enough to be continued as a phase pick 
candidate. 

The routine subsequently considers each remaining pick relative 
to one another, calculating the differential times between all the 
possible pairs of picks. Ad-hoc arrays with single picks are no 
longer considered at this point. Differential times between the pairs 
of picks are then compared with the 1-D modelled differential times 
for pP –P and sP –P determined using the ak135 velocity model 
(Kennett et al. 1995 ), and any pairs with a differential time within 
±25 per cent of the modelled pP –P or sP –P differential times are 
taken forward as reasonable candidates. 

For earthquakes at the shallow end of the depth range we consider, 
modelled differential times within ±25 per cent for a given pair 
will provide a very small time margin. To address this issue we 
replace the margins with constant values of 8.5 and 12.5 s when 
the 25 per cent margin becomes less than 8.5 s for pP–P and 12.5 
s for sP–P , respecti vel y. These constant margins are based upon 
the possible error in differential times assuming that the earthquake 
is within ± 40 km from the initial catalogue depth (see Fig. S7 , 
Suppor ting Infor mation ). 

At this stage, the routine has pairs of picks which have been 
identified as candidates for either the pP–P pairing or the sP–P 

pairing, which need to be reconciled. If there are only candidates 
for either the pP–P or sP–P pairing, the largest combined amplitude 
pair is selected. If there are candidates for both pairings, we start by 

art/ggae289_f9.eps
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae289#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae289#supplementary-data


Relocation of intermediate-depth earthquakes 831 

Picks
(sorted in time)

Picks > 
SNR Threshold

Calculate dt between 
every possible pair 

of picks

Calculate model 
dt times

For each pair 
of peaks, check 
if their dt fits into 
a model pP-P or 
sP-P dt window

If 25% of model pP-P
< 8.5 seconds:

Define windows for dt times

Window = pP-P ± 8.5 s
    

pP-P
candidate pair   

sP-P
candidate pair   

If there are no 
candidate pairs:

No phases 
identified

If there are both 
pP-P and sP-P
candidate pairs:

If there are 
pP-P but no sP-P
candidate pairs:

If there are 
sP-P but no pP-P
candidate pairs:

Solve for 
3 phases

Largest combined 
amplitude pP-P

pair selected

Largest combined 
amplitude sP-P
pair selected

Search for pP-P and sP-P
candidate pairs which share 

a P pick

AND

Check the pairs have a sP-pP
dt within the model dt window

If there is only 
1 candidate trio: 

If there are mutliple 
candidate trios:

If there are no 
candidate trios: 

If 25% of model sP-P
< 12.5 seconds:

Window = sP-P ± 12.5 s

If 25% of model sP-pP
< 5 seconds:

Window = sP-pP ± 5 s

Consider candidate pairs

P, pP, sP
candidate trio   

P, pP, sP
trio selected

Largest combined 
amplitude P, pP, sP

trio selected

pP-P or sP-P pair with 
largest amplitude 

P selected 

Consider candidate trios

else:
Window = pP-P ± 25%

else:
Window = sP-P ± 25%

else:
Window = sP-pP ± 25%

START

Original
catalogue depth

Figure 10. Phase identification w orkflo w. Picks from the automatic picking routine are sorted into phases by comparing their differential times with the 1-D 

velocity modelled differential times for pP–P , sP–P and sP–pP . Hexagonal boxes indicate products from a step in the w orkflo w, and bold text shows the final 
phase selections. 
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hecking for a compatible set of pP–P and sP–P pairs by searching
or matching P picks between the pairs, and for a reasonable sep-
ration in time for the associated pP and sP picks – a differential
ime within ±25 per cent (or 5 s, if ±25 per cent is less than 5 s) of
he modelled sP –pP time. If only one complete P , pP and sP trio
emains after this step, we select these as our final picks. If multiple
rios remain, the complete set of picks with the largest combined
mplitude is selected as the final picks. This assumes that the P
rri v al, and the depth phases, form the largest amplitude peaks. If
here are candidates for both sets of pairs which cannot co-exist
i.e. their P arri v als do not match), the P candidate with the largest
mplitude will be chosen preferentially and the associated depth
hase selected. Note that the phase identification routine requires a
 arri v al to output final picks – a requirement which would exclude
d-hoc arrays that are nodal or near-nodel on the P wave radiation
attern. 

Our process ensures that only good quality ad-hoc arrays with
lear P , pP and/or sP arri v als are picked and identified. Finally
e calculate the differential times between the final depth phases
nd their P arri v al. We pass the ad-hoc array results through to the
epth conversion stage (see Fig. 2 ), where both the pP –P and the
P –P times, if found, will be used to determine an event depth (see
ection 2.5 ). 
.5 Depth conversion 

fter processing all of the ad-hoc arrays for a given earthquake, the
lgorithm considers the results from each ad-hoc array (i.e pP –P
nd sP –P differential times) relative to one another. The ad-hoc
rray outputs are post-processed to remove obvious outliers and
rovide final depth statistics (see Fig. 2 ). 

To remove results from anomalous ad-hoc arra ys, w e calculate
pparent depths for all of the pP –P and sP –P differential times
see Section 2.4.5 ) in order to directly compare pP and sP results
nd thus, create a larger population for identifying outliers. The
epth conversion is a simple forward model. A range of test depths
re defined from the initial catalogue depth (see Section 2.1 ) ±
0 km, with 0.1 km intervals. For the ad-hoc array in question, the
ifferential traveltime for each test depth is forward modelled. The
est depth with the smallest residual between the modelled and the
etermined differential times is adopted as the best-fitting depth for
his ad-hoc array. This is conducted independently for the pP and sP
esults of each ad-hoc array initially to achieve the distance–depth
opulation. 

We apply a linear regression to the resulting distance-depth
opulation, whereby ad-hoc array depths which exceed the me-
ian ± 1.3 of the standard deviation are removed from the data
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(a)

(b)

(c)

(d)

(e) (f)))

Figure 11. Example ad-hoc arrays, their automatic picks and differential times between phases for the M w 5.5 event which occurred on 2008 December 4 in 
nor ther n Chile, and plots illustrating all ad-hoc array differential times against epicentral distance to determine a final event depth. (a) and (b) are the vespagram 

and optimum beam, respecti vel y, for an ad-hoc array at an epicentral distance of 69.9 ◦, whilst (c) and d) are the vespagram and beam for an ad-hoc array at an 
epicentral distance of 78.4 ◦. Blue vertical lines indicate the time window of data used for automatic picking. (e) and (f) show distance-differential time plots 
for pP –P and sP –P respecti vel y. For this e vent the sP arri v als are clearly observed at each ad-hoc array, whilst the pP arri v als are significantl y less apparent 
and smaller in amplitude. The differential times for sP –P seen in plot (f) are therefore more consistent with respect to epicentral distance than the pP–P times 
seen in (e), and notably weight the final hypocentral depth of 119.5 km. 
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set. These depths typically correspond to mis-picked and/or mis- 
identified phases, for the linear regression to be ef fecti ve, we as- 
sume that there are more correct picks than mis-picks. We use the 
median as it is less susceptible to outlying data points. Remain- 
ing ad-hoc arrays are used in a second forward model designed 
to determine depth per ad-hoc array by minimizing the residual 
between the modelled differential times for both the pP and sP 

differential times. The median depth found from the ad-hoc array 
population using both the pP and sP differential times simultane- 
ously provides the best indicator of the final earthquake hypocentre 
depth. 

There is the option to use any 1-D velocity model for the final 
depth determination. Throughout the depth conversion for the Pe- 
ruvian data (see Section 2.2 ), we use a regionally modified version 
of ak135 1-D velocity model (Kennett et al. 1995 ). To develop the 
model we take the 3-D velocity cube for the region determined by 
Lim et al. ( 2018 ), extract the velocities above the location of slab 
indicated by the Slab2 model (Hayes et al. 2018 ) and average the 
velocities per depth interval. We then replace the upper portion of 
the 1-D ak135 velocity model with the values determined from the 
re gional 3-D v elocity cube. Alternativ ely, there is flexibility to parse 
the cleaned differential pP –P and sP–P times into an alternate depth 
inversion algorithm, such as ISCloc developed by the ISC (Bond ár 
& Storchak 2011 ). 

3  VA L I DAT I O N  

3.1 Single event 

We test the relocation algorithm outlined in Section 2 on a mag- 
nitude 5.5 event from nor ther n Chile which occurred on the 2008 
December 4. This event is catalogued with a depth of 108.8 km 

by the ISC, and has previously been updated to a depth of 117 km 

by Florez & Prieto ( 2017 ) using 12 fixed medium-aperture arrays 
and a pP depth phase-based methodology in conjunction with the 
ak135 1-D velocity model (Kennett et al. 1995 ). Using the same 
velocity model, and our adaptive ad-hoc array approach, we find 
a depth of 119.5 km from 86 ad-hoc arrays (Fig. 11 ). The ad-hoc 
arrays demonstrate a strong sP arri v al and, if present, a substantially 
weaker pP arri v al, which has allowed the sP –P dif ferential times to 
significantly weight the final depth determined. This likely accounts 
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Figure 12. Depths of nor ther n Chilean earthquakes as found by Craig ( 2019 ) against the depths found in this study. 
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or the slight difference to the depth determined by Florez & Prieto
 2017 ), whose approach only used pP –P delay times. 

.2 Regional catalogue comparison 

o further assess the performance of our new earthquake reloca-
ion algorithm, we relocate the same earthquakes as presented in
he regional catalogue of Craig ( 2019 ) from nor ther n Chile. Craig
 2019 ) stacked a global teleseismic data set per candidate depth to
dentify the optimal depth to beamform depth phases, and hence
etermine hypocentre depth. As both studies use global teleseis-
ic data sets and fix the latitude and longitude coordinates of the

ypocentre during relocation, the results should be comparable. One
ey difference between this study and the study of Craig ( 2019 ) is
he automation – this study uses a fully automated methodology,
hilst Craig ( 2019 ) take a semi-automated approach, including au-

omated stacking and phase picking using kurtosis, manual choices
oncerning the number of depth phases to pick, and by-hand quality
ontrol checks. 

The compared earthquakes range from moment magnitudes of
.8–6.4, and are found between 10 and 280 km depths (Fig. 12 ). To
nsure a thorough comparison, we have applied the same velocity
odel as Craig ( 2019 ) for the depth relocation step of the algorithm

see Section 2.5 ). Our relocation depths are in good agreement,
emonstrating a mean difference in depth of 4.13 km and a strong
lignment of the line of best fit to the the 1:1 ratio. There are a
umber of events with differing results, those with larger residuals
re towards the lower end of the magnitude scale. We show two ex-
mple events with differing depths in Suppor ting Infor mation (Fig.
8) , which we believe are relocated well with our new approach,
espite a disagreement in depth. These results demonstrate that
ur fully automated, computationally efficient relocation approach
or nor ther n Chile is perfor ming well compared to previous semi-
utomated and manually quality controlled routine. The catalogue
omparison also demonstrates that our methodology can relocate
vents which are shallower than intermediate-depth earthquakes
 < 40 km). We have pre viousl y tested this with a moment magni-
ude 5.3 event in Algeria, with a depth of 31 km (Wimpenny et al.
023 ). A map and two cross-sections of the Chilean catalogue are
n Supporting Information , see Fig. S9 . 

 R E G I O NA L  

P P L I C A  T I O N — P E RU V I A N  F L A  T  S L A B  

he Peruvian flat slab region is a zone of relati vel y shallow sub-
uction located directly under neath Per u. It extends approximately
600 km NW-SE and 300 km downdip, plateauing at around 100 km
epth (Hayes et al. 2018 ) before subducting further into the man-
le at a 30 ◦ dip (Portner & Hayes 2018 ). Its location has been
ecently refined and updated through integrating seismicity with
omography for the Slab2 model (Portner & Hayes 2018 ) – a global
ata set of depth data for subducting slabs. However there is cur-
ently no regional intermediate-depth earthquake catalogue which
ncorporates the entire flat slab. A wholesale catalogue for the flat
lab is likely to prove useful when it comes to trying to establish
ontrols upon flat slab formation and inter mediate-ear thquake dis-
ribution, in addition to questions related to the slab geometry and
tructure. 

We present results from a magnitude 4.7 event in Fig. 13 to
emonstrate the ability of the algorithm to successfully relocate
mall magnitude earthquakes and the potential to adapt the algo-
ithm to push the lower magnitude bound further. The event has
een relocated from a depth of 60.8 km provided by the ISC
o 46.6 km using our approach. Notably there is an extra phase
n Fig. 13 (a) and (b) between the P and pP arri v als, also seen
n several other ad-hoc arrays’ data, which may be a pmP ar-
i v al. A pmP w ave is a near-source Moho reflection which can
e used relative to the pP arri v al time to deter mine cr ustal thick-
ess (McGlashan et al. 2008 ). The detection of such phases high-
ights the potential for the relocation algorithm presented in this
aper to be adapted to boost the signal-to-noise ratios of alternative
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(a)

(b)

(c)

(d)

(e)
(f)

Figure 13. Example ad-hoc arrays, their automatic picks and differential times between phases for the m b 4.7 event which occurred on 2022 May 27 in Peru, 
and plots illustrating all ad-hoc array differential times against epicentral distance to determine a final event depth. (a) and (b) are the vespagram and optimum 

beam respecti vel y for an ad-hoc ar ray at an epicentral distance of 62.8 ◦, whilst (c) and (d) are the vespagram and beam for an ad-hoc ar ray at an epicentral 
distance of 74.9 ◦. Blue vertical lines indicate the time window of data used for automatic picking. (e) and (f) Distance-differential time plots for pP –P and 
sP –P, respecti vel y. Plots (e) and (f) show that depth phase picks can be dif ficult to pick well automaticall y and gather consistent dif ferential times, howe ver a 
large number of data points (124) helps to combat the poorer picks. 
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small amplitude arri v als, and automaticall y detect them for further 
analysis. 

Additionally in Fig. 14 we demonstrate the outputs of the m b 

6.2, 2010 May 23 event. The vespagrams are from ad-hoc arrays 
located at 48.3 ◦ and 64.8 ◦ from the epicentre, and the new depth 
determined is 102.8 km from an initial depth of 99.6 km from the 
ISC. Note that with mean uncertainties of approximately 3 km (see 
Section 4.2 ), these depths are not significantly different. 

4.1 Determining a lower magnitude limit 

We determine an appropriate lower magnitude threshold for our 
approach using the Peruvian relocation results. The e vent catalo gue 
tested contains earthquakes from m b 3.0 to 6.5 from post-1995 
taken from the ISC (see Section 2.1 ). By considering the number 
of relocated events relative to the total number of events in the 
catalogue, and the number of ad-hoc arrays with at least either a 
pP –P or sP –P dif ferential time relati ve to the total number of ad- 
hoc arrays made per magnitude. We find a lower threshold of m b 

4.7, where the algorithm ceases to obtain consistent results due to 
a significant reduction in the number of high-quality ad-hoc arrays 
(see Fig. 15 ). Whilst depth phases can be found for smaller events, 
close inspection of the resulting vespagrams indicates that the true 
success rate of our routine rapidly decreases below m b 4.7 – we 
find that coherent noise is typically picked on the low number of 
ad-hoc arrays remaining after data quality checks, which skews 
how successful these events appear. We therefore suggest m b 4.7 
as an operational magnitude limit, and recommend inspection of 
formative lower magnitude events. 

4.2 Assessing error 

To provide a quantitative measure of the uncertainty present in 
the pP –P and sP –P differential times, which are later converted 
to depth, we jack-knife the traces of each ad-hoc array used to 
determine the final depth relocation of each earthquake. 

For each ad-hoc arra y, w e randomly remove one trace and pass 
the remaining traces through the processing and analysis loop. This 
tests the dependence of the ad-hoc array’s results upon a single 
trace. Since the minimum number of traces permitted in an ad-hoc 
array is 8 (see Section 2.4.3 ), we jack-knife the traces and run the 
loop eight times, before running the loop once more with all of the 
traces included to give a total of nine runs per ad-hoc array. The 
same trace is not removed twice, therefore each ad-hoc array can 
have a maximum of 9 pP - P and 9 sP - P times, and thus a maximum 

of 18 associated depths. 
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(a)

(b)

(c)

(d)

(e) (f)

Figure 14. Example ad-hoc arrays, their automatic picks and differential times between phases for the m b 6.2 event which occurred on 2010 May 23 in Peru, 
and plots illustrating all ad-hoc array differential times against epicentral distance to determine a final event depth. (a) and (b) are the vespagram and optimum 

beam respecti vel y for an ad-hoc ar ray at an epicentral distance of 48.3 ◦, whilst (c) and (d) are the vespagram and beam for an ad-hoc ar ray at an epicentral 
distance of 64.8 ◦. Blue vertical lines indicate the time window of data used for automatic picking. (e) and (f) show distance-differential time plots for pP –P and 
sP –P, respecti vel y. On plot (e) the deeper picks determined from ad-hoc arrays at epicentral distances over 80 ◦ appear anomalous, these are located in Europe 
where perhaps the velocity model is not fitting the ray path well. Plot (f) shows that for this event sP picks can be more difficult to pick well automatically and 
gather consistent differential times. The cluster of ad-hoc arrays near a depth of 108 km occur due to a slight mis-pick as demonstrated by sP picks seen in (c) 
and (d). 
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After jack-knifing each ad-hoc array for a single earthquake,
e post-process the results identically to the usual relocation rou-

ine and calculate the median absolute deviation of the remaining
d-hoc array distance–depth data points to assess how the differ-
ntial times uncertainty translates to error in depth. This is re-
eated for ever y ear thquake in the relocated catalogue, ensuring an
vent-specific uncertainty is determined for each relocated earth-
uake depth. We also preferentially use the median event depth
ound from the jack-knifed ad-hoc arrays as our final hypocen-
ral depth – the larger number of data points typically provides
 more precise depth and this value relates directly to the errors
alculated. 

For our regional catalogue, we remove events with zero error,
hus removing events with their depths determined from a single
d-hoc array. We also remov e ev ents with an exact 40 km depth
hange from the original ISC catalogue, as these indicate events
hich cannot be relocated by our approach due to the ± 40 km

est depth limit used during depth conversion. We additionally limit
he events to between m b 4.7–6.5. The remaining events demon-
trate errors ranging between 23.10 and 0.05 km with a mean un-
ertainty of 3.13 km. For our final regional catalogue we choose
o not include events providing errors greater than 20 km, the
rrors for the final catalogue vary between 0.05 and 18.40 km,
ith a mean uncertainty of 3.05 km – less than 5 per cent of the

v ents hav e errors > 10 km. These uncertainties are illustrated as
rror bars on the Peruvian catalogue shown in Fig. 16 . The mean
ifference between the final catalogue depths and the initial ISC
epths is 4.18 km, however the use of different velocity models
ill systematically factor into this variation – see Fig. S10 in the
uppor ting Infor mation . 

.3 Relocated Peruvian catalogue 

he final Peruvian catalogue demonstrates the automatic relocation
f 620 earthquakes, and shows three broad zones of seismicity
F ig. 16 a) appro ximately between latitudes 1–7 ◦S, 7–13 ◦S and 13–
9 ◦S — the nor ther n and souther n most zones are located over the
reas where the flat slab portion of the Nazca plate is transitioning
nto a steeper slab dip. The seismicity between 7–13 ◦S includes the
ucallpa Nest, which is thought to be related to both the Menda ̃ na
racture Zone and a local slab sag (Wagner & Okal 2019 ). The three
ross-sections (Figs 16 b–d) aim to target these zones. 
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Figure 15. Determining the lower magnitude limit for our approach using the Peruvian catalogue containing 8796 earthquakes from m b 3.0 to 6.5 which have 
occurred post-1995, taken from the ISC. Ratio of successful versus failed relocations for total ad-hoc arrays per 0.1 moment magnitude. The dashed line 
highlights our m b 4.7 limit. 

(a)

X
X’
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Y’
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Z’

X X’

Y Y’
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(b)

(c)

(d)

Z’

Figure 16. Peruvian flat slab catalogue with error bars determined though jack-knifing the ad-hoc arrays. The figure shows events with magnitudes between 
m b 4.7–6.5, and have final relocated depths between 40–350 km with errors of less than 20 km. (a) Map of Peru, with the relocated hypocentres, example 
cross-section locations and Slab2 contours plotted (Hayes et al. 2018 ). (b)–(d) Show the example cross-sections with our relocated hypocentral depths in colour 
with their error bars, the original ISC hypocentres which we relocated in dark grey and ISC hypocentres which were not relocated by our approach in pale grey. 
All plotted hypocentres are scaled in size by magnitude. 
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These profiles (Figs 16 b and c) demonstrate the flat slab, with 
intraslab events occurring at the initial bend into the flat slab 
configuration approximately 100–300 km from the trench, and 
additionally when the slab bends again into the mantle between 
450–750 km from the trench, with a largely aseismic stretch be- 
tween the two bends. This observation supports the link between 
flexural bending of the downgoing slab and the occurrence of 
inter mediate-depth ear thquakes due to the resultant intraslab de- 
formation (Sandiford et al. 2019 ). Fig. 16 (d) also looks to have 
two layers of seismicity within the Pucallpa Nest, approximately 
600 km from the trench. This could indicate the presence of a 
double seismogenic zone in central P eru, ho we ver further anal ysis 
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ould be required to determine if the apparent layering is a real
eature. 

Fig. 16 (d) demonstrates the steeper slab dip which the flat slab
ransitions into north and south of Peru. Whilst the section does
apture events occurring at variable slab dips in and out of the
rojection plane – note the two events at approximately 375–400 km
rom the trench at depths of 230–260 km – it is apparent that a new
egional slab top deviating from Slab2 (Hayes et al. 2018 ) may be
eeded for the Peruvian portion of the Nazca plate. The tailored
uantitative errors for each event determined from jack-knifing our
d-hoc arrays will help to inform future interpretations of the final
atalogue. 

 L I M I TAT I O N S  

.1 Assumed point source 

or a hypocentral depth to be relocated, there is an automatic as-
umption that the seismic signal is emitted from a discrete spatial
oint. In reality whilst this can be a sound assumption for smaller
agnitude events, larger earthquakes will likely have spatiotempo-

al evolution of their ruptures and focal mechanisms. For example,
he M w 8.0 intraslab event which occurred in Peru on the 2019 May
6 demonstrated multiple rupture episodes (Hu et al. 2021 ) with
wo large slip areas approximately 120 km apart (Liu & Yao 2020 ).
omplex rupture propagations, and the spatial areas the y cov er, are
ot taken into consideration whilst relocating the earthquake depth.
e limit the magnitude of the earthquake events we consider to
 b < 6.5 in order to avoid ruptures that appear complex at the fre-

uencies used in our approach, and to assist the assumption of a
imple point source. 

.2 Velocity model 

urrently, the automated routine w e ha v e dev eloped uses a 1-D
lobal velocity model modified to reflect regional variation in litho-
phere velocity structure to predict phase arri v als, and convert the
ifferential times into depth. The 1-D velocity model does not take
nto account the near-source variance in crustal structure and to-
ography, the depth phases are experiencing with respect to re-
eiver azimuth. To address this limitation we would need to incor-
orate a 3-D velocity structure and ray tracing into the relocation
lgorithm. 

Ho wever , the algorithm possesses the flexibility to outsource the
epth conversion to an alternative inversion algorithm, which may
se a 3-D velocity structure during depth relocation – the phase
icking routine is independent of the predicted phase arri v al times
nd the phase identification routine has a modest margin of error
uilt in to account for ray path errors. Additionally, the greater the
picentral distance of the station (i.e. further than 30 ◦), the closer
he depth phase bounce points exist to the event epicentre. This
imits the velocity variations the depth phases experience relative to
ne another. Most teleseismic stations, and hence the ad-hoc arrays,
re situated more than 30 ◦ from the event epicentre. 

.3 Shallow events 

he ability to relocate shallow earthquakes depends upon whether
here is sufficient separation between the direct arrival and its corre-
ponding depth phases to allow the identification of distinct arri v als,
hich in turn is dependent upon the source duration (which broadly
cales with earthquake magnitude). If the source duration of a shal-
ow earthquake is small, the likelihood that the phases will separate
nough to allow relocation to occur increases. 

The relocation algorithm presented here has been designed to
elocate earthquakes which occur between 40 and 350 km depth,
o wever , we hav e observ ed robust relocations for depths sub-40 km.
hilst earthquakes with short source durations and depths down to
15 km have been relocated by the algorithm as it currently exists,

ome adaptations would be necessary to increase confidence in the
hase identification routine for events sub-25 km deep. 

.4 Focal mechanism 

n some cases the combination of station azimuth with take-off
ngle results in a P wave ray path where the pierce point aligns with
ne of the event’s nodal planes. When this happens there will be no
etectable P arri v al at the station due to the P wave radiation pattern.
ithout a P arri v al, the relocation algorithm presented here cannot

e used. Ad-hoc arrays containing data without a P w ave arri v al will
e discarded by the phase identification routine (see Section 2.4.5 ),
hus reducing the pool of ad-hoc arrays used to determine event
epth. 

Similarly, the detection of each individual depth phase depends
pon the phase having a detectable amplitude, and is therefore
imited in cases where the pierce point for that phase intersects with
he radiation pattern nodal plane. Hence, even when P is clearly
etectable, one or both of pP and sP may have small amplitudes, and
e undetectable. This is the principal contributor to the complexity
n our phase identification routine. 

.5 Station density 

or a robust depth determination using our relocation algorithm,
he formation of multiple ad-hoc arrays is required. For multiple
d-hoc arrays to be formed, we need a dense distribution of seis-
ic stations, ideally spanning a range of distances and azimuths.
hilst the growth of seismic network coverage means future events
ill have a wealth of data recorded by the expanding open access

eismic networks, historic events sometimes lack cov erage. Ev ents
ccurring pre-2000 struggle for data with a great enough station
ensity for ad-hoc array formation under the criteria outlined in
ection 2.3 . The exceptions to the rule are events from the 1990s
hich contain dense, targeted station networks within teleseismic
istances, such as the seismometers associated with the Southern
alifor nia Ear thquake Data Centre, or dense networks installed as
art of temporary regional deployments. Yet even these events will
uffer from a lack a backazimuthal variation if, for example, the
odal plane of the event focal mechanism aligned with the few
xisting ad-hoc arrays (see Section 5.4 ). Despite the occasional
ense network available during the 1990s, older events are likely
o suffer from the low-density distribution of seismic data. The
pproach is unlikely to work pre-1990s due to a lack of global
ata. 

.6 Automation 

e have consciously set high-quality control measures in order to
uild confidence in the automated results. Consequently, clean co-
erent data may occasionally be discarded alongside poorer quality
ata. Equally, despite the high-quality control measures, the oc-
asional poor-quality data ad-hoc array, or mis-identified phase,
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may proceed through to the depth determination steps. We aim 

to capture the uncertainty of the new event depths based upon 
poorer quality data within the jack-knifing error estimations (see 
Section 4.2 ). 

5.7 Maximum catalogue depth error 

The phase identification routine and the depth inversion are de- 
signed to accommodate a maximum of 40 km error in the initial 
catalogue depth. The phase identification routine relies upon the 
predicted phase arri v als plus margins of error calculated from a 
potential 40 km error in the initial catalogue depth, and the forward 
modelled test depths are limited to ±40 km of the initial catalogue 
depth. An y e vents which require an updated hypocentre depth that 
is greater than 40 km from the initial depth catalogue will not be 
correctly relocated, and hence would be excluded from a catalogue 
determined using our routine. 

We use the ISC event catalogue as our initial catalogue as 
we expect that the event hypocentres they calculate are within 
40 km of the depths we calculate using our algorithm, although 
we acknowledge that in rare cases, this may not be the case 
(e.g. Craig et al. 2023 ). 

6  C O N C LU S I O N  

In this study, we present a fully automated, dynamic approach to 
constrain the depths of intermediate-depth earthquakes using depth 
phases. Depth phases are difficult to detect on single station seis- 
mic data, therefore we leverage the increasingly available global 
seismic data to construct adaptable ad-hoc arrays and apply array 
processing techniques, in order to significantly boost the detectabil- 
ity of both pP and sP . We use the differential times between the 
depth phases and their direct P arri v al in conjunction with an ap- 
propriate 1-D velocity model to determine hypocentral depth. Using 
this approach we are able to reliably generate regional catalogues 
containing events between m b 4.7 and 6.5, and between depths of 
40–350 km. We show regional catalogue results for the nor ther n 
Chile and the Peruvian flat slab sections of the subducting Nazca 
plate, with strong agreement between our depths for nor ther n Chile 
and those found by Craig ( 2019 ). 
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Figure S1 Plot showing the mean number of phases ( P , pP or 
sP ) found per moment magnitude whilst applying five different 
bandpass filters for three seismic data types – displacement, velocity 
and acceleration. 
Figure S2 Plot showing the mean number of phases ( P , pP or sP ) 
found per depth whilst applying a 1–10 s bandpass filter for three 
seismic data types – displacement, velocity and acceleration. 
Figure S3 Plots showing the difference between the plane and 
curv ed wav efront time-shifts required to beamform a theoretical 
station for P , pP and sP arri v als using the ak135 velocity model. 
The theoretical station is 278 km away from the beamforming co- 
ordinates at approximately 045 ◦ bearing. A range of source depths 
from 40 to 360 km are tested using a backazimuth of 180 ◦. All three 
phases are calculated to have less than 0.2 s difference between 
the plane and curv ed wav efront time-shifts which significantly de- 
creases with epicentral distance. Plots created using software from 

Ward et al. ( 2023 ). 
Figure S4 Comparison grid of P arri v al phase-weighted beams 
(power of 4) demonstrating the variation in the amplitude, and thus 
coherence, as the backazimuth and slowness values grade from 

those found by the geodetic calculations (red box) to those found 
by beampacking (green box). θ represents backazimuth and u rep- 
resents slowness. Example is from an ad-hoc array located 57.9 ◦

from the 2010 May 23, m b 6.2 earthquake. 
Figure S5 Cross correlation results for ad-hoc arrays located at (a) 
83.2 ◦ and (b) 83.1 ◦ epicentral distances from the 23rd May 2010, 
m b 6.2 earthquake. (a) demonstrates an array where no traces fail 
the cross correlation quality control parameters, whilst (b) shows 
an ad-hoc array where the example trace fails to meet the specifi- 
cations and is removed. The updated beam subsequently reflects an 
increased P arri v al amplitude. 
Figure S6 Mean percentage of arrays removed by the two data 
quality assessments - cross-correlation and vespagram based – per 
magnitude ( m b ) of earthquake in the Peruvian e vent catalo gue de- 
fined in Section 2.1. The grey dashed line indicates where 50% of 
arrays are removed by the quality assessments, and the grey dotted 
line highlights the onset of the ne gativ e correlation between mag- 
nitude and percentage of ar rays removed, occur ring at approx. m b 

4.7. 
Figure S7 Plot illustrating the maximum differential times between 
the given phases for a 40 km deep source, assuming a depth error of 
40 km. This is to determine reasonable fixed time/error margins dur- 
ing the phase identification routine for shallow earthquakes. Deeper 
earthquakes use a 25 per cent error margin during the phase identi- 
fication routine. 
Figure S8 Example ad-hoc arrays from nor ther n Chile for two 
e vents with dif fering relocated depths to those found by Craig 
( 2019 ). An M w 6.4 event from 1999 September 15 with a hypocen- 
tre found to be 16.1 km deeper than Craig ( 2019 ) – vespagram (a) 
and optimum beam (b) for an ad-hoc array at an epicentral distance 
of 71.9 ◦, and pP–P differential time plot (c). An M w 5.3 event from 

2001 May 24 with a 12.5 km deeper depth found by this study –
vespagram (a) and optimum beam (b) for an ad-hoc array at an 
epicentral distance of 70.5 ◦, and pP–P differential time plot (c). 
Figure S9 Nor ther n Chile catalogue with error bars determined 
though jack-knifing the ad-hoc arrays. The figure shows events with 
magnitudes between m b 4.7–6.5, and have final relocated depths be- 
tween 40–350 km with errors of less than 20 km. (a) Map of nor ther n 

https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae289#supplementary-data
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hile, with the relocated hypocentres, example cross-section loca-
ions and Slab2 contours plotted (Hayes et al. 2018 ). (b) and (c)
how the example cross-sections with our relocated hypocentral
epths in colour with their error bars, the original ISC hypocentres
hich we relocated in dark grey and ISC hypocentres which were
ot relocated by our approach in pale grey. All plotted hypocentres
re scaled in size by magnitude. 
igure S10 Histogram showing the difference in depths between

he initial ISC event catalogue and the final Peruvian catalogue
etermined during this study. 
lease note: Oxford University Press is not responsible for the con-

ent or functionality of any supporting materials supplied by the
uthors. Any queries (other than missing material) should be di-
ected to the corresponding author for the paper. 

ATA  AVA I L A B I L I T Y  

ll seismic data used in this study are openly available from BGR
t http://eida.bgr.de , ETH at http://eida.ethz.ch , GEONET at http://
ervice.geonet.org.nz , GFZ at http://geofon.gfz-potsd am.d e , ICGC
t http://ws.icgc.cat , INGV at http://webservices.ingv.it , IPGP at
ttp://ws.ipgp.fr , IRIS at http://service.ir is.edu , KNMI at http://rd
a.k nmi.nl , LMU at http://erde.geophysik .uni-muenchen.de , NIEP
t http://eida-sc3.infp.ro , NOA at http://eida.gein.noa.gr, ORFEUS
t http://www.or feus-eu.or g , RESIF at http://ws.r esif .f r, SCEDC at
ttp://service.sced c.caltech.ed u , TEXNET at http://rtserve.beg.utex
s.edu , UIB-NORSAR at http://eida.geo.uib.no and USP at http://si
mo.iag.usp.br. A full list of seismic networks used, and their DOIs,
s provided in the Supporting Information . Final event catalogues
or Peru and northern Chile using their regional 1-D velocity models
re provided in the Supporting Information . Code is available on
equest from the authors. 
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