
This is a repository copy of Demonstration of tunability of HOFI waveguides via start-to-
end simulations.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/216198/

Version: Published Version

Article:

Mewes, S. M., Boyle, G. J., Pousa, A. Ferran et al. (7 more authors) (2023) Demonstration
of tunability of HOFI waveguides via start-to-end simulations. Physical Review Research. 
033112. ISSN 2643-1564 

https://doi.org/10.1103/PhysRevResearch.5.033112

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution (CC BY) licence. This licence 
allows you to distribute, remix, tweak, and build upon the work, even commercially, as long as you credit the 
authors for the original work. More information and the full terms of the licence here: 
https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



PHYSICAL REVIEW RESEARCH 5, 033112 (2023)

Demonstration of tunability of HOFI waveguides via start-to-end simulations

S. M. Mewes ,1,2,* G. J. Boyle ,3 A. Ferran Pousa ,1 R. J. Shalloo ,1 J. Osterhoff ,1 C. Arran ,4 L. Corner ,5

R. Walczak ,6 S. M. Hooker ,6 and M. Thévenet 1

1Deutsches Elektronen-Synchrotron DESY, Notkestr. 85, 22607 Hamburg, Germany
2Institut für Experimentalphysik, Universität Hamburg, Luruper Chaussee, 22761 Hamburg, Germany

3James Cook University, 1 James Cook Dr, Townsville City QLD 4814, Australia
4York Plasma Institute, Department of Physics, University of York, Heslington, York YO10 5DD, United Kingdom

5Cockcroft Institute for Accelerator Science and Technology, School of Engineering, The Quadrangle,

University of Liverpool, Brownlow Hill, Liverpool L69 3GH, United Kingdom
6John Adams Institute for Accelerator Science and Department of Physics, University of Oxford,

Denys Wilkinson Building, Keble Road, Oxford OX1 3RH, United Kingdom

(Received 5 May 2023; accepted 10 July 2023; published 18 August 2023)

In recent years, hydrodynamic optical-field-ionized (HOFI) channels have emerged as a promising technique

to create laser waveguides suitable for guiding tightly focused laser pulses in a plasma, as needed for laser-plasma

accelerators. While experimental advances in HOFI channels continue to be made, the underlying mechanisms

and the roles of the main parameters remain largely unexplored. In this paper, we propose a start-to-end

simulation pipeline of the HOFI channel formation and the resulting laser guiding and use it to explore the

underlying physics and the tunability of HOFI channels. This approach is benchmarked against experimental

measurements. HOFI channels are shown to feature excellent guiding properties over a wide range of parameters,

making them a promising and tunable waveguide option for laser-plasma accelerators.

DOI: 10.1103/PhysRevResearch.5.033112

I. INTRODUCTION

Laser-plasma accelerators [1,2] (LPAs) enable the compact

acceleration of charged particles with gradients well above the

GeVm−1 level [3–5], orders of magnitude higher than con-

ventional technologies. Proof-of-principle experiments and

design studies demonstrated the potential of LPA-accelerated

electron beams for applications such as high-energy pho-

ton sources [6–9], free-electron lasers [10], and high-energy

physics [11]. Progress in LPA performance has been strongly

coupled to advances in laser technology, such as the advent of

chirped pulse amplification [12], and further developments are

still required to match the capabilities of conventional acceler-

ators. In particular, guiding of the driving laser pulse through

the plasma is necessary for maintaining high accelerating

gradients over multiple Rayleigh lengths, enabling energy-

efficient electron acceleration in the GeV range [13–15].

In recent years, hydrodynamic optical-field-ionized

(HOFI) channels [16] have attracted considerable attention

as a promising all-optical approach to generate plasma wave-

guides with on-axis densities as low as 1017 cm−3, which is

required for multi-GeV electron energy gain. HOFI channels

enable the guiding of tightly focused (∼10–50 µm spot size)
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laser pulses, which is difficult using other guiding methods.

In particular, waveguides based on an electrical discharge in

a gas-filled capillary [17,18] require thin capillaries (easily

damaged by misalignment) or complex additional plasma

shaping [13]. Finally, recent experiments demonstrated the

suitability of HOFI channels for plasma-based acceleration at

high repetition rates [14,15,19–24].

The HOFI channel formation takes place in two steps.

First, an ultrashort laser pulse, hereafter called the HOFI

pulse, is focused into a low-density gas to field-ionize it and

thereby generate a thin plasma filament with high electron

temperature. The HOFI pulse peak intensity is chosen to

be above the over-the-barrier ionization intensity (∼1.4 ×
1014 W cm−2) to reach full ionization at the center of the

filament. Second, due to the thermal pressure, the hot filament

expands radially, producing a cylindrical blast wave with a

density profile that has a dip on axis, suitable for guiding the

driving laser pulse of the LPA, hereafter called the LPA pulse.

In a further step, the power attenuation length of the chan-

nel can be increased by several orders of magnitude, to tens

of meters, by ionizing the neutral gas collar surrounding the

HOFI channel with a subsequent high-order Bessel pulse [22]

or a low-order Gaussian pulse guided along the axis of the

HOFI channel [20,23,25]. These channels are referred to as

conditioned HOFI (CHOFI) channels.

Despite auspicious experimental realizations in the last

few years, only modest progress has been made towards

accurately simulating and understanding the full process of

HOFI channels, from the plasma formation to the guiding of

the LPA pulse. Difficulties for such simulations are twofold.

First, the system is largely multiscale and multiphysics:
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field ionization and laser guiding occurs over attosecond

to femtosecond timescales, thermalization takes place over

picoseconds, and plasma expansion and collisional ioniza-

tion occur over nanoseconds. Second, the fast ionization by

the HOFI pulse creates conditions for the hydrodynamic ex-

pansion that are far from equilibrium. To the best of our

knowledge, published simulation results of HOFI channel for-

mation [14,16,19,20] do not capture both points.

In this paper, we present a multiphysics simulation pipeline

covering ionization, hydrodynamic expansion, and laser guid-

ing to clarify the full dynamics of HOFI channels. From the

properties of the HOFI pulse, the simulations enable accurate

predictions—validated against experiments—of the channel

formation and exploration of the guiding properties. In this

simulation pipeline, the fast ionization from the HOFI pulse

is described by particle-in-cell simulations [26] carried out

with WarpX [27]. Then, following the success of previous

authors for a wide variety of plasma problems [20,28–31],

the subsequent expansion of the hot plasma is simulated with

a hydrodynamic plasma model that does not assume local

thermodynamic equilibrium (LTE). Instead, the composition

of the plasma is computed using reaction rates. This is critical

to accurately capture the early dynamics of the HOFI chan-

nel formation. Finally, the guiding properties of the resulting

channel are determined using a modal solver and simplified

laser propagation models in Wake-T [32,33].

The hydrodynamic simulation model, which we have im-

plemented as a custom model in the COMSOL Multiphysics

framework, is presented in Sec. II. Considerations specific to

HOFI channel simulations, including initial conditions and the

mechanisms governing the channel formation, are presented

in Sec. III. Validation of the model against experiments is

shown in Sec. IV. Finally, Sec. V discusses the implications in

terms of laser guiding, and a discussion and perspectives are

given in Sec. VI.

II. HYQUP SIMULATION MODEL

In the HYdrodynamic QUasineutral Plasma (HYQUP)

model, the plasma is described as a quasineutral, weakly mag-

netized, two-temperature reacting fluid, in an approach similar

to Ref. [29]. The main equations and hypotheses are presented

below.

First, the plasma is described as a single fluid combining

all particle species, whose compressible laminar mass flow is

governed by the Navier-Stokes equations [34]. This are the

mass continuity equation

∂ρ

∂t
+ �∇ · (ρ�v) = 0, (1)

where ρ is the mass density, t is the time, and �v is the flow

velocity vector, and the momentum conservation equation

ρ
∂�v
∂t

+ ρ(�v · �∇)�v = �∇ · (−pI + τ ) + �Fext, (2)

where p is the total pressure, �Fext is the sum of external forces

acting on the fluid (negligible for HOFI channel formation),

I is the identity matrix, and τ is the viscous stress tensor. In

the model, we assume a scalar viscosity μ with τ = μ[ �∇�v +
( �∇�v)T − 2

3
( �∇ · �v)I].

Second, due to the significantly different collisional energy

exchange rates, the HYQUP model uses two separate temper-

atures for the light particles (electrons) and the heavy particles

(ions, neutrals, and molecules). The difference between the

temperatures can be large (e.g., laser ionization heats electrons

to many eV, whereas the ions remain close to room temper-

ature), and the electron-ion thermal equilibrium time is on

the order of nanoseconds. The pressure in the Navier-Stokes

equations is the sum of the partial pressures of these two

populations. While the electrons mass is negligible to the flow,

they often dominate the pressure in highly ionized plasma.

The model calculates the heat transfer using separate energy

conservation equations [35] for the two particle populations.

The heavy particle energy conservation equation reads

ρCh

(

∂Th

∂t
+ �v · �∇Th

)

− �∇ · (λh �∇Th)

= ∂ ph

∂t
+ �v · �∇ph + τ : �∇�v + neν

ǫ
eh

3

2
kb(Te − Th) + Qh,

(3)

where Ch is the specific heat capacity at constant pressure

(assuming ideal gas), Th is the temperature, ph is the partial

pressure, λh is the heat conductivity, and Qh are additional

heat sources (e.g., from ion current heating), each for heavy

particle species (subscript e stands for electrons, h for heavy

particles). ne is the number density of electrons, νǫ
eh is the total

average energy-transfer collision frequency between electrons

and heavy particles, and kB is Boltzmann’s constant. The

double dot operation (:) denotes a contraction of tensors a :

b = ∑

n,m an,mbn,m.

The electron energy conservation equation is

ρCe

(

∂Te

∂t
+ �v · �∇Te

)

− �∇ · (λe �∇Te)

= ∂ pe

∂t
+ �v · �∇pe − neν

ǫ
eh

3

2
kb(Te − Th) + Qe, (4)

with similar notations as in Eq. (3). The Qe term represents ad-

ditional electron heat sources, e.g., due to reactions involving

electrons.

For Eqs. (3) and (4), the left-hand-side terms represent

the energy change and transport by fluid flow, and heat

conduction, respectively. The first two right-hand-side terms

represent compression heating, followed by the coupling be-

tween electrons and heavy particles, friction heating (only for

heavy particles, viscosity is negligible for electrons due to

their low mass), and additional heat sources, respectively.

Finally, the HYQUP model calculates the composition of

particle species in the plasma mixture, which may include

different gas species and chemical and ionic states. The lo-

cal mass fraction of each species is tracked as they undergo

reactions and diffusion, allowing for accurate representation

of nonequilibrium plasma states and finite reaction rates (im-

portant for HOFI). For all but one heavy species α, there is a

conservation equation [35],

ρ
∂ωα

∂t
+ ρ(�v · �∇)ωα + �∇ · �jα = Rα, (5)

where ωα is the mass fraction, �jα is the diffusion flux, and

Rα is the mass rate of particles being created or destroyed in
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reactions, all for particle species α. The left-hand-side terms

represent the change in mass fraction, transport by fluid flow,

and diffusion. The mass fraction of the last remaining heavy

species is calculated from
∑

α ωα = 1, to ensure the conserva-

tion of mass. Finally, the electron density distribution is calcu-

lated from the ion distributions according to quasineutrality.
Equations (1)–(5) make up the core of the HYQUP model

and have been implemented as a custom model in COMSOL
Multiphysics software. Solving these differential equations re-
quires the transport properties μ, Ch, Ce, λh, λe, νǫ

eh, and Rα ,

along with terms that describe the diffusive flux �jα . They are
calculated from statistical analysis of the microscopic colli-
sions in the plasma. Details of these calculations can be found
in Appendices A–D. It is sensible to keep the model simple by
reducing the choice of particle species and reactions to those
significantly contributing to a given problem, e.g., ionization
and recombination due to electron collisions. Further details
on the treatment of the reacting mixture for a hydrogen plasma
can be found in Appendices D–E.

In this paper, electromagnetic fields do not require con-
sideration in the hydrodynamic part, which allows for fast
simulations, taking a few minutes for one axisymmetric sim-
ulation, as described below, on a workstation (with 8-core,
3.80 GHz Intel i7-9800X CPU and 38 GB RAM). In the
future, simplified electric and magnetic field solvers will be
included, allowing HYQUP to have a broad range of plasma
applications, similar to MHD codes such as PLASIMO [30]
and FLASH [36]. Supporting nonequilibrium dynamics al-
lows for the simulation of many plasma-based acceleration
applications by accurately describing fast processes relevant
for plasma sources. In what follows, HYQUP is integrated
into a simulation pipeline enabling the experimentally bench-
marked simulations of HOFI channels.

III. HOFI CHANNEL SIMULATION PIPELINE

When simulating HOFI channel formation, three further
assumptions are made with respect to the HYQUP model
described in Sec. II. First, the gas is initially uniform and
the HOFI pulse focus is approximately axisymmetric, so we
assume cylindrical symmetry for the simulations. Second,
we consider infinitely long plasma channels, such that the
problem does not depend on the longitudinal coordinate. This
assumption still permits the simulation of a finite-length HOFI
channel, as long as its length is much larger than its width,
see Sec. IV. With these two assumptions, the remaining prob-
lem has a 1D radial geometry, and Neumann conditions are
applied at the upper boundary (located at r = 400 µm, far
enough for the results to be independent of the boundary con-
dition). Third, we only consider HOFI channels in hydrogen
gas with a species mixture composed of atomic hydrogen,
ionized hydrogen, and electrons, unless specified otherwise.
Specifics on the transport properties and reactions of the hy-
drogen composition, as well as an estimation of the influence
of molecular hydrogen on the simulation results, can be found
in Appendix E. Hereafter, the mixture is described by the
(free) electron density ne and the atomic density na, the latter
being the density of atomic nuclei, regardless of ionization,
excitation or molecular states. In a purely atomic mixture, this
is equivalent to the heavy particle density.

FIG. 1. (a) Schematic of the multiphysics HOFI channel simu-

lation pipeline. (b), (c) An example simulation of a HOFI channel

in an atomic hydrogen gas of initial density na,0 = 1018 cm−3 at

temperature Th,0 = 300 K. The initial plasma channel is formed by

a circularly polarized Gaussian HOFI pulse with central wavelength

800 nm, duration 30 fs, peak intensity 1017 W cm−2, and spot size

30 µm. (b) Radial distribution of electron density, atomic density, and

electron temperature at the beginning and after 2 ns of the expansion.

(c) Time evolution of the thermal Eth, potential Epot, and kinetic

energy Ekin. (d) Temporal evolution of the radial profile of atomic

density. The on-axis density and a comparison to the Sedov-Taylor

blast theory, given by the model of Ref. [16], are also shown. Two

approaches, one using Sedov-Taylor theory predictively (S-T pred.),

the other fitting the Sedov-Taylor expression to the peak position

obtained from HYQUP (S-T fit) are compared.

The simulation pipeline we developed to obtain an accu-

rate description of HOFI channels is shown in Fig. 1(a). The

initial conditions for HOFI channel simulations in HYQUP

consist in radially resolved density and temperature pro-

files of all species (electrons, ions, neutrals). In the first

step of the pipeline, starting from a cold (300 K) unionized

gas, ionization properties are obtained by WarpX simulations

where field ionization is captured by the ADK model [37]

with the empirical correction of Ref. [38]. These simula-

tions give, right after the passage of the HOFI pulse, the

ionization fraction and the average kinetic energy of the

electron population, mostly residual canonical momentum

obtained at the ionization time. The electron temperature is
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calculated from the average kinetic energy, neglecting phe-

nomena like ion acoustic wave excitation or collisional ion-

ization during electron thermalization. The average free time

between electron-electron collisions, estimated as the inverse

of the electron collision rate [similar to Eq. (A1)], is found

to be on the order of ∼ ps in these conditions, justifying

the simplification that thermalization happens quickly, before

the hydrodynamic expansion (on the ∼ ns timescale) starts.

Other initial properties are trivially obtained assuming quasi-

neutrality and cold (300 K) ions and neutrals.

For practical reasons, this method was used to build ion-

ization tables: for a given set of laser polarization state, pulse

duration and wavelength, the resulting ionization fraction and

electron temperature were obtained from PIC simulations as-

suming a laser plane wave with Gaussian temporal profile and

scanning over a wide range of peak intensities. The resulting

tabulated functions ne, Te = f (IHOFI) are used to calculate the

ionization properties of an arbitrary intensity profile without

running a PIC simulation. This approach is appropriate when

ionization-induced refraction is negligible, as is the case for

this paper. See Appendix H for more details.

In the second step, the formation of the HOFI channel by

hydrodynamic expansion of the initial plasma filament over

several nanoseconds is simulated using the HYQUP model,

yielding detailed information about the evolution of density,

mixture, and temperature profiles over time. The 1D simula-

tion space is represented by a regular grid of 14 000 points

and the time steps taken by the solver change adaptively from

∼ ps for initialization to almost ∼ ns at the end.

In the last step of the simulation pipeline, the guiding

properties of the channel profiles obtained from each time

iteration of the HYQUP simulation are determined through

a modal solver together with guiding simulations in Wake-T

[33]. Further details of this step are described in Sec. V.

Figures 1(b) and 1(c) show an example hydrodynamic

simulation of the HOFI channel formation. A transversely

Gaussian HOFI pulse (details in figure caption) ionizes a

gas of atomic hydrogen, generating the initial temperature

and density profiles shown in Fig. 1(b). The plasma in the

channel starts out fully ionized near the axis and the initial

on-axis electron temperature is ∼26 eV, while the on-axis

heavy-species temperature remains at the original gas temper-

ature 300 K. The time taken for this temperature difference to

decrease by a factor of 2 just by collisional energy exchange

between the two particle ensembles is ∼5 ns [estimated us-

ing the energy exchange rate in Eq. (3)], which is the same

timescale as the expansion, underlining the importance of

the two-temperature system for accurate HOFI channel sim-

ulations. The initially homogeneous gas gets disturbed by a

strong cylindrical blast wave, seen as a sharp spike in the

atomic density moving outward over time. The resulting den-

sity profiles are suitable for laser guiding. The drop in on-axis

electron density is solely caused by the expansion, recom-

bination is negligible over this timescale. The bulk electron

temperature drops below 2 eV within the first nanosecond,

which is when an LTE-based Saha equilibrium solution starts

to drop below full ionization. After 5 ns, the temperature is

almost down to 1.2 eV while the plasma remains almost fully

ionized within the channel, conditions that could not be cap-

tured by an LTE approximation.

During the entire process, the Knudsen number (an indica-

tor to determine the type of flow) stays between 0.001 and

0.005, indicating a continuous flow regime. The Reynolds

number (an indicator for turbulent flow regimes) in the bulk

plasma and gas remains around ∼1000, making the flow non-

turbulent. With both conditions fulfilled, the assumption of

a laminar flow is justified in these areas. In the blast wave,

however, the Reynolds number reaches up to almost 105,

potentially indicating turbulence that is not accounted for in

our current model.

While the HOFI pulse deposits energy in the form of ion-

ization and heat, the channel formation is a manifestation of

kinetic energy, i.e., mass flow. Therefore, understanding the

redistribution of energy during the HOFI channel formation

gives considerable insight into the dynamics. This is shown in

Fig. 1(c), where the main types of energy (strictly speaking,

linear energy density, per meter of channel length) are given as

a function of time. These types of energy are potential energy

Epot = 2π
∫

neǫionrdr (proportional to the number of ionized

atoms, ǫion = 13.6 eV is the hydrogen ionization potential),

thermal energy Eth = 2π
∫

3
2
kB[neTe + nh(Th − Th,0)]rdr (ex-

cluding the initial heat of the gas), and kinetic energy Ekin =
2π

∫

1
2
ρv

2
r rdr (accounting for the radial velocity vr of the

plasma fluid).

In half a nanosecond, collisional ionization and pressure

gradients convert a fraction of the thermal energy into po-

tential and kinetic energies, respectively. With higher initial

electron temperatures, more of the thermal energy is converted

into potential energy (ionizing a wider radius) in this time-

frame.

The temporal evolution of the channel profile is shown in

Fig. 1(d). Note the secondary signal moving inward from the

initial plasma boundary, lowering the on-axis density between

1.5 and 2 ns. This seems to be caused by an early pressure

spike at the plasma boundary due to the collisional ionization.

Although the signal is always present, it is sensitive to the

exact models used and may be reduced in realistic nonaxisym-

metric conditions.

A common model to describe the blast radius of the HOFI

channel formation is the Sedov-Taylor (S-T) blast theory

[16,39–41], which models a blast wave starting from a kinetic

energy source deposited on axis that sweeps up all surround-

ing mass as it expands. To account for the finite initial size of

the HOFI channel, a delay time t0 is included as in Ref. [16],

resulting in r(t ) = √
γ + 1(πmH na,0E0)−

1
4

√
t − t0, where E0

is the initial energy deposited, γ = 5/3 is the adiabatic index,

and mH is the atomic mass of hydrogen. In Fig. 1(d), we

demonstrate that this S-T model, which assumes the entire ini-

tial energy to be the kinetic energy of the blast, is insufficient

to describe HOFI channel formation by two approaches. First,

we predict the S-T blast radius by assuming all the initially

deposited linear thermal energy density is converted into the

kinetic energy of the blast E0 = Eth(t = 0) = 44 mJ m−1. The

result shows a much wider radius than the HYQUP sim-

ulation. Second, we fit the S-T model to the density peak

position obtained from HYQUP. The line fits well, but the

obtained best-fit energy (E0 = 19.2 ± 0.2 mJ m−1) is much

smaller. The difference between these two energies is not fully

accounted for by the collisional ionization losses obtained

from HYQUP (∼16 mJ m−1), and the kinetic energy found in
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HYQUP (∼7 mJ m−1) is also far below the fitted energy. Fur-

thermore, the HYQUP simulations clearly show significant

amounts of mass remaining inside the channel and more com-

plicated dynamics, like collisional ionization. We conclude

that this simple S-T model is not suitable for predicting the

formation of HOFI channels, as neither the physical process

nor the matching energy parameter are reflected anywhere in

the more detailed simulations. Furthermore, in Sec. V, we

show that the guiding properties evolve mostly unrelated to

the blast radius, further demonstrating the need to go beyond

the S-T model to understand HOFI channels. More discus-

sions on the initial state dependency of the hydrodynamic

expansion can be found in Appendix G.

IV. BENCHMARK WITH EXPERIMENT

The simulation pipeline described in Sec. II is bench-

marked against experiments performed at the University of

Oxford. Here we briefly outline the experimental setup—full

details can be found in Refs. [16,25].

The HOFI pulse was a circularly polarized Ti:sapphire

laser pulse with wavelength 800 nm, duration 50 fs FWHM

(intensity), and pulse energy of 25.2 mJ, focused with a

spherical lens into a short hydrogen-filled gas cell to gen-

erate the plasma filament. After a variable delay (up to a

few nanoseconds), a copropagating frequency-doubled (λ =
400 nm) pulse probed the plasma: the free electrons of the

plasma, and, to a lesser extent, the atoms of the neutral

gas, induce a density-dependent phase shift �φ, which was

measured interferometrically. The measured phase shift is

calibrated by using the propagation through the unionized gas

as zero. The two contributions of electrons and neutral atoms

could not be separated with this experimental arrangement,

so we compare the measured phase shift with that calculated

from HYQUP results rather than attempting to deduce the

electron, atomic, and ion densities from the interferometric

measurements. The calculation of the phase shift is detailed

in Appendix F.

A focal scan of the HOFI pulse was taken in the experiment

and used to determine the initial 3D distribution of electron

density and temperature as described below. The transverse

profile of the pulse was imaged every 250 µm for 6 mm around

focus. Refraction is neglected, so the propagation of the HOFI

pulse in hydrogen is approximated by vacuum propagation.

As mentioned in Sec. III, the longitudinal expansion of the

plasma channel is neglected, so each z slice can be treated as

an independent 2D transverse problem. This is in agreement

with observations in Ref. [14], and is justified because the

width of the HOFI pulse focal region is much smaller than

its length [respectively, 20 and 2000 µm, see Fig. 2(a)].

The procedure to reproduce experimental results follows

several steps. First, for each slice of the HOFI pulse profile, a

denoising step is applied to compensate for the low dynamic

range of the measurements compared to that required for ion-

ization calculations. The cleaned laser mode is reconstructed

by decomposing the measured intensity profile into a set of

Hermite-Gauss modes and filtering out the higher-order terms

containing the detector noise. This procedure offers superior

dynamic range to traditional noise removal methods by recon-

structing the profiles from a set of analytic functions and is

FIG. 2. The determination of the initial state for the benchmark

of HOFI channel simulations starts from the measured 3D HOFI

pulse intensity profile shown in (a). This data set consists of a number

of transverse slices as exemplified in (b) for z = 21 mm. The noisy

experimental data is shown in the right half and the cleaned data

in the left. In (c) and (e), the ionization fraction and the electron

temperature resulting from simulation of the laser ionization in this

slice of the intensity profile are shown. In (d), these distributions are

azimuthally symmetrized.

critical for the subsequent ionization calculations. An example

slice is shown in Fig. 2(b), where the left side shows a cleaned

profile, while the right shows noisy raw data. The collection

of all slices used to reconstruct the 3D intensity profile can be

seen in Fig. 2(a).

Second, the tables ne, Te = f (IHOFI) described in Sec. III

are applied to the cleaned pulse slices to obtain the 2D electron

density and temperature profiles. Such profiles are shown in

Figs. 2(c) and 2(e), respectively, corresponding to the pulse

intensity profile shown in Fig. 2(b). Importantly, the hydrogen

gas was assumed fully dissociated initially, so the HOFI pulse

was ionizing atomic rather than molecular hydrogen (a dis-

cussion on molecular ionization can be found in Appendix E).

The peak intensity of the HOFI pulse significantly surpasses

the ionization threshold in hydrogen. This causes the ioniza-

tion profile to be almost flat-top over the high-intensity region

of the HOFI pulse and sharply drop off where the intensity

falls below the ionization threshold.

The electron temperature has a small bump near the laser

axis, where the laser field is strong enough to excite weak

plasma waves, causing plasma electrons to have a coherent

longitudinal momentum uz of similar amplitude to the trans-

verse momentum. It is unclear what fraction of uz actually
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FIG. 3. Comparison of experimental measurements (blue) and

simulation results (red) of the phase shift induced on the probe laser,

approximately proportional to the electron density. In (a), a scan of

the temporal evolution of the expanding HOFI channel is shown. The

measurement was taken in a 2-mm-long gas cell, filled at a buffer

pressure of 50 mbar of hydrogen. In (b), the profile after 3.93 ns of

expansion is shown for different gas pressures in a 4-mm-long gas

cell. The radial integral of the phase shift, approximately propor-

tional to the total electron number, over the temporal scan from (a) is

shown in (c).

decays into thermal energy. In this case, uz contributes less

than 5 % to the total thermal energy, and has a modest im-

pact on the dynamics. When the regime is prone to strong

wakefield, this could be the main source of thermal energy,

governing the dynamics of the HOFI channel.

Third, the 2D electron density and temperature profiles are

integrated azimuthally to give ne, Te = f (r). This step is illus-

trated in Fig. 2(d) for the same slice. There, the smoothness

of the profiles is mostly due to the azimuthal averaging: any

radial cut of density in Figs. 2(c) and 2(e) would have a steeper

boundary.

Fourth, the radial profiles at each slice are used as ini-

tial conditions for a hydrodynamic simulation as described

in Sec. III, giving the plasma properties resolved radially,

longitudinally, and in time.

Finally, the phase shift induced on the probe laser is calcu-

lated from the electron and neutral atom densities, as outlined

in Appendix F, to be compared with the experimental mea-

surements.

In Fig. 3, we show comparisons between measurement

and simulation results for two single-parameter scans. Due

to experimental constraints, the exact positions of the gas

cell relative to the laser focus is not precisely known. Thus,

the gas cell position was varied on the simulated data within

its experimental uncertainty of ∼ ± 1 mm to optimize the

qualitative agreement between experimental and simulation

results.

Figure 3(a) shows a scan of the probe pulse delay time,

capturing the temporal evolution of the channel structure, for

a 2-mm-long gas cell operated at a 50 mbar buffer pressure. In

this experimental arrangement, it was not possible to measure

the pressure in the gas cell directly but rather in a buffer vol-

ume nearby. To avoid systematic errors related to the pressure

drop between the cell and the buffer, the initial gas density

(na,0 = 2.09 × 1018cm−3) was obtained by fitting to the flat

top of the first time step of the experiment, which shows the

initial state immediately after ionization. The good agreement

found for the initial profiles validates our procedure to obtain

the initial electron density profile from the HOFI pulse profile.

From the initial state of the simulation, we find the total energy

deposited by the HOFI pulse to be ∼ 90 µJ, only ∼0.36 % of

the HOFI pulse energy. This low efficiency is not surprising

for a proof-of-principle experiment and can certainly be raised

by using an optimized laser system.

Small differences between the measured and simulated

profiles at large radii could be the result of the assumption of

azimuthal symmetry. Another source could be small changes

to the initial ionization profile in the wings of the HOFI pulse

intensity, where the measured signal approaches the limits of

the camera’s dynamic range. The larger disagreement in signal

strength observed at the longest delay may be due to experi-

mental limitations, leading to an underestimation of the phase

shift. The internal oscillations of the HOFI channel, causing

the on-axis bump at 1 ns delay, also seems to be observable in

the experiment, although less pronounced.

In Fig. 3(c), we obtain the radial integral of the phase shift

for each time step, which is effectively the combined phase

shift of all matter in the measured volume. The simulated

initial rise due to collisional ionization is in good agreement

with the measurement, emphasizing the need for the finite

reaction rates of the non-LTE model.

Figure 3(b) presents a scan over the hydrogen pressure in

a 4-mm-long gas cell, showing the state of the channel after

4 ns. The initial condition was not measured in this scan, so the

initial gas density was inferred from other measurements to be

9.05 × 1017 cm−3, 2.09 × 1018 cm−3 and 3.16 × 1018 cm−3

for the three pressures, respectively. Nevertheless, a very good

agreement of the magnitude of the phase shift was found,

while there is a slight difference in the peak positions that may

be explained by the neglected refraction of the HOFI pulse or

ionization of molecular instead of atomic hydrogen, which is

further discussed in Appendix E.

Overall, Fig. 3 demonstrates excellent quantitative agree-

ment between numerical simulations and experimental mea-

surements of the HOFI channel formation, using only a few

free parameters. In the following section, this predictive sim-

ulation capability is used to explore the guiding properties of

the resulting density profiles. Understanding these properties

and how to tune them for the optimal guiding of a laser pulse

is a significant step for realizing high-performance energy-

efficient LPAs.
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V. GUIDING PROPERTIES

The guiding properties of a plasma waveguide are de-

termined by its radial electron density profile. In the case

of a parabolic plasma waveguide n(r) = n0 + r2/(πrew
4
m),

where n0 is the on-axis electron density and re is the classi-

cal electron radius, there exists an infinite number of bound

modes (Laguerre-Gauss) [42], the lowest order of which is

characterized by a 1/ exp(2) intensity radius wm, referred to

as the matched spot size. For real plasma waveguides, in

which the electron density increases radially from the axis

to a peak value and then reduces finally to zero beyond the

plasma region, there are no fully bound modes but rather

a set of leaky modes which propagate along the waveguide

with a constant attenuation rate [42,43]. Typically, the low-

est order mode in a real plasma waveguide used in an LPA

is close to a Gaussian and will propagate with the lowest

losses. Thus, here it is useful to characterize the matched

spot or mode size wm of a plasma waveguide using the D4σ

definition for beam radius [44], which matches the defini-

tion above in the case of a pure Gaussian. Additionally, it

is useful to quantify the mode’s similarity to a purely Gaus-

sian mode for the identification of strongly irregular (e.g.,

ring-shaped) modes that are not typically used for driving an

LPA. This is quantified here by the squared amplitude a2
00

of the fundamental Laguerre-Gauss mode contained in the

guided intensity profile (a2
00 � 1, where a2

00 = 1 corresponds

to a purely Gaussian mode). In addition to the properties

of the mode, the capability of maintaining the pulse energy

within the channel is an important measure for its suitability

as a waveguide. To characterize this, the relative leakage rate

Rleak is defined as the fraction of pulse energy tunneling out

of the channel per unit propagation distance. Finally, due

to the radial variation of the plasma density, an effective

density value neff is obtained from the observed group ve-

locity vg in the channel using the expression neff = (meǫ0/e2)

w
2
0 (1 − v

2
g/c2), where me is the electron mass, ǫ0 is the vac-

uum permitivity, e is the elementary charge, ω0 is the laser

angular frequency and c is the speed of light in vacuum.

These properties are obtained from Wake-T simulations

[33] of the laser pulse propagation, where its evolution in the

plasma channel is modeled with an envelope solver [32]. The

laser pulse is initialized with an approximation of the matched

radial intensity profile obtained by recasting the paraxial

Helmholtz equation as an eigenvalue problem and numerically

solving for the modes of the plasma waveguide using standard

finite-difference methods. The pulse is then propagated in the

channel until convergence to the matched mode is reached. A

typical pulse duration of 30 fs is assumed, and the nonlinear

plasma response is neglected, which is valid assuming the

normalized laser amplitude parameter a0 is much smaller than

unity.

The guiding provided by refraction due to the plasma elec-

trons is studied for the two extreme cases of HOFI and an

optimal CHOFI for each channel. On the one hand, if the

intensity of the guided pulse is not sufficient to induce further

ionization, the guiding is only provided by the basic HOFI

channel, i.e., the electron density observed from the HYQUP

simulation. On the other hand, when guiding a high-power

pulse (able to fully ionize the background gas) or using an

FIG. 4. Evolution of the guiding properties of a HOFI channel

during hydrodynamic expansion. (a) Matched mode (radial intensity

profile) for the HOFI channel, (b) matched mode for a CHOFI chan-

nel that is fully ionized (up to the 1 mm radial extent of the simulation

box), (c) on-axis and effective density, (d) relative leakage rate, and

(e) squared amplitude of the fundamental Laguerre-Gauss mode in

the guided mode.

additional preconditioning pulse to create a CHOFI channel,

the resulting electron plasma population is given by the atomic

density (as the plasma is fully ionized over a region much

larger than the channel radius).

The results of this simulation approach, when applied to

the HOFI channel shown in Fig. 1, are summarized in Fig. 4.

A strong temporal dependence can be observed, with profiles

not suitable for guiding Gaussian-like pulses when t � 2 ns,

and with a varying matched spot size at later times. Sig-

nificant differences can also be observed between the HOFI

and CHOFI channels. While the fully ionized atomic back-

ground in a CHOFI channel allows for negligible leakage and

quasi-Gaussian modes, the initial electron density profile of

the HOFI channel results in a leakage of up to ∼ 1%/mm

and less ideal profiles, matching the guiding properties of the

CHOFI channel only in a narrow time window. The minimal

leakage in the CHOFI channel is due to the nonzero electron

density outside the channel, which prevents the pulse energy

from tunneling out. The observed time dependence implies

that the properties of the channel can be tuned by scanning

the easily accessible delay between the HOFI and LPA pulses.

In the present case, with a delay between 2 ns and 7 ns, an

effective density between 5 × 1017 cm−3 and 1 × 1017 cm−3
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FIG. 5. (a) Matched spot size and (b) effective density in HOFI

channels generated by HOFI pulses with different spot sizes. These

properties are calculated for CHOFI channels. Only the regions with

high quality-guiding (a2
00 > 0.9) are shown. The circles and dashed

lines highlight the different time delays and corresponding matched

spot sizes that can be achieved while maintaining a constant effective

density of 4 × 1017 cm−3.

and a matched spot size between 40 µm and 60 µm can be used

with high guiding quality.

The high tunability of HOFI channels is further explored

in Fig. 5. By adjusting the spot size of the HOFI pulse and its

delay with respect to the LPA pulse, the matched spot size in

the channel and the effective plasma density can be indepen-

dently controlled, even for a fixed gas density. As an example,

for neff = 4 × 1017 c−3m, wM can be scanned continuously

between 20 µm and 50 µm. This illustrates the flexibility of

HOFI and CHOFI channels, which can be adapted to max-

imize the performance of a wide range of laser systems for

driving an LPA, without losing the high quality of the waveg-

uide. Some further discussion of tunability can be found in

Appendix G. The presented simulation method allows for an

accurate and cost-effective modeling of the channel proper-

ties, therefore enabling the design and optimization of future

HOFI-based LPAs.

VI. SUMMARY

This paper presents detailed simulations of HOFI channels,

providing insight into the channel formation and exploring

their guiding quality over a wide range of parameters. To

achieve this, HYQUP, a hydrodynamic plasma model, was de-

veloped and integrated into a start-to-end simulation pipeline,

which was benchmarked against experimental measurements,

showing excellent agreement. Based on a single-fluid two-

temperature description, HYQUP does not assume LTE and

instead captures the evolution of the plasma composition via

reactions. The guiding properties are determined by the chan-

nel shape near the axis, which is not fully captured by the

reduced S-T model. The simulations demonstrate that, by

adjusting the HOFI pulse parameters and the delay between

the HOFI pulse and the guided pulse, one can achieve large

tunability of the effective density and matched radius of the

waveguide independently, while maintaining a low leakage

rate and preserving a Gaussian-like guided pulse. Future ad-

ditions to the HYQUP model (additional gas species, various

reaction models, interaction with boundaries, ambipolar dif-

fusion, 2D and 3D capabilities) will enable the simulation of

HOFI channels in various conditions (e.g., suitable for ioniza-

tion injection in LPAs), as well as its extension to simulate

further hydrodynamic processes like capillary discharges.
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APPENDIX A: MOMENTUM-TRANSFER COLLISION

FREQUENCIES

The average collision frequency of momentum-transfer

Coulomb collisions (e− − H+) and (H+ − H+) are calculated

numerically, as described by Bobrova et al. [28,47,48], i.e.,

νei = 4

3

√

2π

me

nee4ei

(4πǫ0)2(kBTe)3/2
, (A1)

νii = 4

3

√

π

mi

nie
4ii

(4πǫ0)2(kBTh)3/2
, (A2)

where ni and mi are the number density and mass of ions,

and ei, ii are the Coulomb logarithms of electron-ion and

ion-ion collisions for hydrogen. The Coulomb logarithms are

calculated by

ei = ln

⎡

⎣

3

2
√

π

√

√

√

√

(4πǫ0kBTe)3

e6ne

(

1 + Te

Th

)

⎤

⎦, (A3)

ii = ln

⎡

⎣

3

4
√

π

√

√

√

√

(4πǫ0)3(kBTh)2kBTe

e6ne

(

1 + Te

Th

)

⎤

⎦. (A4)

A lower limit is applied to the Coulomb logarithm, i.e., ei →
max (ei,

1
2

ln 2), to reduce inaccuracy for low temperatures

[49].
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In general, the average collision frequency for a single

particle of species α colliding with a background of species

β (with number density nβ) is defined via

ναβ = nβ

4

3

√

2ǫ

mαβ

σαβ (ǫ), (A5)

where ǫ = 4
π

kBTα is the average energy, σαβ is the corre-

sponding cross section, and mαβ = (mαmβ )/(mα + mβ ) is

the reduced mass. Equation (A5) can be used to represent

collisions involving neutral species given the corresponding

momentum-transfer cross sections (see Appendix E).

The energy transfer in a collision is dependent on the

masses of the particles involved. The energy-transfer collision

frequency, νǫ , is related to the corresponding momentum-

transfer collision frequency, ν, via

νǫ
αβ ≈ 2mαβ

mα + mβ

ναβ , (A6)

such that the total average energy-transfer collision frequency

for an electron and all heavy species is νǫ
eH = ∑

h νǫ
eh ≈

2me

mH

∑

h νeh. This parameter is used in Eqs. (3) and (4) to

describe the thermal equilibration between the electrons and

heavy species.

APPENDIX B: THERMAL CONDUCTIVITY

AND VISCOSITY

The dynamics described by Eqs. (1)–(4) are influenced by

microscopic particle interactions. The macroscopic effects on

the ensemble are described by the transport properties, i.e.,

thermal conductivity and viscosity. The thermal conductivity

of electrons is given by [47]

λe = 1

1 + γe
νei

νeH

15

2π

k2
BneTe

meνeH

, (B1)

where νei is the average electron-ion momentum-transfer col-

lision frequency given in Eq. (A1) and νeH = ∑

h νeh is the

total average momentum-transfer collision frequency for elec-

trons with all heavy species, with each νeh defined analogously

to Eq. (A5). The prefactor γe in Eq. (B1) is chosen to ensure

consistency with the fully ionized result [47,48].

The thermal conductivity for the mixture of heavy species

is given by λH = ∑

h λh, where

λh = 1

1 + γh
νei

νeH

15

2π

nhk2
BTh

∑

g mhgνhg

, (B2)

where the index g counts over the relevant heavy-species

collisions, with each νhg defined analogously to Eq. (A5),

and where the prefactor γh in Eq. (B2) is chosen to ensure

consistency with the fully ionized result [47,48].

The viscosity coefficient μ = ∑

h μh can be deduced

from the heavy species thermal conductivity simply via the

Chapman-Enskog approximation [50]:

μh = 4

15

mh

kB

λh. (B3)

APPENDIX C: DIFFUSION

The �jα term in Eq. (5) represents the mass flux relative

to the average velocity, and, assuming a mixture-averaged

diffusion model, can be written as the generalized Fick’s law,

�jα = −ρωαDm
α

�∇xα

xα

+ ρωα

N
∑

β=1

ωβDm
β

�∇xβ

xβ

, (C1)

where N is the number of different species, xα =
ωα

mα
(
∑N

β=1

ωβ

mβ
)−1 is the mole fraction, mα is the mass, and Dm

α

is the mixture-averaged diffusion coefficient,

Dm
α = 1 − ωα

∑

β �=α

xβ

Dαβ

, (C2)

all defined for species α. The Dαβ coefficients represent the

binary Maxwell-Stefan diffusivity for species α and β. In this

paper, the binary Maxwell-Stefan diffusivities are approxi-

mated using the expression from Hartgers et al. [51], i.e.,

Dαβ = pα pβ

p fαβ

≈ kBTh

mαβναβ

, (C3)

where fαβ = nαnβ
∑

i ni
mαβναβ is the frictional force corresponding

to the binary momentum-transfer cross section σαβ , as in

Eq. (A5), and once again mαβ = (mαmβ )/(mα + mβ ) is the

reduced mass.

APPENDIX D: REACTIONS

The reaction source term in the species conservation

Eq. (5) is a sum over all considered reactions i, i.e.,

Rα = mα

∑

i

ciαri, (D1)

where mα is the particle mass of species α, ciα is the sto-

ichiometric number (the change of number of particles per

reaction) for species α in reaction i, and ri is the rate of

reaction i. The reaction rates can be written in the form

ri = ki

∏

β

nβ
biβ , (D2)

where nβ is the number density of species β, and biβ are

the stoichiometric coefficients of the reactants (number of

reactants needed per reaction). The reaction constants ki are

independent of the density, and are often given in the Arrhe-

nius form (see Appendix E).

Each forward reaction, r→
i , can have a corresponding re-

verse reaction, r←
i , e.g., the collisional ionization of a neutral

atom by a free electron and the recombination by a three-body

collision between two electrons and an ion. The rate constant

of the reverse reaction can be calculated from the forward

reaction rate constant. According to the principle of detailed

balance for a mixture in chemical equilibrium, each reac-

tion is balanced with its reverse reaction, i.e., r→
i − r←

i = 0.

Putting Eq. (D2) in this balance, we get

k←
i = k→

i

[

∏

β,reactants nβ
biβ

∏

β,products nβ
biβ

]

eq

≡ k→
i

K
eq
i

, (D3)
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where the label “eq” indicates that these are values in chem-

ical equilibrium. The equilibrium constant K
eq
i can then be

calculated, e.g., via the Saha equations. Note that, although

the reverse reaction rates are deduced from the requirements

of equilibrium, in general, the population densities nβ �= n
eq

β ,

and thus r→
i �= r←

i .

The reactions between the various species use or release

energy to the plasma. For each reaction channel we define a

heating term

Qchem
i = −(r→

i − r←
i )ǫi, (D4)

where r→
i , r←

i , and ǫi are the forward and backward reaction

rates and the reaction energy of the reaction channel i (e.g.,

H + e− ⇔ H+ + 2e−). In this paper, all used reaction chan-

nels are based on electron collisions, where all the reaction

heating contributes exclusively to the electron energy balance.

The change in the average temperature on account of the

changing number of particles due to reactions is included via

a heat source term for each species α, i.e.,

Qnum
α = −

∑

i

(r→
i − r←

i )ciα

5

2
kBTα, (D5)

where 5
2
kBTα is the enthalpy per particle of species α.

Unless otherwise stated, molecular hydrogen is neglected

(and similarly, association/dissociation processes), such that

the total heavy species density is unchanging due to reactions.

The reactive heat sources in Eqs. (3) and (4) are subsequently

given by

Qe =
∑

i

Qchem
i + Qnum

e , (D6)

Qh = 0, (D7)

where the sum over i represents the direct and stepwise ion-

ization processes.

APPENDIX E: HYDROGEN PLASMA COMPONENTS

AND PROCESSES

In this paper, we specifically simulate a hydrogen plasma.

This is considered to be a mixture of electrons e−, hydrogen

ions H+, neutral hydrogen atoms H, and molecular hydrogen

H2, the last of which is only included when specifically stated.

To calculate the transport properties necessary in Eqs. (1)–

(5), as laid out in Appendices A–D, appropriate collision cross

sections, collision frequencies, or reaction rates between the

component species are needed.

The average momentum-transfer Coulomb collision fre-

quencies (e− − H+) and (H+ − H+) are calculated directly

via Eqs. (A1) and (A2). For the collisions involving neu-

tral species, we use experimental cross-section data collected

from several publications. The cross sections for collisions

with neutral hydrogen atoms (H+ − H), (H − H) are from

Ref. [52]. The remaining cross sections were retrieved from

the LXCat repository [53–55]. For the collision of electrons

with neutral hydrogen (e− − H), the Alves database [56,57]

is utilized. The cross sections for collisions with molecular

hydrogen (e− − H2), (H+ − H2), (H − H2) and (H2 − H2) are

taken from the Phelps database [58,59].

In the hydrogen mixture, three reactions and their reverse

reactions are considered, all based on electron collisions with

TABLE I. Arrhenius parameters for the reaction rates of the

hydrogen mixture. Values are taken from Broks et al. [29].

A j (10−15 m3 s−1) q j ǫ j (eV)

Direct ionization 7.1 0.4 13.6

Two-step ionization 12.4 0.3 10.6

Dissociation 1.41 2 4.5

heavy species. The direct ionization of hydrogen (H + e− ⇔
H+ + 2e−), a two-step excitation and ionization of hydrogen

(H + e−(⇔ H∗ + e−) ⇔ H+ + 2e−) and the dissociation of

molecular hydrogen (H2 + e− ⇔ 2H + e−). This selection of

reactions is taken from Broks et al. [29], where the forward

reactions are reported as Arrhenius rates,

k j = A j

(

kBTe

e

)q j

exp

(

− ǫ j

kBTe

)

, (E1)

where k j is the jth reaction constant and the Arrhenius param-

eters A j , q j , and ǫ j (the reaction energy) are listed in Table I.

The reverse reactions are calculated from detailed balance, as

outlined in Appendix D.

For the HOFI channel simulations shown in the main sec-

tions of this paper, molecular hydrogen is neglected by setting

its initial mass fraction negligibly small and disabling the

association and dissociation reactions. Including molecular

hydrogen has two primary effects in the HOFI channel sim-

ulation pipeline.

The first is the more complex laser ionization process of

molecular hydrogen, which is still a topic of research and

discussion. There is a spectrum of different ionization path-

ways, depending primarily on the speed of the ionization, each

leading to different initial conditions for the hydrodynamic

expansion. Two extreme cases are compared in Fig. 6(a):

The slowest process fully dissociates the molecules before

ionizing the separate hydrogen atoms, leading to the initial

conditions of the atomic ionization model. The fastest process

is the rapid two-step ionization of the molecules, where the

higher ionization energies result in a higher electron temper-

FIG. 6. Effects of molecular hydrogen on the example simulation

of HOFI channel formation from a Gaussian HOFI pulse shown in

Sec. III. (a) The initial temperature profiles resulting from the atomic

and the rapid molecular ionization models. (b) The density profiles

after 2 ns of expansion in the HYQUP simulation. For the molecular

case, the background gas is changed to initially be molecular.
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ature. Furthermore, the bare ions are left behind at the bond

distance, leading to a Coulomb explosion that heats the ions. If

the time between the first and second ionization step increases,

the ionized molecule dissociates to a neutral hydrogen and an

ion, providing a continuous spectrum of ionization energies

during the process.

The second effect of molecular hydrogen is on the hy-

drodynamic expansion, where the transport coefficients of

the molecular background gas and the dissociation reactions

slightly change the profile of the blast wave peak but leave

the blast radius and the internal channel structure essentially

unchanged.

In Fig. 6(b), a comparison is made between the purely

atomic HYQUP simulation and the molecular one, using the

rapid ionization initial conditions. The additional thermal en-

ergy deposited significantly increases the blast radius and the

hot ions lead to a smoother profile in the channel. This shows

that further research is needed to properly account for the full

range of ionization pathways and account for or even make

use of them in an experimental environment.

APPENDIX F: CALCULATION OF PHASE SHIFT

For the benchmark of the simulation pipeline with exper-

imental data in Sec. IV, we have to calculate the phase shift

induced on a probe pulse passing the plasma and neutral gas.

The phase shift is obtained via

�ψ (r) = −2π

λpr

∫ L

0

(ηe(r, z) + ηn(r, z) − 2)dz, (F1)

where λpr is the wavelength of the probe pulse, L is the length

of the gas cell, and ηe and ηn are the refractive indices of the

electrons and neutral hydrogen density, respectively. The ion

contribution is omitted as negligible. The refractive index of

the neutral atomic hydrogen is calculated from a reference

value of molecular hydrogen at atmospheric conditions, as-

suming that two neutral atoms contribute the same as one

molecule. From the Lorentz-Lorenz equation [60], we derive

ηn =
√

2K (r) + 1

1 − K (r)
, (F2)

K (r) = nn(r)

2natm

ηatm
2 − 1

ηatm
2 + 2

, (F3)

where nn is the neutral hydrogen number density, natm =
2.69 × 1019cm−3 is the atmospheric number density at 0 ◦C,

and ηatm is the refractive index of molecular hydrogen at

atmospheric number density [61]:

ηatm = 1 + 0.0148956

180.7 −
(

1[µm]

λpr

)2
+ 0.0049037

92 −
(

1[µm]

λpr

)2
. (F4)

The refractive index of free plasma electrons can be calcu-

lated from the critical plasma density ncr, using

ηe =
√

1 − ne

ncr

, (F5)

ncr = meǫ0

(

2πc0

eλpr

)2

, (F6)

FIG. 7. Influence of the initial energy distribution on the HOFI

channel formation. (a), (c) Radial profile of the initial electron

temperature and ionization fraction, respectively, for three configu-

rations of the HOFI pulse. The parameters (beam waist and central

wavelength) were chosen to vary the balance between thermal and

potential energy while keeping the sum (total energy) constant to

43.7 mJ m−1. (b), (d) Same as (a) and (c) for a total energy of

87.4 mJ m−1. Details are shown in Table II. (e) Evolution of the

atomic density peak position for the six simulations in (a)–(d).

(f) Evolution of the matched spot size for the same simulations.

where me is the electron mass, c0 is the vacuum speed of

light, and e is the elemental charge. Finally, the phase shift

is calibrated by the propagation in undisturbed gas to match

with the measurement. For this, we use

�φ(r) = �ψ (r) − �ψ (rmax), (F7)

with the phase shift at the boundary of the simulation box rmax,

where the gas remains undisturbed through the simulation.

APPENDIX G: INITIAL STATE DEPENDENCY

In Sec. III, we found the S-T model to be insufficient

to properly describe the expansion of a HOFI channel. This

raises the question if there is a different way to predict the

blast radius from the initial energy deposited, which can be

found based on the potential energy Epot, the thermal energy

Eth, or their combined total Etot = Epot + Eth. The thermal

energy strongly depends on the wavelength of the HOFI pulse

λHOFI (Eth ∝ λ2
HOFI) [62], so the balance between thermal and

potential energies can be adjusted by changing the HOFI

pulse width and wavelength, while keeping the total deposited

energy constant. This is illustrated in Figs. 7(a)–7(d), showing

initial conditions of plasma channels for two values of the total
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TABLE II. Properties of the HOFI pulse (beam waist wHOFI and

wavelength λHOFI) and corresponding total energy Etot and fraction of

thermal energy Eth/Etot for the simulations in Fig. 7(a) (cases 1–3)

and Fig. 7(b) (cases 4–6). The fraction of potential energy is simply

given by Epot/Etot = 1 − Eth/Etot.

Case wHOFI (µm) λHOFI (nm) Etot (mJ m−1) Eth/Etot (%)

1 36.9 400 43.8 39

2 25.2 800 43.8 71

3 18.6 1200 43.8 84

4 52.1 400 87.5 39

5 35.6 800 87.5 71

6 26.3 1200 87.5 84

energy with three variations of the energy distribution each,

detailed in Table II. The simulated peak position dynamics of

these six cases, shown in Fig. 7(e), are approximately the same

for a given total energy, after ∼2 ns. This suggests a simple

model, similarly to S-T, should still be viable, using the total

energy deposited by the HOFI pulse.

Nevertheless, the main interest lies not with the peak posi-

tion but the guiding properties of the HOFI channels formed

around the center. The evolution of the matched spot size

in the CHOFI channels formed in the six cases is shown in

Fig. 7(f), where the lines are limited to sections where the

quality of the waveguide is good (negligible losses, and Gaus-

sian mode a2
00 > 0.9). The guiding properties of the channel

are again largely independent of the peak position shown

above, demonstrating that a simplified blast model cannot be

used to infer the guiding properties, as they vary strongly

with the different distribution of initial energy deposition. On

the one hand, it demonstrates the wide range of tunability

that simple changes of the HOFI pulse can provide, without

impeding on the quality of the waveguide. On the other hand,

this shows that detailed knowledge of the HOFI pulse is

critical to predict the guiding properties. It also opens up the

question of how fluctuations of the HOFI pulse could disturb

the operational stability of HOFI channels over many shots,

which warrants further studies.

APPENDIX H: IONIZATION TABLES

WarpX simulations were used to numerically evaluate the

functions ne, Te = f (IHOFI), using the ionization model of

Ref. [38] based on ADK. For a given set of laser param-

eters, a 1D simulation (assuming a laser plane wave) with

resolution �z = 9.77 nm and time step �t = 32.6 as, with

16 particles per cell, gives the electron density ne (or, equiva-

lently, the ionization fraction fi) after the passage of the laser.

The simulation box length is 80 µm. Each point in Fig. 8 is

the result of one simulation. The ionization properties are

FIG. 8. Ionization fraction fi (a) and resulting electron tempera-

ture Te (b) after ionization by an ultrashort laser pulse for different

values of the laser central wavelength λ and ellipticity ell, plotted as

a function of laser intensity. The black line with + markers shows

ionization for a simplified model of H2 molecules. For each set of

initial conditions, the opaque line shows Te,xyz and the transparent

one shows Te,xy. They only differ at the highest laser intensities. The

laser pulse duration is set to 30 fs.

measured when the laser pulse has fully traversed a plasma

slab. The initial plasma density was set to n0 = 1014 cm−3,

but the resulting ionization fraction does not depend on this

value.

The electron temperature long after the passage of the laser

originates from the canonical momentum in the laser oscilla-

tions at the time of ionization. For this reason, the thermal

energy of the electrons behind the laser is contained in the

transverse x and y coordinates of the electrons’ momenta.

For high laser intensities, a plasma wake is formed, causing

longitudinal motion of the plasma electrons. Figure 8 shows

the temperature in the transverse directions only Te,xy as well

as the full 3D temperature Te,xyz to separate for these effects.

As expected, these quantities only differ at high laser intensity,

where wake excitation can account for a significant fraction of

the plasma kinetic energy.

Examples for these tabulated functions are shown in Fig. 8.

The simplified model for molecular hydrogen (only used in

Appendix E) treats the H2 molecule as a helium atom with

ionization potentials 15.43 and 29.99 eV [63]. As can be

anticipated, the electron temperature Te ∝ λ2 and strongly

depends on the laser polarization state.
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