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Abstract
The turbulent transport of momentum, heat, and moisture can impact tropical
cyclone intensity. However, representing subgrid-scale turbulence accurately in
numerical weather prediction models is challenging due to a lack of observa-
tional data. To address this issue, a case study of Hurricane Maria was conducted
to analyse the influence of different free tropospheric turbulence parametrisa-
tions on sheared tropical cyclones. The study used the current Met Office Unified
Model (MetUM) parametrisation, as well as a parametrisation scheme with
significantly reduced free tropospheric mixing length. Convection-permitting
ensemble simulations were performed for both mixing schemes at two initial-
isation times (four 18-member ensembles in total), revealing an improvement
in the intensity forecasts of Hurricane Maria when the mixing length was
decreased in the free troposphere. By implementing this change, the less dif-
fuse simulations presented a drier mid-level. The resolved downward transport
of drier air from the mid-levels into the inflow layer (so-called “downdraft venti-
lation”) was thus more effective in reducing the storm’s intensity. In contrast to
earlier studies, where decreasing the diffusivity in the boundary layer intensified
the storm, we show that decreasing the free tropospheric diffusivity can weaken
the storm by enhancing shear-related weakening processes. While this study
was performed using the MetUM, the findings highlight the general importance
of considering turbulence parametrisation, and show that changes in diffusiv-
ity can have different impacts on storm intensity depending on the environment
and where the changes are applied.
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1 INTRODUCTION

In tropical cyclones, turbulent processes play a contribut-
ing role in transporting momentum, moisture, and heat
around the storm (Chen et al., 2021c; Rotunno et al., 2009).
Due to the large horizontal extent of the tropical cyclone, it
is often too computationally expensive to run operational
forecasting models at a high enough resolution to capture
the small-scale turbulence (Rotunno et al., 2009), warrant-
ing the need for turbulence parametrisations. For example,
“turbulence-resolving” models such as large-eddy simu-
lations typically run at ≤ 100 m horizontal resolution for
tropical cyclone studies (e.g., Rotunno et al., 2009; Chen
et al., 2021a; Li & Pu, 2021). In fact, recent work by Chen
et al. (2021a) suggested that, to resolve turbulent processes
in the tropical cyclone boundary layer, horizontal resolu-
tions as low as 10 m may be the most effective. However,
despite recent advances in the in situ measurement of tur-
bulent fluxes in tropical cyclones (Cione et al., 2020), such
observational data are still rare, which means that it is dif-
ficult to develop and test turbulence parametrisations for
tropical cyclones in operational forecasting models.

Much of the work on turbulence parametrisation
(Chen et al., 2021b, 2021c; Zhang & Rogers, 2019) has
focused on turbulence in the boundary layer, and has
established that tropical cyclone intensity forecasts are
sensitive to the choice of boundary-layer turbulence
parametrisation. While many boundary-layer parametri-
sation schemes only consider vertical diffusion, the
horizontal diffusion can also play a role in modulat-
ing tropical cyclone intensity forecasts (Rotunno &
Bryan, 2012). Varying the choice of turbulence parametri-
sation in the boundary layer has been shown to impact the
intensity forecasts of tropical cyclones directly, with lower
diffusivity generally producing a more intense storm with
a shallower inflow layer (Gopalakrishnan et al., 2013;
Rotunno & Bryan, 2012; Zhang et al., 2017b; Zhang &
Marks, 2015). It is common for studies of subgrid-scale
turbulence to be conducted on an axisymmetric, idealised
vortex, which may be complicated further by increased
horizontal diffusion to compensate for the omission of
resolved radial mixing.

More recently, the impact of such boundary-layer
parametrisations has been tested on a case study of an
asymmetric tropical cyclone experiencing moderate ver-
tical wind shear during a period of intensity change
(Zhang & Rogers, 2019). Moderate vertical wind shear
in the context of tropical cyclones is generally defined
as being between 4.5 and 11 m ⋅ s−1 (Nguyen et al., 2019;
Rios-Berrios & Torn, 2017). The study by Zhang and
Rogers (2019) demonstrated results whereby smaller ver-
tical diffusivity leads to a stronger storm. Not only did
the reduction in diffusivity impact the intensity, it also

produced a more resilient vortex, which limited the tilt,
thereby reducing the downdrafts of low-entropy air into
the inflow layer (Zhang & Rogers, 2019).

Vertical wind shear is of particular interest due to the
import of low-entropy (low 𝜃e) air into the boundary layer
of tropical cyclones, which can weaken the inner core
convection. Such air can be imported from the mid-levels
(so-called ‘downdraft ventilation’–Riemer et al., 2010;
Tang & Emanuel, 2012; Alland et al., 2021a; Ahern
et al., 2021). In the present study, the mid-levels are defined
as the low-𝜃e layer, between approximately 2 and 5 km
altitude. Alternatively, ventilation can occur from envi-
ronmental air (‘radial ventilation’–Alland et al., 2021b).
Deep-layer vertical wind shear (850–200 hPa) can tilt the
vortex and can cause the distribution of convection to
become more asymmetric (Chen et al., 2006; Corbosiero &
Molinari, 2002; Tang & Emanuel, 2012). Convective asym-
metries caused by vertical wind shear can excite turbulent
eddies in the free troposphere through the production
of local shear and buoyancy (e.g., Stull, 1988), further
encouraging the downward transport of low-𝜃e air into the
boundary layer.

Although the impact of diffusivity within the boundary
layer has been well documented, there is limited research
on the relevance of subgrid turbulence parametrisations
within the free troposphere. Operational forecasting
models, including that used by the Met Office, use
three-dimensional “mixing length” closures to approxi-
mate the areal extent of subgrid-scale atmospheric mixing.
The mixing length (𝜆) determines the characteristic
scale of turbulence, and the relationship between the
parametrised diffusivity and mixing length will be dis-
cussed in Section 2. The Met Office will soon be upgrading
their standard tropospheric mixing routine in their oper-
ational Met Office Unified Model (hereafter MetUM)
to include a 3D mixing length reduced by between 1–2
orders of magnitude depending on the operational grid
length. Exact details of the current and experimental
mixing schemes are detailed in Section 2. Ensuring that
the operational MetUM remains robust and effective for
forecasting tropical cyclone intensity is one of the main
motivations of this work.

The purpose of this study is to evaluate the impact
of reduced tropospheric mixing on intensity forecasts
of sheared tropical cyclones. We will analyse the decay-
ing phase of Hurricane Maria, which was an intense,
high-impact tropical cyclone affecting the Atlantic basin
in September 2017. The synoptic history of Maria is
detailed in Section 3.1. Maria experienced a period
of moderate deep-layer vertical wind shear of around
12 m ⋅ s−1 on September 22, 2017 according to both the
Statistical Hurricane Intensity Prediction Scheme (SHIPS:
DeMaria et al., 2005) and the European Centre for Medium
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Range Weather Forecasting (ECMWF) ERA5 reanalysis
(Hersbach et al., 2018), which limited the storm’s intensity
and likely contributed to its weakening. The combination
of moderate vertical wind shear and storm weakening
raises questions around whether Hurricane Maria was
subject to vortex tilting and subsequent turbulent pro-
cesses such as downdraft ventilation. This makes Maria
an interesting case to investigate sensitivity to the subgrid
turbulence parametrisation.

We aim to answer two main questions.

• To what extent does tropospheric mixing influence the
intensity forecasts of Hurricane Maria (2017) during a
period of weakening and moderate to high vertical wind
shear?

• How does the choice of subgrid turbulence parametri-
sation in the free troposphere contribute to the ther-
modynamic processes associated with weakening tilted
tropical cyclones?

The rest of the article is organised as follows. Section 2
will give an overview of the model used and the
storm-tracking method applied. Section 3 will begin by
exploring the basic storm metrics such as intensity and
track, as well as shear-related conditions such as the vortex
tilt and vertical shear magnitude. Allowing for some basic
evaluation between the observations and ensemble means,
these metrics will lay the foundations for the following
subsections, in which we will systematically compare the
structures of two sets of simulations with different turbu-
lent mixing schemes. Analysis of the asymmetric struc-
tures will then lead into the more shear-related aspects of
the dynamics, such as the ventilation processes and partic-
ularly the differences in entropy. The article will conclude
by summarising the significance of the subgrid turbu-
lent mixing and providing suggestions for future tropical
cyclone forecasting models.

2 DATA AND METHODS

2.1 Met Office Unified Model

The Met Office Unified Model (MetUM) is used in the
regional tropical configuration (RA2-T: Bush et al., 2023)
to provide retrospective ensemble forecasts for Hurri-
cane Maria. The MetUM solves the equations for a deep
fully compressible, non-hydrostatic atmosphere (Wood
et al., 2014) in a semi-Lagrangian advective framework,
with no interactive ocean coupling. The variables and
diagnostic outputs are projected onto staggered grids,
according to Charney–Phillips staggering (Charney &
Phillips, 1953) in the vertical and an Arakawa-C grid

(Arakawa & Lamb, 1977) in the horizontal. The regional
ensemble is nested in the MetUM global ensemble
(MOGREPS-G: Bowler et al., 2008), which has 70 ver-
tical levels up to 80 km altitude and 20-km horizontal
resolution. The initial conditions for the unperturbed,
deterministic base state are generated using the previ-
ous six-hour global forecast and data assimilation using
a four-dimensional variational data assimilation method
(4DVAR) described by (Rawlins et al., 2007), which is
based on the technique of Courtier et al. (1994). To
generate the perturbations, the global model applies
an ensemble transform Kalman filter to the unper-
turbed deterministic member (Bowler et al., 2008) and
each regional ensemble member is initialised from the
corresponding global member perturbation.

For this study, each 18-member ensemble is run at
a horizontal resolution of 0.04◦ (approx 4.4 km), with 70
vertical levels up to 40 km. This horizontal resolution
means that there are 380 longitude grid points (from −80
to −64.82◦E) and 550 latitude grid points (from 16.02 to
37.98◦N). By using a domain of this size, we minimise the
impacts of the domain boundaries on the storm evolution.
The vertical resolution is 10 m near the surface, and it is
stretched quadratically with height. The model time step
is 60 seconds.

The regional configuration is convection-permitting
and uses a series of parametrisations to represent
subgrid-scale processes. In representing microphysical
processes, the MetUM contains a warm rain parametri-
sation based on Khairoutdinov and Kogan (2000), which
was developed based on marine stratocumulus, extended
by Boutle et al. (2014a) to allow for subgrid variability.
For ice microphysics, we use the parametrisation of Field
et al. (2007), developed based on midlatitude and tropical
ice clouds.

The “boundary layer” scheme of Lock et al. (2000) is
used to calculate the turbulence across the troposphere.
The turbulence parametrisation in unstable boundary lay-
ers is determined by a K-profile closure and stable bound-
ary layers are dependent on the Richardson number (Ri),
according to

K = 𝜆2Sf (Ri), (1)

where 𝜆 is the mixing length, S is the local vertical wind
shear, and f (Ri) is a stability dependence function. Within
the boundary layer, 𝜆 is determined by the depth of the
layer, while in the free troposphere above a background
value of 40 m is used. Full details of the scheme can be
found in Lock et al. (2000). At convection-permitting and
finer resolutions, typically used in regional modelling,
this scheme is blended, following Boutle et al. (2014b),
within a three-dimensional Smagorinsky-like closure. The
Smagorinsky scheme also uses Equation (1), but with its
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mixing length (𝜆max) given by

𝜆max = Cs × Δx, (2)

where Cs is a constant (0.2) and Δx is the horizontal res-
olution of the model (4400 m in this case), thus 𝜆max =
880 m. Within the boundary layer, the blending is depen-
dent on the ratio of the grid size to 𝜆, such that the Lock
et al. (2000) scheme will be used when the turbulence is
entirely subgrid and the Smagorinsky one when it is well
resolved.

Here, we focus on the stable free troposphere. Boutle
et al. (2014b) aimed for the blending to relax towards the
Smagorinsky scheme above the boundary layer (in the
absence of a well-defined length-scale). Typically, in our
cases this means that the 3D mixing length initially drops
down to 𝜆 = 40 m at the boundary-layer top and then
increases to 𝜆max as an exponential function of the ratio of
height to grid size. This operational scheme will be referred
to as 𝜆high, reflecting the scale of mixing that results from
using 𝜆max in the free troposphere.

It seems unphysical that the mid troposphere should
have a much higher mixing length than the lower tropo-
sphere. Therefore, for the upcoming experiments, 𝜆 in the
stable free troposphere is set to the background value of
40 m ubiquitously, removing the reliance on grid size. This
experiment will hereafter be referred to as 𝜆low. For each of
the schemes (𝜆high and 𝜆low), an ensemble of simulations
was run initialised on September 22, 2017 at 0000 UTC (for
120 hours) and on September 23, 2017 at 0000 UTC (for
72 hours, to cover the same time period), which will be
referred to as the “earlier” and “later” initialisation times
respectively. Each pair of experiments (𝜆high and 𝜆low) is
initialised with the same initial conditions from the respec-
tive global ensemble member, so the only change is the
mixing length. The primary analysis for this work is based
on the earlier initialisation time with the full 120-hour
simulation; the ensemble initialised 24 hours later serves
to validate the results and strengthen the arguments. For
the rest of the article, numerical results and figures will be
produced using the earlier (120-hour) simulation, unless
specified otherwise. All results presented hereafter have
been tested to be robust for both initialisation times.

2.2 Tropical cyclone track

Storm tracks are calculated using an iterative pressure cen-
troid method following Nguyen et al. (2014). The National
Oceanic and Atmospheric Administration (NOAA) Best
Track from the International Best Track Archive for Cli-
mate Stewardship (IBTrACS: Knapp et al., 2010) dataset is
used for the “first guess” centre location to initialise the

pressure centroid algorithm. To estimate the extent of the
storm tilt, the same tracking algorithm is applied to the
storm at 1, 2, 7, and 10 km altitude. The tilt is then the dis-
tance between the low-pressure centre at both height levels
(between 1 and 10 km or 2 and 7 km). This method is sim-
ilar to those detailed in idealised (Riemer et al., 2010) and
full-physics (Ahern et al., 2021) studies of sheared tropical
cyclones. While previous work (Riemer et al., 2010) chose
to calculate the vortex tilt between 1 and 10 km, we use the
2–7 km tilt for this analysis, to draw closer comparisons to
the aircraft observations.

2.3 Vertical wind shear

The model vertical wind shear is calculated as the vec-
tor difference between the area mean winds at 850 and
200 hPa. For consistency with previous studies (e.g., Ahern
et al., 2021; Dai et al., 2021; Slocum et al., 2022), along
with the widely used SHIPS dataset, we use an environ-
mental wind shear, calculated between 200 and 800 km
from the storm centre. Recent idealised simulations (Dai
et al., 2021) have shown that the impact of altering the
definition of environmental shear is small, but SHIPS uses
the 200–800 km radius to limit the impact of an imper-
fect centre estimate (Slocum et al., 2022). Many previous
studies (e.g., Ahern et al., 2021; Riemer et al., 2010; Tang
& Emanuel, 2012) use this 850–200 hPa metric, acknowl-
edging that it does not represent the complete vertical
structure but is a good general approximation of the envi-
ronmental deep-layer shear. The radius over which to cal-
culate the shear is more context-dependent and subjective.

2.4 Distinguishing ensemble intensity
divergence points

In Section 3, we will use the minimum sea-level pres-
sure (MSLP) and maximum 10-m tangential wind speed
(v) as the basic surface intensity metrics to identify the
point at which pairs of simulations begin to “diverge.”
Although the results presented will not represent inten-
sity bifurcation, there will still be differences in intensity
evolution between the simulations. Since the analysis will
focus on understanding why this occurs, it is important
to identify an “intensity divergence point” for each pair of
ensemble members. A “pair” refers to a member from the
𝜆high simulations and the corresponding member from the
𝜆low ensemble. Dynamic and thermodynamic processes
occurring after the intensity divergence point may be a
consequence of the changing intensities and subsequent
stochasticity, so most of the results presented here will be
based on the hours preceding the intensity divergence.
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Since the wind–pressure relationship is not linear, we
choose to combine the aforementioned common intensity
metrics to determine a more robust approximation of the
intensity divergence times:

Δi = −
(

MSLP𝜆high −MSLP𝜆low

)
×
(

v𝜆high − v𝜆low

)
, (3)

where MSLP is in hPa and v is in m ⋅ s−1. The intensity
divergence time is defined as occurring whenΔi ≥ 25. This
value is small enough to capture genuine intensity diver-
gences but large enough to allow for small variability in the
intensity.

The ensemble members are then split into three groups
based on the value of their maximum intensity divergence.
This decomposition will ensure that the signals of more
divergent ensemble members do not dominate the poten-
tially weaker signals produced by less divergent members.
The groups were determined as “least” (25 <= Δi <= 50),
“intermediate” (50 < Δi <= 100), and “maximum” (Δi >

100). If an ensemble member does not reach the minimum
Δi of 25 hPa ⋅m ⋅ s−1, it is removed from the analysis. Of
36 ensemble members (between two initialisation times),
six did not qualify. The reason for the removal is that

the intensity divergence time is a key component of the
analysis. OnceΔi becomes much lower than 25, it becomes
difficult to identify a true intensity divergence point due to
the inherent variability of the data. It is important to note
that all ensemble members across both initialisation times
produce the same overall results discussed in Section 3.1.

2.5 Model verification

The primary source of model verification comes from the
metrics provided by the Extended Best Track (part of
IBTrACS: Knapp et al., 2010)—primarily the maximum
wind speed, MSLP, track (which allows for approximations
of the translational speed), and radius of maximum wind
(RMW). These metrics are summarised in Figure 1 and
will be discussed in more detail in Section 3.1. Stepped Fre-
quency Microwave Radiometer data (Uhlhorn et al., 2007),
collected in aircraft missions operated by NOAA and the
United States Air Force, were used independently to verify
the RMW from IBTrACS.

Airborne dual-Doppler radar systems (Reasor
et al., 2000), known to measure wind speed with high

F I G U R E 1 Storm metrics of simulations with high (𝜆high) and low (𝜆low) free tropospheric mixing length turbulence parametrisations.
Solid lines represent the ensemble means for simulations initialised on September 22, 2017 at 0000 UTC, dashed lines represent the ensemble
means for the simulations initialised on September 23, 2017 at 0000 UTC. The black lines denote “observations”, which are taken from the
NOAA Best Track for (a), (b), (c), and (e). The observed translational speed in (d) is calculated from the latitude and longitude values from
the Best Track. The deep-layer wind shear in (g) is calculated from the ERA-5 reanalysis dataset, in a 200–800 km annulus from the storm
centre. There are not enough data to calculate a time series of observed storm tilt for (f), but observed point values are discussed in
Section 3.1. (a) includes white circle markers every 12 hours from September 25, 2017 at 0000 UTC for the Best Track.
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4442 JOHNSON et al.

F I G U R E 2 A qualitative overview of model performance at T + 19 to T + 23. (a–c) The tangential wind field at 2-km altitude (filled).
(d-f) The vertical velocity field at 2-km altitude (filled). The dotted circles represent 50-km intervals from the storm centre; the solid circle is
100 km. The complete radius is 200 km. The model data (a–d) are produced as a mean from September 22, 2017 1900 and 2300 UTC. The tail
Doppler radar fields (c,e) are produced using the flight missions spanning between the same time period.

accuracy (Lorsolo et al., 2013), provide more information
about the three-dimensional storm structure of Maria.
Figure 2f provides an example of the available data. From
these flight missions, NOAA (Fischer et al., 2022) have
derived estimations of the 2-km RMW, the 2–7 km tilt,
and an approximate storm centre. These plan views are
particularly useful for assessing storm asymmetry and
evaluating the approximate size of the system, although it
is important to note that these are composites produced
over approximately four hours from an array of flight
passes. In some cases, data are missing or not available due
to constraints during the mission and from quality-control
procedures.

Global positioning system (GPS) dropsondes were
deployed in most of the NOAA flight missions (Aberson
et al., 2023). The quality-controlled data were used to val-
idate the model at early forecast times prior to intensity
divergence. The data provided by the dropsondes are anal-
ysed and used for model evaluation in Section 3.2. In order
to evaluate the model against the dropsondes, we approx-
imate the storm centre from the wind-centre fixes calcu-
lated from aircraft data (Willoughby & Chelmow, 1982)

by the Hurricane Research Division. With a storm cen-
tre, it is possible to calculate the radius and azimuth of
the sonde. Next, to account for differences in storm size
between the model and observations, we normalise by the
RMW (r/RMW). For the dropsondes, the RMW is esti-
mated by linear interpolation from the Best Track shown
in Figure 1. The process is repeated on the model data
(using the track described in Section 2.2) to find the closest
relative grid point in the cylindrical coordinate system.

3 RESULTS AND DISCUSSION

3.1 Synoptic overview

The study period for this article begins on September
22, 2017 at 0000 UTC and ends on September 27, 2017
at 0000 UTC, which catches the most relevant period of
storm weakening, taking place after the initial intensi-
fication and just after two major landfalls of Hurricane
Maria. Throughout the study period, Figure 1a shows that
Maria moved over the open ocean in a generally north to
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JOHNSON et al. 4443

northwestward direction, becoming approximately
northward moving by September 25. During this period,
Maria was affected by a deep layer of moderate vertical
wind shear (Figure 1g), which was acknowledged in the
National Hurricane Center (NHC) report on Hurricane
Maria (Pasch et al., 2019). While there was a sharp
decrease in wind shear between September 23 and 24,
Maria remained in a state of moderate vertical wind
shear throughout the study period and experienced
a slow increase in shear after September 24, which
likely contributed to tilting the vortex and stunting
re-intensification.

Between September 22 and 27, Maria gradually began
to move more slowly and eventually started to weaken,
experiencing a steady decrease in 10-m maximum wind
speed, particularly from September 24. While the MSLP
remained steady for three days, there was a sharp increase
beginning from September 25. Maria’s MSLP increase
coincided with a sizeable inner-core expansion, going
from a surface RMW of less than 40 km to one of over
125 km. The NOAA flight mission 170922H11 which
occurred approximately between 1900 and 2300 UTC,
estimated the 2–7 km tilt to be 13 km, with a RMW at
2-km height of 52.5 km and a maximum wind speed of
46 m ⋅ s−1. Discrepancies between the tail Doppler radar
and Best Track estimates are likely affected by the dif-
ference in altitude (surface versus 2-km height) and
measurement techniques. It could also be possible that an
eyewall replacement cycle took place, which was detected
by the airborne radar but not represented by the RMW in
the Best Track at this time. Approximately 24 hours later,
another NOAA reconnaissance flight mission (170923H1)
demonstrated a distinct drop in the 2–7 km tilt, to 3.9 km.

The NOAA flight missions measured rapid increase in
the RMW on September 25. Mission 170925H1 operated
between approximately 0600 and 1100 UTC and estimated
the RMW at 2.5-km height to be 52.5 km. Around 12
hours later, mission 170925H2 estimated the RMW to be
137.50 km.

From September 25, observations of tilt from recon-
naissance missions were more sporadic, potentially owing
to the lack of useful data swathes and a degradation of the
eyewall structure. Between approx 1900 and 0000 UTC,
NOAA flight mission 170925H2 estimated a center tilt of
27.3 km, which is still lower than the RMW despite being
a sharp increase. The apparent rise in the tilt may be
attributed to an increase in vertical wind shear, and could
be compounded by a loss of resiliency associated with a
substantial increase in the RMW. The official NHC report
on Hurricane Maria (Pasch et al., 2019) speculated that
wind shear was the primary mechanism preventing Maria
from re-intensifying during this period. It is likely that
the wind shear also contributed to Maria’s weakening,

evidenced by the large observed tilt, which suggests a
lack of vortex resiliency. The extent to which vertical
wind shear contributed to the weakening of Maria will
be explored further in the next sections. Another envi-
ronmental factor that may have contributed to Maria’s
weakening was the progressively cooler sea-surface tem-
peratures that were encountered as the storm slowly
translated northwards (Figure 1a,d). According to the
ERA5 reanalysis (Hersbach et al., 2018), by September
24, 2017 at 0000 UTC, the sea-surface temperatures below
Maria decreased by 4 ◦C to about 22 ◦C compared with
the start of the simulation (September 22, 0000 UTC). By
September 25 at 0000 UTC, the storm entered waters of
about 20–21 ◦C, where the surface temperatures remained
approximately constant until the end of the track shown
in Figure 1a.

3.2 Model evaluation

On average, the simulations initiated on September 22 at
0000 UTC followed the observed track well until approx-
imately T + 96, on September 25 at 0000 UTC, when the
storm began to move eastward in the model and slowed
to around 2 m ⋅ s−1 translation speed. Conversely, in the
simulations initiated on September 23 at 0000 UTC, Hurri-
cane Maria continued to move more to the west–northwest
throughout the study period, continuously increasing the
track error.

Every simulation was initiated with a lower wind speed
than observed and began to overestimate wind speed
within around 48 hours (Figure 1).

The other intensity metric, MSLP, was more similar to
the Best Track at the time of initialisation. On average,
the ensemble simulations still missed the storm weaken-
ing, leading to a lower central pressure than observed.
The simulations initialised on September 23 resulted in
both a higher MSLP and higher wind speed compared
with their September 22 counterpart. Table 1 summarises
the average intensity error in each of the simulations. By
T + 72, the 𝜆low simulations produced storms with notice-
ably improved intensities compared with the 𝜆high tests. It
is important to note that the improvement in the intensity
forecast was consistent across every ensemble member and
both initialisation times.

In Section 3.1, emphasis was placed on the envi-
ronment of the storm, particularly the deep-layer wind
shear and low sea-surface temperatures, which may have
contributed to the weakening of Maria. The ensemble
simulations produced a moderate deep-layer vertical
wind shear (Figure 1g) with a trend consistent with the
ERA5 reanalysis and with the official NHC report (Pasch
et al., 2019) and a magnitude approximately consistent
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4444 JOHNSON et al.

T A B L E 1 Ensemble averages of minimum sea-level pressure (MSLP; hPa) and maximum 10-m wind speed (u10; m ⋅ s−1) forecast error
and standard deviation for two tropospheric mixing schemes at T + 72.

Initialisation time Run time SLP error (𝝀high) SLP error (𝝀low) u10 error (𝝀high) u10 error (𝝀low)

Sept 22, 2017 00 Z 120 h −6.7 ± 7.1 0.5 ± 7.2 6.6 ± 3.7 2.0 ± 4.4

Sept 23, 2017 00 Z 72 h −16.3 ± 3.8 −9.3 ± 4.0 12.5 ± 2.1 9.5 ± 2.8

to within 1–2 m ⋅ s−1 on average. Since the modelled
storms did not travel as far north as the observed storm
(Figure 1a), the sea-surface temperatures were around
1–2 K higher in the simulations by the end of the forecast
time, which may have contributed to the less rapid
weakening shown in Figure 1b,c.

We use the 2–7 km tilt metric in this study to provide
a direct comparison with the NOAA flight reconnaissance
observations. The modelled tilt shown in Figure 1f is
generally consistent with the flight observations described
in Section 3.1. The simulations initialised on September
22 produced an average vortex tilt of approximately 10 km,
comparable with the value of 13 km measured in-flight. On
September 23, flight missions observed a drop in the vortex
tilt to < 5 km, which was captured well on average by all
of the ensembles. From September 25, when the observa-
tions became less certain for vortex tilt, all of the ensembles
showed a notable increase. However, no ensemble mem-
ber captured the very large tilt of 27.3 km suggested by the
NOAA flight missions on September 25, but neither did
they produce an RMW larger than 130 km. The highest
simulated tilt on September 25 was 10 km, produced by an
ensemble member in the 𝜆low test.

Similarly, the observed rapid inner-core expansion dis-
cussed in Section 3.1 was not captured by the ensemble
means (Figure 1e) but was captured to varying degrees
in individual ensemble members. It is likely that the
observed storm expansion was linked to the breakdown
in the inner-core structure consistent with a weakening
storm system. The simulations that produced a more sim-
ilar intensity to the Best Track by the end of the forecast
period (𝜆low) tended to have a slightly higher surface RMW,
although it was still much lower than observed. This dis-
crepancy may be partly attributable to the differences in
storm track in Figure 1a, wherein the observed storm
moved much further north and encountered cooler waters.

More detailed information on the storm dynamics can
be derived from the NOAA reconnaissance flight missions.
The tail Doppler radar plan views in Figure 2c,e verified
that the simulations were producing storms with low-level
tangential and vertical wind fields comparable with the
observations. For this analysis, we chose to show ensem-
ble member 14 (initialised on September 22), since this
was an ensemble member that exhibited an early inten-
sity divergence that could be attributed with reasonable

certainty to changes in the model setup rather than a
cascade of stochasticity. At the early initialisation times,
all ensemble members looked very similar, so this member
should be generally representative of the whole group.

Both sets of experiments (Figure 2a,b and Figure 2c,d)
produced similar-looking results, with a reasonable sized
eye, RMW, and eyewall compared with the airborne radar
in Figure 2c,f. While the distribution of the tangential
wind (Figure 2a,b,c) is generally consistent, there are some
differences in intensity. The 𝜆high simulation (Figure 2a)
shows the highest wind speeds, which is consistent with
the general trend shown in Figure 1b. Ideally, the simu-
lations would be evaluated against the radar observations
at an earlier forecast time to reduce the impacts of the
parametrisation differences; however, this analysis is lim-
ited based on observation availability.

The dropsondes provide insight into the vertical struc-
ture of the boundary layer and lower troposphere—the
results will be described here and are shown in Figure 3.
Due to the highly asymmetric nature of tropical cyclones
under shear and the limited distribution of dropsondes,
it is difficult to get a representative sample. In this analy-
sis, dropsondes were composited by radius and the model
was sampled based on the dropsonde radius and azimuth,
as explained in Section 2.5, to get the best possible com-
parison. For the eyewall region—defined for this anal-
ysis as being within 0.75–1.25 of the normalised radius
(r/RMW)—all of the ensembles produced a mean max-
imum inflow velocity within 5 m ⋅ s−1 of the dropsonde
throughout the entirety of the simulation time. In both the
model and observations, the inflow tends to reach its maxi-
mum magnitude of the order of 20–25 m ⋅ s−1 between 100
and 200 m altitude (Figure 3b,d). On average, the depth of
the inflow layer (defined as 10% of the maximum inflow)
was consistently overestimated in all sets of simulations
by approximately 500 m. There was no apparent change in
the depth of the inflow layer between the 𝜆high and 𝜆low
experiments.

Where available, eyewall dropsondes within the 12–24
hour period after initialisation (to allow 12 hours for model
spin-up) provided a mean maximum tangential wind that
was comparable with all sets of ensembles, with an average
error of < 4 m ⋅ s−1, shown in Figure 3a. The height of the
maximum tangential wind was overestimated in the simu-
lations by a degree similar to the depth of the inflow layer
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JOHNSON et al. 4445

F I G U R E 3 Model simulations evaluated against dropsondes, methodology described in the text. (a,b) The tangential and radial wind
components respectively (m ⋅ s−1) between September 22, 2017, 1200 UTC and September 25, 2017, 0000 UTC. For this period, nine
dropsondes were classified as being within the eyewall. (c,d) As in (a,b), but between September 25, 2017, 0000 UTC and September 27, 2017,
0000 UTC, using eight dropsondes. The shaded areas denote the spread.

(around 500 m). There were no differences in the height of
the maximum tangential wind between the experiments
across the entire simulation time (Figure 3a,c).

The dropsonde analysis revealed that all of the
experiments overestimated the depth of the kinematic
(wind-based) boundary layer on average. For example, in
Figure 3c the maximum tangential wind in the dropsondes
is around 500 m, whereas in the model is it ≈ 1 km.

By the end of the simulation time, the maximum
inflow velocity error remained low; however, the tangen-
tial wind error grew (Figure 3c,d). The results from the
boundary-layer structure support the conclusions from the
intensity metrics in Figure 1b, where the maximum 10-m
wind-speed error remained higher in the 𝜆high simulations
for the entire forecast period. It is useful to analyse inten-
sity metrics from various data sources, since the error is
higher in the dropsonde analysis than in the 10-m wind
speed for the 𝜆high experiments. Another consideration is
that dropsonde soundings are likely to show small-scale
features that may not be represented by the model simula-
tions. While averaging over several sondes aims to reduce
the signal of this small-scale variability, the ability to repre-
sent the general inner-core structure is limited by the small
sample size.

3.3 Asymmetric storm structure

Tropical cyclones experiencing moderate to high ver-
tical wind shear tend to exhibit distinctly asymmet-
rical structures (Corbosiero & Molinari, 2003), often
dominated by the azimuthal wavenumber-1 component

(Reasor et al., 2000; Riemer et al., 2010; Zhang et al., 2013).
Using the vertical velocity as a proxy for convective
regions, the model analysis shows convective asymme-
try consistent with idealised models (Riemer et al., 2010)
and observational studies (Barron et al., 2022; Hence &
Houze, 2012), in which generally convective precipitation
occurs in the right-of-shear regions and stratiform rainfall
occurs left-of-shear (Figure 2a,b), although this is not ubiq-
uitous across all storm systems (e.g., Tao et al., 2017). The
tail Doppler radar (Figure 2; Fischer et al., 2022), shows
that the observed structure of Maria is consistent with the
model simulations at early forecast times (T ≤ 36). The
vertical velocity fields exhibit an azimuthal wavenumber-1
asymmetry, similar to the previous studies.

The distinctly asymmetric structure can be demon-
strated by the depth of the inflow layer in Figure 4. During
early forecast times, the storm is travelling toward the
northwest while encountering a moderate to strong south-
westerly vertical wind shear. Figure 4 shows that, at the
intensity divergence point for a representative ensemble
member, the inflow layer is much deeper in the downshear
quadrants compared with the relatively shallow upshear
quadrants. These results are supported by a detailed drop-
sonde composite study (Zhang et al., 2013) which suggests
that the downshear right quadrant of sheared tropical
cyclones tend to have the deepest inflow layers.

Further analysis (not shown) at later forecast times
suggests that the inflow asymmetry changes as time pro-
gresses. Once the wind shear weakens, the 530-m model
level exhibits inflow ubiquitously across all azimuths.
Some symmetry is recovered, although the strongest
inflow is still situated downshear. Furthermore, the inflow
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4446 JOHNSON et al.

F I G U R E 4 Storm-relative radial velocity (m ⋅ s−1) at the intensity divergence point for a representative ensemble member. The high
mixing scheme (𝜆high) is shown in (a-d); the low mixing scheme (𝜆low) in (e-h). Dashed contours are at intervals of 25 km radius. The wind
barbs represent the deep-layer vertical wind shear.

layer depth is decreased at these lead times. This may
be a reflection of the general storm weakening. In all
cases, changing the mixing length (and thus the diffusiv-
ity) within the free troposphere produces no discernible
change in the inflow layer depth or strength preceding the
intensity divergence points.

Previous work, including full-physics modelling
(Zhang & Rogers, 2019) and boundary-layer mod-
elling (Kepert, 2012), has investigated the effect of
boundary-layer diffusivity on tropical cyclone intensity
and structure. In both cases, increased mixing within the
boundary layer resulted in a weaker but deeper inflow
layer. More specifically, Zhang and Rogers (2019) inves-
tigated the effects of increased boundary-layer diffusivity
on a sheared tropical cyclone. Along with producing a
stronger inflow layer, the storm was also more symmet-
rical if the boundary-layer diffusivity was reduced. In
tandem with the findings presented throughout Section 3,
the results given in Zhang and Rogers (2019) show that it
is important to consider where the diffusivity is reduced,
as changes in the boundary layer versus changes in the
troposphere can lead to very different results in terms
of storm intensity and resilience to shear. By keeping
the boundary-layer mixing the same between the 𝜆high

and 𝜆low experiments, we have shown that the free
tropospheric mixing can modulate the boundary-layer
structure.

3.4 Vertical mixing
So far, the data analysis we have presented reveals
unexpected results, in which more diffusive free tropo-
spheric environments increase the resilience of tropical
cyclones against moderate vertical wind shear, ultimately
resulting in a more intense tropical cyclone. Zhang and
Rogers (2019) found that increasing the eddy diffusivity
within the boundary layer produced the opposite effect, in
which the more diffuse scheme was less resilient to shear
and produced a weaker storm. In the case presented by
Zhang and Rogers (2019), the lower boundary-layer dif-
fusivity enhanced low-level convergence, increasing the
inflow strength and concentrating the convective bursts to
within the RMW. Additionally, Zhang and Marks (2015)
identified a stronger eyewall updraft in the low-diffusivity
case, linked to the more pronounced vertical gradients
of the diabatic heating rate. Since the experiments we
conducted only alter the free tropospheric mixing, the
boundary-layer convergence is unlikely to be impacted
directly, although there may be indirect impacts.

In order to understand these results in the context of
the literature, we performed a sensitivity test of ensem-
ble member 14 to evaluate whether vertical or lateral
mixing had the biggest impact on the storm intensity
(Figure 5). The same model setup was used as described
in Section 2, except the lateral mixing was switched
off for 𝜆high (hereafter 𝜆high,1D). For the first 36 hours,
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JOHNSON et al. 4447

𝜆high,1D followed almost the exact same MSLP change as
its three-dimensional (3D) counterpart, 𝜆high, and diverged
from 𝜆low at precisely the same point, which strongly
suggests that the primary control is vertical mixing.
There is a change in intensification rate between the
three-dimensional and 𝜆high,1D simulations during 36–48
hours, which is likely due to stochasticity. Further sim-
ulations would be needed to disentangle these effects.
Nonetheless, Figure 5 provides strong evidence that the
initial divergence is due to changes in vertical mixing.

To evaluate the role of the diffusive moisture fluxes in
more detail, the parametrised vertical turbulent moisture
flux is shown in Figure 6 and is defined as

w′q′t = −Km
𝛿qt

𝛿z
, (4)

where Km is the diffusivity defined by Equation (1)
and qt is

qt = qv + ql + qf, (5)

where qv is the specific humidity, ql is the specific liquid
water content, and qf is the specific frozen water content.

Analysis of the vertical turbulent moisture flux in
Figure 6 reveals that the diffusivity remains compara-
ble between the simulations within the boundary layer
and low-level environment. Regions where the two sim-
ulations are statistically significantly (p < 0.05) different
across a six-hour time period, according to the Wilcoxon
Rank Sum Test (Wilcoxon, 1992), are hatched.

There are two main points to take away from Figure 6:
the downward flux of moisture is significantly higher in

F I G U R E 5 (a) Minimum sea-level pressure (hPa). (b) Maximum 10-m wind speed (m ⋅ s−1). The black line is the NHC best track.
𝜆high,3D corresponds to a simulation with a high three-dimensional mixing length. 𝜆low,3D is the same, but for a reduced mixing length
(described in the text). 𝜆high,1D is the same as 𝜆high,3D but with no lateral mixing (only vertical).

F I G U R E 6 Ensemble composite of azimuthally averaged vertical turbulent moisture flux (w′q′t) in g⋅m−2 ⋅s−1 in two mixing-length (𝜆)
schemes. Negative values (blue) indicate downward transport of moisture. The black solid contour represents the cloud liquid water content
at 0.01 g⋅kg−1. The hatching indicates statistical significance in the vertical turbulent moisture flux using the Wilcoxon Rank Sum Test. The
composite is averaged over the six hours prior to intensity divergence. The normalised radius is produced using the surface RMW.
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4448 JOHNSON et al.

F I G U R E 7 Ensemble composites of azimuthally averaged 𝜃e (K) and mixing ratio (g⋅kg−1), over a period of 6 hours before intensity
divergence. For the 𝜃e plots in (a) and (b), the black contours indicate a threshold of cloud liquid water cumulative frequency (> 0.001), to
provide context about where the cloud layer is. In (c) and (f), the black contours indicate regions of statistically significant difference between
the simulations according to a Wilcoxon Rank Sum Test (p < 0.05). The unfilled white contours represent vertical velocity ≥ 0.2 m ⋅ s−1, for
𝜆high (solid) and 𝜆low (dotted). The radius is normalised by the surface RMW.

the 𝜆high simulations than in the 𝜆low runs in the main
cloud base, and there is also a significantly higher vertical
moisture flux in the mid-levels in the 𝜆high runs. Overall,
this means that the low-entropy mid-levels are receiving
more moisture from the cloud layer and the boundary
layer in the 𝜆high simulations, which is consistent with
the relatively higher 𝜃e shown in Figure 7a–c. For the
significantly increased upward flux, the 𝜆high simulations
reach up to 0.15 g⋅m−2 ⋅s−1 higher than their 𝜆low coun-
terparts. For the increased downward flux from the cloud
base, the 𝜆high runs are up to 0.25 g⋅m−2 ⋅s−1 higher. In the
context of a 24-hour period, this can mean a difference of
≈ 13 kg⋅m−2 ⋅day−1 more moisture transported upwards
from the lower levels into the mid-levels, and ≈ 22 kg⋅m−2

⋅day−1 more moisture transported downward from the
cloud layer in the 𝜆high simulations compared with the
𝜆low ensemble members.

Further supporting the idea of increased moisture
transport from the cloud layer, Figure 7 shows an ensemble
composite of the difference in mixing ratio between 𝜆high
and 𝜆low. There is a distinct decrease of moisture in the
mid-levels in the 𝜆low members, despite no real change in
the inflow characteristics that would indicate either (i) a
reduction in the near-surface moisture advection or (ii) an
increase in inflow ventilation (the inward transport of dry

air from the environment). Since the peak of the moisture
change in Figure 7 is along the radially outward edge of
the eyewall, where the inflow layer turns into updraft, it is
possible that the radial wind has some impact on the mois-
ture flux convergence. However, it is difficult to make this
conclusion when the inflow characteristics are very simi-
lar between the simulations prior to intensity divergence
(e.g., Figure 4), and the moisture is higher throughout the
whole lower–mid troposphere in the 𝜆high simulations.

3.5 Downdraft ventilation

As discussed in Section 1, downdraft ventilation is a
process by which low-𝜃e (entropy) air can enter the
tropical cyclone boundary layer via downdrafts (Alland
et al., 2021a; Molinari et al., 2013; Riemer et al., 2010; Tang
& Emanuel, 2012; Wadler et al., 2018; Zhang et al., 2017a).
These downdrafts are asymmetrically distributed around
the tropical cyclone and can be induced by vortex tilting as
a result of environmental wind shear (Riemer et al., 2010).

Downdraft ventilation (Figure 10) is calculated using
the following equation (Alland et al., 2021a):

V = 𝜌w′
𝜃
′
e, (6)
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JOHNSON et al. 4449

where 𝜌 is the air density, w′ is the perturbation of down-
ward vertical motion, and 𝜃′e is the perturbation of equiv-
alent potential temperature (relative to their azimuthal
means). Only downward vertical motion is considered for
this calculation, ensuring that the ventilation diagnostic is
not influenced by convective upward motion such as in the
eyewall updraft. For these purposes, the downdraft venti-
lation is averaged within a 50–150 km radius, which is con-
sistent with the previous study (Alland et al., 2021a). This
radius should capture the inner core of the storm effec-
tively without including the impacts of the eye, demon-
strated by the RMWs in Figure 1e.

It is likely that Hurricane Maria was experiencing
downdraft ventilation due to the following evidence.
Figure 1g shows that the storm was under the influ-
ence of moderate deep-layer vertical wind shear in the
MetUM simulations and in the ERA-5 reanalysis, with
vortex tilting (Figure 1f) from September 25 aligning
well with an increase in MSLP (Figure 1c). The simula-
tions have demonstrated a distinctly asymmetric structure
(Section 3.3), with a clear inflow asymmetry that aligns
with the shear vectors (Figure 4).

Figure 7 then suggests that there is a difference in
the moisture and 𝜃e profiles between the two simula-
tions, which implies that the downdraft ventilation process
may be represented differently between the more diffusive
(𝜆high) and less diffusive (𝜆low) ensembles.

By increasing the free tropospheric mixing length, the
cloud layer can become more diffusive (demonstrated
by Figure 6), thus increasing the subgrid-scale verti-
cal moisture transport between the cloud layer and the
local environment. By increasing the downward trans-
port of moisture from the cloud layer, the entropy of
the mid-levels—where the 𝜃e minimum typically occurs
(Emanuel et al., 1994)—may be increased. This is con-
firmed by Figure 7, in which all composited ensemble
groups display a higher entropy in the 𝜆high simulations.

An important contextual component for this analy-
sis is the presence of a moderate vertical wind shear
and wavenumber-1 convective asymmetries discussed in
Section 3.3. In environments of moderate wind shear,
low-entropy air from the mid-levels can be transported
into the boundary layer via downdrafts induced by the
asymmetric convective structure (Alland et al., 2021a;
Riemer et al., 2010; Tang & Emanuel, 2012; Wadler
et al., 2021). Following Riemer et al. (2010), a plan view
at 1.5 km altitude of the representative ensemble member
(Figure 8) suggests that drier air is being drawn further
into the inner core in the 𝜆low simulations and is associ-
ated with strong (≤ −0.5 m ⋅ s−1) downward motion in the
left-of-shear quadrants. This result verifies the presence
of downdraft ventilation in the simulations and would
explain why the boundary layer 𝜃e has a higher value in the

𝜆high scheme, despite not being directly impacted by the
change in the free tropospheric mixing parametrisation.

Although Figure 5 suggests that the primary influence
on the intensity change is the vertical mixing, for com-
pleteness the radial ventilation (the inward transport of
anomalously low 𝜃e) is also calculated within a 50–150 km
radius of the storm centre, according to the following
equation from Alland et al. (2021b):

Vr = 𝜌u′𝜃′e, (7)

where u′ is the perturbation of inward radial velocity.
Figure 9 shows the radial ventilation in this case, and

further confirms the hypothesis that the mid-level 𝜃e dif-
ferences (Figure 7) are dominated by the vertical mixing
rather than the horizontal mixing. There are higher neg-
ative values of ventilation in the 𝜆high simulations below
2 km compared with 𝜆low, which implies the inward trans-
port of anomalously high 𝜃e. This process, whereby the rel-
atively thermodynamically depleted boundary layer recov-
ers its 𝜃e through air–sea enthalpy fluxes is referred to
as “boundary-layer recovery” (Wadler et al., 2018, 2021).
Boundary-layer recovery may explain some of the differ-
ences in the low-level 𝜃e between the simulations but
likely has a lower impact on the mid-levels. Note that
positive values of radial ventilation suggest the inward
transport of anomalously low 𝜃e, so if radial ventilation
were the cause of the mid-level moisture differences in
Figure 7, then the 𝜆high simulations might be expected
to have lower 𝜃e. However, since this is not the case,
it can be assumed that downdraft ventilation plays the
dominant role.

Figure 10 shows the signal of downdraft ventilation
in both sets of simulations. From the full field and
wavenumber-1 decomposition, shown in Figure 10a,b and
Figure 10c,d, it is clear that the downdraft ventilation is
at its strongest in the left-of-shear quadrants for both sets
of simulations. In the 𝜆low runs, the downdraft ventilation
signal peaks around the same altitude as 𝜆high (between 0.5
and 1.5 km), but extends further upward. While this means
that the 𝜆low has more ventilation overall, it also sug-
gests that the low-𝜃e air in the 𝜆low simulations originates
from higher altitudes. From Figure 7 and the associated
discussion, in which the 𝜃e minimum was shown to be
approximately 3–4 km, it follows that the penetrating 𝜃e
should be even lower in the 𝜆low simulations than if the
ventilation began closer to the boundary layer.

The structure of the wavenumber-1 ventilation signal
is similar to an idealised study by Alland et al. (2021a), in
which the left-of-shear regions are dominated by a positive
signal (which has a drying effect) and the right-of-shear
regions have a negative signal. Furthermore, the
magnitude of the wavenumber-1 component supports the
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4450 JOHNSON et al.

F I G U R E 8 Mixing ratio (g⋅kg−1) at 1.5 km for a representative ensemble member. Black contours indicate downward motion of
−0.5 m⋅s−1. Three simulation times are shown: the time of intensity divergence (t), 1 hour before intensity divergence (t − 1), and 2 hours
before intensity divergence (t − 2). The deep-layer vertical wind shear is shown as a wind barb. Dashed white lines denote 50-km radius
intervals, beginning with 50 km from the storm centre.

F I G U R E 9 An ensemble composite of the radial ventilation in the 6 hours before the intensity divergence point, performed over the
inner 50–150 km of the storm. Panels (a) and (b) show the full field of radial ventilation (kg ⋅ K ⋅m−2 ⋅ s−1). (c) The difference between (a) and
(b), with the grey line denoting the zero contour. Positive values represent the inward transport of anomalously low 𝜃e.

findings of Alland et al. (2021a), producing a signal up to
about ± 3× 10−1 kg ⋅ K ⋅m−2 ⋅ s−1.

The overall structure of the ventilation in Figure 10a,b
is also consistent with an observational study by Nguyen

et al. (2017), which showed that convective downdrafts
in the downshear left quadrant can distribute rela-
tively low-𝜃e air into the boundary layer, which reduces
convection upstream. Nguyen et al. (2017) also found
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F I G U R E 10 An ensemble composite of the downdraft ventilation in the 6 hours before the intensity divergence point, performed over
the inner 50–150 km of the storm. Panels (a) and (b) show the full field of downdraft ventilation (kg ⋅ K ⋅m−2 ⋅ s−1), where the black contour
is the zero line, and panels (c) and (d) show the wavenumber-1 components (× 10−1 kg ⋅ K ⋅m−2 ⋅ s−1), where black contours indicate regions
of statistically significant (p < 0.05) differences between the two simulations.

that the downdraft ventilation can contribute to storm
asymmetries by suppressing convection upstream.

In Figure 10, our results show a much stronger and
more widespread downdraft ventilation signal in the 𝜆low
simulations, suggesting that there is an increased trans-
port of anomalously low-𝜃e air from the mid-levels into the
boundary layer. Although the shear is comparable between
the simulations (Figure 1g), the 𝜆low simulations seem
to be more tilted on average (Figure 1f), which may be
contributing to the ventilation differences that we see in
Figure 10. In the hours leading up to the intensity diver-
gence point, and between 1.5 and 4 km altitude, there
is no significant difference between the strength of the
downdrafts between the experiments (Figure 11); how-
ever, the downward flux of anomalously low 𝜃e is signif-
icantly higher (t-test; p < 0.05) for the 𝜆low simulations.
This shows that the ventilation signal is a result of the
lower 𝜃e, rather than a consequence of stronger down-
drafts.

Further supporting this point, Figure 11a,b shows that
the vertical distribution of the downdrafts is comparable
between the 𝜆 experiments, but Figure 11d–f demonstrates
that the downdrafts tend to have a lower 𝜃e in the 𝜆low

simulations. A two-sample Kolmogorov–Smirnov test,
which compares the distribution of two independent
samples (Hodges Jr, 1958), showed no significant differ-
ence (p < 0.05) in the distribution of the vertical motion
between the simulations. This evaluation was carried out
on averaged groups of ensemble members at 1.5 km alti-
tude, and the test was performed over radial and azimuthal
averages independently, to find no significant difference
in the radial or azimuthal distribution of vertical motion.
Overall, the evidence suggests that the main mechanism
of weakening is via a lower 𝜃e in the low-diffusivity simu-
lation within the downdrafts, rather than the distribution
or intensity of the downdrafts being different. Also note
that the statistical distribution analysis took the upward
motion into consideration too, suggesting no significant
difference in the azimuthal or radial distribution of the
updrafts before intensity divergence.

When considering Figure 11, it can be seen that
there is a slight increase in the incidence of downdrafts
< 0.4 m ⋅ s−1 in the 𝜆low simulations (Figure 11b). It is
likely that these were not picked up by the statistical
tests or the probability density function (Figure 11c)
due to their low frequency. However, changes in
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F I G U R E 11 An ensemble composite in the six hours before the intensity divergence point, performed at 1-km height over the inner
150 km of the storm, removing the inner 50 km to ensure the results are not skewed by the eye. (a) and (b) are contoured frequency by
altitude diagrams of vertical velocity (m ⋅ s−1) for the 𝜆high and 𝜆low ensemble members respectively. (d) and (e) are 2D histograms, to show
the frequency distribution (K⋅m ⋅ s−1) of 𝜃e in the downdrafts. (c) and (f) show the probability density function of vertical velocity (m ⋅ s−1)
and 𝜃e (K), respectively.

the strength of the downdrafts are expected to be
correlated with 𝜃e due to the enhanced diabatic cooling.
As a result, the simulations would be expected to be more
structurally different with increasing time. Stronger down-
drafts in the 𝜆low simulations would contribute further to
an increased downdraft ventilation.

Since the parcels entering the inflow layer of the 𝜆low
scheme have a lower entropy compared with those in the
𝜆high scheme, parcels in the 𝜆low simulations would have
to either (i) spend a longer duration in the inflow layer,
(ii) have a shallower inflow layer, or (iii) be subject to an
inflow layer with stronger entropy fluxes from the sea sur-
face, for the parcels to recover their entropy to the same
level as the 𝜆high simulations. If parcels do not recover
sufficiently before entering the eyewall region, this could
reduce the available potential energy of the eyewall (Tang
& Emanuel, 2012), thereby dampening the most convec-
tive region of the storm. A study by Yu et al. (2023) showed
that not only can ventilation impact storm intensity neg-
atively, but it can also have impacts on overall storm
structure, leading to more forecast uncertainty. Parcels
are more detrimental to the storm’s intensity if they enter
the inflow layer closer to the eyewall, since, within the
outer vicinity of the eyewall, the inflow layer has the

maximal potential to recover its entropy from surface
fluxes (Wroe & Barnes, 2003), due to the strong
secondary circulation reducing the convective vertical
mass flux of high-𝜃e air out of the boundary layer (Wroe &
Barnes, 2003). If a low-𝜃e parcel enters the inflow within
this region, it can recover its entropy very quickly and may
not inhibit eyewall convection (Alland et al., 2021a). Fur-
thermore, Wadler et al. (2021) showed that boundary-layer
recovery rarely occurs at the top of the inflow layer, so
low-entropy downdrafts need to be sufficiently strong to
transport air near to the surface.

Alland et al. (2021a) showed that parcels enter-
ing the inflow layer via downdraft ventilation reduce
the convection most effectively when they enter in the
upshear regions, where they have the highest chance
of reducing the areal extent of vertical motion. It is
shown in Figure 10a,b that the 𝜆low simulations have
a stronger downdraft ventilation signal in the upshear
quadrants than their 𝜆high counterparts, which supports
the hypothesis that the downdraft ventilation is a con-
tributing factor to the weaker storm produced by the 𝜆low
simulations.

While a parcel trajectory analysis (such as in Alland
et al., 2021a; Wadler et al., 2021) would be the most
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effective way to prove the hypothesis that 𝜆low parcels that
originate from downdrafts tend to enter the eyewall region
more thermodynamically depleted than their 𝜆high coun-
terparts, this would require data output at much higher
temporal resolution. Instead, we draw from the data pre-
sented above. The change in 𝜃e and moisture (shown in
Figure 7a–c and d–f, respectively) peaks at around 2 km,
which suggests the change is not surface-driven. There are
also no differences in sea-surface temperature between the
schemes.

4 SUMMARY AND DISCUSSION

The main aims of this study were to quantify to what extent
tropospheric mixing controls the intensity of Hurricane
Maria and to establish how the turbulence parametrisa-
tion contributes to these intensity-controlling processes.
The most robust conclusion from our results is that reduc-
ing the tropospheric mixing length (𝜆) improved the inten-
sity forecast in this case study. While changes were made
to the 3D mixing length, sensitivity tests showed that the
horizontal component made no significant difference to
the simulations and that the primary control was the ver-
tical mixing length. All ensemble members in the 𝜆low
experiments produced a lower maximum wind speed and a
higher central pressure than their 𝜆high counterparts by the
end of the simulation time, which reduced the intensity
errors compared with the observed track.

By evaluating the storm environment, it became appar-
ent that Maria was under the influence of environmental
processes contributing to storm weakening, including
reduced sea-surface temperatures and moderate wind
shear. In this study, we show that a high vertical mixing
length in the mid-levels of tropical cyclones can lead to
a higher resolved downward transport of moisture from
the cloud layer into the drier low-entropy mid-levels. This
moisture subsequently increases the 𝜃e of the mid-level
air. In moderately sheared tropical cyclones, the transport
of this low-𝜃e air into the boundary layer via resolved con-
vectively induced downdrafts (“downdraft ventilation”)
is key to stalling intensification or, in some cases, induc-
ing weakening. If the entropy of the mid-levels is greater,
then the effectiveness of downdraft ventilation is reduced.
We propose that this is part of the reason that the Met
Office’s operational forecasting model, which used the
𝜆high settings, produced a stronger storm than the Best
Track during the forecast period (September 22–27, 2017).

The findings presented here are not in contradiction
to the boundary-layer study by Zhang and Rogers (2019),
which showed that reduced vertical diffusivity in the
boundary layer can produce a more resilient, more intense
vortex. Rather, these results complement the previous

work by highlighting how the choice of turbulence
parametrisation can have different impacts on the storm
dynamics based on where the mixing-length changes are
applied.

Although the conclusions are robust for Hurricane
Maria, further work should address the need for more
case studies in a diverse set of environments. The pri-
mary shear-related processes addressed here (particularly
downdraft ventilation) will not be applicable in all tropi-
cal cyclones and future research should consider how the
tropospheric turbulence parametrisation affects the fore-
cast quality in other stages of the tropical cyclone life cycle.
Further work would also benefit from a parcel trajectory
analysis, which would require output data of a higher
temporal resolution.

Recent changes to the subgrid turbulence parametrisa-
tion in the operational MetUM, namely the reduction of
the free tropospheric mixing length, are supported by the
results presented in this study, in which tropical cyclone
intensity forecasts are shown to be improved using a case
study of a sheared, weakening tropical cyclone. These
results provide confidence that the forecasting quality
will be maintained and likely improved by the changes
made to the free tropospheric turbulence parametrisation.
While this work is based on the MetUM, many operational
forecasting models make use of turbulence parametri-
sations. The results presented here shed light on the
importance of free tropospheric turbulence more gener-
ally, and should contribute to advances in tropical cyclone
modelling.
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