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A B S T R A C T

The drying phenomenon in soils involves complex interactions between thermal, hydrological,
and mechanical effects within a multiphase system. While several researches (both mechanics
and mixture theory approach) has been applied to study various thermo-hydro-mechanical
(THM) coupled processes in porous media, incorporating both multiphase flow and phase
change in soil drying remains limited. This work addresses this research gap by deriving
new governing equations for a two-phase flow model suitable for soil drying by extending
the mixture coupling approach. The derived model is implemented in COMSOL Multiphysics
and validated against experimental data, demonstrating good agreement between the model
predictions and the ob- served results. A sensitivity analysis is performed to investigate the
impact of critical parameters on the drying process. The findings reveal that volumetric strain
is most sensitive to Young’s modulus, while the saturation of liquid water is most affected by
intrinsic permeability. Additionally, preliminary results for a kaolinite clay sample during the
drying process are presented, extending the applicability of the derived model to specific soil
types. This research provides a comprehensive framework for fully THM coupled modelling of
soil drying, which can serve as a basis for future investigations.

. Introduction

The process of drying and evaporation of soil from the shallow subsurface describes a number of geotechnical and agricultural
roblems, from moisture content in soil impacting crop yields (Brutsaert & Chen, 1995; Erich & Hoskins, 2011; Ventura et al., 2001;
halley et al., 2006; Whitmore & Whalley, 2009) to detection of buried objects and flows through landfills (Khalili & Loret, 2001;

imunek et al., 2001). However, a comprehensive model requires two-phase flow, phase changes, mechanical deformation, and
hermal effects, resulting in a highly coupled system that is difficult to formulate.

Typically, the problem of soil drying is represented through simplified models, such as the soil water characteristic curve (SWCC),
hich describes the relationship between water content and matric suction. A common SWCC model used is suggested by van
enuchten (1980), but other models are presented by, for example, Brooks and Corey (1966) and Gardner (1970). It has also been
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shown that the SWCC can have a significant dependence on temperature changes (Bai et al., 2020), although this is often not
necessary when temperature changes are small during convective drying (Tamizdoust & Ghasemi-Fare, 2022).

While these models offer valuable insights, they are limited in their description. The complete process of soil drying combines
hermal, hydrodynamic, and mechanical (THM) effects, which impact, and are impacted by, each other. For example, soil shrinkage
s known to occur during drying, especially in fine-grained soils (Dong et al., 2020). A more comprehensive model is required to
btain a complete picture of soil drying.

Few numerical models have attempted to capture convective drying within a fully coupled THM framework (Tamizdoust &
hasemi-Fare, 2022), however, this a relatively new area of study, with more investigation needed (Lekshmi & Arnepalli, 2017).
hese models adopt a traditional mechanics approach, established by Terzaghi (1943) and extended by Biot (1941), which extends
he stress–strain balance equations to capture the full model. However, this approach lacks a systematic coupling between each
hase, hence is limited by the understanding of the coupling between the different phases, and the parameters involved in this
oupling.

Another approach that has been used for THM models is mixture theory, (Rajagopal, 2010; Rajagopal & Saccomandi, 2016;
ruesdell, 1957; Truesdell & Toupin, 1960), which is based on nonequilibrium thermodynamics. This approach uses energy and
ntropy balance for more precise constitutive equations. However, it fails to capture coupling in a realistic way, often describing
he interactions between phases in a way that is hard to quantify experimentally for validation. This makes it unsuitable for complex
oupled systems, such as evaporation of moisture from soil.

In recent years, non-equilibrium thermodynamics theory has been widely used in modelling the THM process, including works
onsidering granular rearrangement (Bai et al., 2021, 2023) and bounded water (Zhang & Cheng, 2017), among others. However, the
ew approach, mixture coupling theory, based on non-equilibrium thermodynamics and mixture theory, does not require a detailed
nderstanding of interaction between phases but develops the coupling from an entropy production perspective. This theory has
hown a number of marked improvements when developing more complex THM models (Abdullah et al., 2022; Chen & Hicks, 2013;
hen et al., 2018; Jiao et al., 2022; Ma et al., 2022; Wang et al., 2022). In particular, it allows for the addition of new components
ithout the need for strong physical assumptions of the mechanisms involved.

A number of steps have been made with mixture coupling theory that suggest its suitability for modelling soil drying. Wang
t al. (2022) demonstrate how mixture coupling theory can be used with dynamic porosity, which is important for soil drying
uring which pore structure can change. Abdullah et al. (2022) model a two-phase flow, with water and gas present in the soil.
hase change between materials has been implemented through mixture coupling theory by Jiao et al. (2022). However, no attempt
as been made to use mixture coupling theory to model soil drying, which requires phase change from liquid water to water vapour,
ynamic porosity, and two-phase flow.

In this work, a new model is presented based on mixture coupling theory. This model incorporates thermal effects, mechanical and
orous deformations, as well as two-phase flow and phase change, that capture the full dynamics of convective shallow subsurface
oil drying.

In particular, the model developed will focus on capturing laboratory experiments of kaolinite clay drying under room
emperature. This will allow for a number of simplifications to the full model that allow for easy comparison to experimental
ork.

. Theory

.1. Definitions

The following definitions are developed from the framework by Chen and Hicks (2013).
The mass flux of liquid water and water vapour is defined as

𝐈𝑙 = 𝜌𝑙(𝐯𝑙 − 𝐯𝑠), 𝐈𝑣 = 𝜌𝑣(𝐯𝑣 − 𝐯𝑠) (1)

where the superscripts 𝛼 = 𝑙, 𝑣, 𝑠 denote liquid water, water vapour and solid, respectively. 𝜌𝛼 is the mixture density of each phase
and 𝐯𝛼 the velocity of each phase. 𝜌𝑙 and 𝜌𝑣 are related to the true mass density through

𝜌𝑙 = 𝜙𝑙𝜌
𝑡
𝑙 , 𝜌𝑣 = 𝜙𝑣𝜌

𝑡
𝑣 (2)

where 𝜌𝑡𝛼 represents the true mass density of each phase and 𝜙𝛼 is the volume fraction of each phase.

𝜙 = 𝜙𝑙 + 𝜙𝑣 (3)

is the total porosity and

𝑆𝑙 =
𝜙𝑙
𝜙
, 𝑆𝑣 =

𝜙𝑣
𝜙

(4)

re the saturation of liquid water and water vapour.

.2. Mass balance equations

For an arbitrary domain 𝑉 with boundary 𝛤 , the mass balance law for the 𝛼th phase is given by
𝐷 𝜌𝛼 𝑑𝑉 = 𝜌𝛼(𝐯𝛼 − 𝐯𝑠) ⋅ 𝐧 𝑑𝛤 +𝑄 (5)
2

𝐷𝑡 ∫𝑉 ∫𝛤



International Journal of Engineering Science 203 (2024) 104119A. Sendula et al.

v

2

2

where 𝐧 is the unit outward normal, 𝑄 is a source term (representing phase change, for example) and the time derivative is defined
as

𝐷
𝐷𝑡

= 𝜕𝑡 + 𝐯𝑠 ⋅ ∇ (6)

Using the divergence theorem, local equations can be found for the mass balance of each phase.

2.2.1. Liquid water
The mass balance equation for the liquid water is given by

�̇�𝑙 + 𝜌𝑙∇ ⋅ 𝐯𝑠 + ∇ ⋅ 𝐈𝑙 + 𝜌𝑙𝑗𝑙𝑣 = 0 (7)

where 𝑗𝑙𝑣 is the rate of moisture transport from liquid water to water vapour. Here, positive 𝑗𝑙𝑣 represents condensation and negative
represents evaporation.

According to Darcy’s law, the relative apparent velocity of the liquid water is

𝐮𝑙 = −
𝑘𝑟𝑙
𝜂𝑙
𝜅∇𝑝𝑙 (8)

Here, 𝑘𝑟𝑙 is the relative permeability of liquid water, 𝜅 is the intrinsic permeability of the soil, 𝑝𝑙 is the pressure of liquid water,
and 𝜂𝑙 is the dynamic viscosity of liquid water.

For the current focus of two-phase flow with phase change, the standard expression for Darcy’s law can be used. However,
mixture coupling theory does allow for this law to be extended to include the impact of thermal osmosis and water vapour pressure
on the liquid water velocity, which may be useful for more detailed models, as demonstrated by Chen et al. (2009).

2.2.2. Water vapour
The mass balance equation for the water vapour is given by

�̇�𝑣 + 𝜌𝑣∇ ⋅ 𝐯𝑠 + ∇ ⋅ 𝐈𝑣 − 𝜌𝑙𝑗𝑙𝑣 = 0 (9)

As with liquid water, Darcy’s law gives the relative apparent velocity of water vapour:

𝐮𝑣 = −
𝑘𝑟𝑣
𝜂𝑣
𝜅∇𝑝𝑣 (10)

Here, 𝑘𝑟𝑣 is the relative permeability of water vapour, 𝑝𝑣 is the pressure of water vapour, and 𝜂𝑣 is the dynamic viscosity of water
apour.

.3. Energy balance equations

.3.1. Internal energy balance
The balance equation for internal energy is

𝐷
𝐷𝑡 ∫𝑉

𝜖 𝑑𝑉 = ∫𝛤
(𝝈𝐯𝑠 − 𝐈′𝑞) ⋅ 𝐧 𝑑𝛤 − ∫𝛤

(ℎ𝑙𝐈𝑙 + ℎ𝑣𝐈𝑣) ⋅ 𝐧 𝑑𝛤 (11)

where ℎ𝛼 is the enthalpy density associated with enthalpy in phase 𝛼 = 𝑙, 𝑣. 𝐈′𝑞 is the reduced heat flow associated with the conduction,
while ℎ𝛼𝐈𝛼 for 𝛼 = 𝑙, 𝑣 is associated with the convection in the liquid water and water vapour, respectively.

Using the divergence theorem, the local form of Eq. (11) can be written as

�̇� + 𝜖∇ ⋅ 𝐯𝑠 = ∇ ⋅ 𝝈𝐯𝑠 − ∇ ⋅ 𝐈′𝑞 − ℎ𝑙∇ ⋅ 𝐈𝑙 − ℎ𝑣∇ ⋅ 𝐈𝑣 (12)

2.3.2. Entropy balance
The entropy balance equation is

𝐷
𝐷𝑡 ∫𝑉

𝜂 𝑑𝑉 = ∫𝛤
−𝐈𝜂 ⋅ 𝐧 𝑑𝛤 + ∫𝑉

𝛾 𝑑𝑉 (13)

where the terms on the right describe entropy exchange and entropy production, respectively. The local version of Eq. (13) is

�̇� + 𝜂∇ ⋅ 𝐯𝑠 = −∇𝐈𝜂 + 𝛾 (14)

where 𝐈𝜂 is the entropy flow, described as

𝐈𝜂 =
𝐈𝑞 − 𝜇𝑙𝐈𝑙 − 𝜇𝑣𝐈𝑣

𝑇
=

𝐈′𝑞 + 𝑇 𝜂
𝑒
𝑙 𝐈𝑙 + 𝑇 𝜂

𝑒
𝑣𝐈𝑣

𝑇
(15)

Here, 𝜇 represents the chemical potential of each phase and 𝜂𝑒 the entropy density.
3

𝛼 𝛼
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2.3.3. Helmholtz free energy density balance
Helmholtz free energy density 𝜓 is defined as 𝜓 = 𝜖 − 𝑇 𝜂, hence

𝐷
𝐷𝑡 ∫𝑉

𝜓 𝑑𝑉 = 𝐷
𝐷𝑡 ∫𝑉

𝜖 𝑑𝑉 − 𝐷
𝐷𝑡 ∫𝑉

𝑇 𝜂 𝑑𝑉 (16)

Substituting Eq. (14) into the local form of Eq. (16) gives

�̇� + 𝜓∇ ⋅ 𝐯𝑠 − (�̇� + 𝜖∇ ⋅ 𝐯𝑠) + �̇� 𝜂 − 𝑇∇ ⋅ 𝐈𝜂 = −𝑇 𝛾 ≤ 0 (17)

The entropy production can be written as

𝑇 𝛾 = −𝐈𝜂 ⋅ ∇𝑇 − 𝐈𝑙 ⋅ ∇𝜇𝑙 − 𝐈𝑣 ⋅ ∇𝜇𝑣 (18)

The first term on the right-hand side represents the thermal dissipative process associated with heat flux, while the other two
featuring the divergence of the chemical potentials are the entropy production associated with the friction between the fluid and
solid. This makes the assumption that the only sources of entropy are associated with thermal dissipation and friction at the
fluid/solid boundaries. Any other entropy production, such as in phase change, has not been considered for this model.

We can then substitute Eqs. (12), (15) and (18) into Eq. (17) to obtain the Helmholtz free energy density balance equation:

�̇� + 𝜓∇ ⋅ 𝐯𝑠 = ∇ ⋅ 𝝈𝐯𝑠 − ∇ ⋅ 𝐈𝑞 − �̇� 𝜂 − 𝜇𝑙∇ ⋅ 𝐈𝑙 − 𝜇𝑣∇ ⋅ 𝐈𝑣 (19)

2.3.4. Reference configuration
To find the equation for free energy density in the reference configuration, we start with classical continuum mechanics equations

𝐅 = 𝜕𝐱
𝜕𝐗

(𝐗, 𝑡),𝐄 = 1
2
(𝐅𝑇𝐅 − 1), 𝐽 = 𝑑𝑉

𝑑𝑉0
, �̇� = 𝐽∇ ⋅ 𝐯𝑠 (20)

where 𝐗 is an arbitrary reference configuration, 𝐱 is the position at time 𝑡, 𝐅 is the deformation gradient, 𝐄 is Green strain, 𝐽 is
the determinant of the deformation gradient, 𝑑𝑉 is the volume of the current configuration and 𝑑𝑉0 is the volume of the reference
configuration.

The equation for free energy density at the reference configuration can be found by multiplying Eq. (19) by 𝐽 ,

�̇� = 𝑡𝑟(𝐓�̇�) − �̇� 𝐽𝜂 − 𝐽𝜇𝑙∇ ⋅ 𝐈𝑙 − 𝐽𝜇𝑣∇ ⋅ 𝐈𝑣 (21)

where 𝛹 = 𝐽𝜓 is the free energy density at the reference configuration and 𝐓 is the second Piola–Kirchhoff stress.
From Eqs. (7) and (9), Eq. (21) becomes

�̇� = 𝑡𝑟(𝐓�̇�) − �̇� 𝐽𝜂 + 𝜇𝑙�̇�𝑙 + 𝜇𝑣�̇�𝑣 (22)

where 𝑚𝛼 = 𝐽𝜌𝛼 is the mass density of each pore phase in the reference configuration.

2.3.5. Helmholtz free energy density of the pore water (liquid/gas)
The free energy density of a mixture of liquid water and water vapour in a pore can be written using classical thermodynamics,

𝜓𝑝𝑜𝑟𝑒 = −�̄� + 𝑆𝑙𝜌𝑡𝑙𝜇𝑙 + 𝑆𝑣𝜌
𝑡
𝑣𝜇𝑣 (23)

where the pressure in the pores is approximated as the average pressure, �̄� = 𝑝𝑙𝑆𝑙 + 𝑝𝑣𝑆𝑣.
The Gibbs-Duhem equation provides

̇̄𝑝 − �̇� 𝑆𝑙𝜂𝑙 − �̇� 𝑆𝑣𝜂𝑣 = 𝑆𝑙𝜌
𝑡
𝑙�̇�𝑙 + 𝑆𝑣𝜌

𝑡
𝑣�̇�𝑣 (24)

which can be substituted into Eq. (23) to obtain

�̇�𝑝𝑜𝑟𝑒 = −�̇� 𝑆𝑙𝜂𝑙 − �̇� 𝑆𝑣𝜂𝑣 + 𝜇𝑙(𝑆𝑙𝜌𝑡𝑙 )̇ + 𝜇𝑣(𝑆𝑣𝜌
𝑡
𝑣 )̇ (25)

2.3.6. Helmholtz free energy density of the wetted soil matrix
The free energy density of the wetted soil matrix can be found by subtracting the free energy of the pore water from the total

free energy. This leads to

(𝛹 − 𝐽𝜙𝜓𝑝𝑜𝑟𝑒 )̇ = 𝑡𝑟(𝐓�̇�) + �̇��̄� − �̇�𝐻𝑠 (26)

where 𝜐 = 𝐽𝜙 is the pore volume per unit reference volume and 𝐻𝑠 = 𝐽𝜂𝑠 is the reference entropy density of the solid.
The deformation potential density is defined as

𝑊 = (𝛹 − 𝐽𝜙𝜓𝑝𝑜𝑟𝑒) − 𝜐�̄� (27)

hence its time derivative becomes

̇ ̇ ̇ ̇
4

𝑊 = 𝑡𝑟(𝐓𝐄) − 𝑇𝐻𝑠 − 𝜐�̄� (28)
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Eq. (28) implies 𝑊 is a function of 𝐄, �̄� and 𝑇 , so the following equations can be obtained:

𝑇𝑖𝑗 =
(

𝜕𝑊
𝜕𝐸𝑖𝑗

)

�̄�,𝑇
, 𝜐 = −

(

𝜕𝑊
𝜕�̄�

)

𝐸𝑖𝑗 ,𝑇
,𝐻𝑠 = −

( 𝜕𝑊
𝜕𝑇

)

�̄�,𝐸𝑖𝑗
(29)

Therefore, substituting Eqs. (29) into (28) gives

�̇� (𝐄, �̄�, 𝑇 ) =
(

𝜕𝑊
𝜕𝐸𝑖𝑗

)

�̄�,𝑇
�̇�𝑖𝑗 +

(

𝜕𝑊
𝜕�̄�

)

𝐸𝑖𝑗 ,𝑇
̇̄𝑝 +

( 𝜕𝑊
𝜕𝑇

)

�̄�,𝐸𝑖𝑗
�̇� (30)

e also obtain the following set of equations

�̇�𝑖𝑗 = 𝐿𝑖𝑗𝑘𝑙�̇�𝑘𝑙 −𝑀𝑖𝑗 ̇̄𝑝 + 𝑆
𝑞
𝑖𝑗 �̇� (31)

�̇� =𝑀𝑖𝑗 �̇�𝑖𝑗 +𝑄 ̇̄𝑝 + 𝐵𝑞 �̇� (32)

�̇�𝑠 = −𝑆𝑞𝑖𝑗𝐸𝑖𝑗 + 𝐵𝑞 ̇̄𝑝 +𝑍𝑞 �̇� (33)

where 𝐿𝑖𝑗𝑘𝑙 ,𝑀𝑖𝑗 , 𝑆
𝑞
𝑖𝑗 , 𝑍𝑞 , 𝐵𝑞 , 𝑄 are material-dependent constants defined as follows:

𝐿𝑖𝑗𝑘𝑙 =
( 𝜕𝑇𝑖𝑗
𝜕𝐸𝑘𝑙

)

�̄�,𝑇
=
(

𝜕𝑇𝑘𝑙
𝜕𝐸𝑖𝑗

)

�̄�,𝑇
(34)

𝑀𝑖𝑗 = −
( 𝜕𝑇𝑖𝑗
𝜕�̄�

)

𝐸𝑖𝑗 ,𝑇
=
(

𝜕𝜐
𝜕𝐸𝑖𝑗

)

�̄�,𝑇
(35)

𝑆𝑞𝑖𝑗 = −
( 𝜕𝑇𝑖𝑗
𝜕𝑇

)

𝐸𝑖𝑗 ,�̄�
= −

(

𝜕𝐻𝑠
𝜕𝐸𝑖𝑗

)

�̄�,𝑇
(36)

𝑍𝑞 =
(

𝜕𝐻𝑠
𝜕𝑇

)

𝐸𝑖𝑗 ,�̄�
(37)

𝐵𝑞 =
( 𝜕𝜐
𝜕𝑇

)

𝐸𝑖𝑗 ,�̄�
=
(

𝜕𝐻𝑠
𝜕�̄�

)

𝐸𝑖𝑗 ,𝑇
(38)

𝑄 =
(

𝜕𝜐
𝜕�̄�

)

𝐸𝑖𝑗 ,𝑇
(39)

For this derivation, we ignore the changes in 𝐻𝑠 and focus on variations of 𝑇𝑖𝑗 and 𝜐 with respect to time.

2.4. Governing equations

The following assumptions are made to simplify the equations:

• The mechanical behaviour can be considered as a small strain condition, so the Green strain tensor 𝐸𝑖𝑗 and the Piola–Kirchhoff
stress 𝑇𝑖𝑗 can be replaced with the strain tensor 𝜖𝑖𝑗 and the Cauchy stress 𝜎𝑖𝑗 .

• The porous media is assumed to be isotropic to avoid mathematical complexity.
• The parameters 𝐿𝑖𝑗𝑘𝑙 ,𝑀𝑖𝑗 , 𝑆

𝑞
𝑖𝑗 , 𝑍𝑞 , 𝐵𝑞 , 𝑄 are material-dependent constants, so must also be isotropic.

Using the fact that the material-dependent constants are isotropic, the tensors 𝑀𝑖𝑗 and 𝑆𝑞𝑖𝑗 are diagonal and can be written as

𝑀𝑖𝑗 = 𝜁𝛿𝑖𝑗 , 𝑆𝑖𝑗 = 𝜔𝑇 𝛿𝑖𝑗 (40)

where 𝜁 is Biot’s coefficient and 𝜔𝑇 is the thermal expansion coefficient of the soil.
The elastic stiffness 𝐿𝑖𝑗𝑘𝑙 can be written as a fourth-order isotropic tensor,

𝐿𝑖𝑗𝑘𝑙 = 𝐺(𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘) +
(

𝐾 − 2𝐺
3

)

𝛿𝑖𝑗𝛿𝑘𝑙 (41)

where 𝐺 is the shear modulus and 𝐾 is the bulk modulus.

.4.1. Mechanical equation
Using the previous assumptions and the isotropic expressions in Eqs. (40) and (41), Eq. (31) can be changed to the following

orm:

�̇�𝑖𝑗 =
(

𝐾 − 2𝐺
3

)

�̇�𝑘𝑘𝛿𝑖𝑗 + 2𝐺�̇�𝑖𝑗 − 𝜁 ̇̄𝑝𝛿𝑖𝑗 + 𝜔𝑇 �̇� 𝛿𝑖𝑗 (42)

The time derivative of �̄� can be written as

̇̄𝑝 = (𝑆𝑙 + 𝐶𝑝𝑠 𝑝𝑐 )�̇�𝑙 + (𝑆𝑣 − 𝐶𝑝𝑠 𝑝𝑐 )�̇�𝑣 (43)

where 𝐶𝑝 = 𝜕𝑆𝑙 is the specific moisture capacity and 𝑝 = 𝑝 − 𝑝 is the capillary pressure.
5
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Then Eq. (42) can be rewritten as

�̇�𝑖𝑗 =
(

𝐾 − 2𝐺
3

)

�̇�𝑘𝑘𝛿𝑖𝑗 + 2𝐺�̇�𝑖𝑗 − 𝜁 (𝑆𝑙 + 𝐶𝑠𝑝𝑐 )�̇�𝑙𝛿𝑖𝑗 − 𝜁 (𝑆𝑣 − 𝐶𝑝𝑠 𝑝𝑐 )�̇�𝑣𝛿𝑖𝑗 + 𝜔𝑇 �̇� 𝛿𝑖𝑗 (44)

The first two terms on the right hand side represent the elastic deformation of the solids, while the next two are the coupling terms
associated with the liquid water and water vapour pressure from the pores. The final term is the temperature coupling term.

Assuming mechanical equilibrium 𝜕𝜎𝑖𝑗
𝜕𝑥𝑗

= 0 and using displacement variables 𝑑𝑖(𝑖 = 1, 2, 3) through 𝜖𝑖𝑗 =
1
2 (𝑑𝑖,𝑗 + 𝑑𝑗,𝑖) leads to

𝐺∇2�̇� +
( 𝐺
1 − 2𝜃

)

∇(∇ ⋅ �̇�) − 𝜁∇[(𝑆𝑙 + 𝐶𝑝𝑠 𝑝𝑐 )�̇�𝑙] − 𝜁∇[(𝑆𝑣 − 𝐶
𝑝
𝑠 𝑝𝑐 )�̇�𝑣] + ∇[𝜔𝑇 �̇� ] = 0 (45)

where 𝜃 is Poisson’s ratio.

2.4.2. Porosity
Similarly to the mechanical equation, we obtain an equation for the pore fraction by applying our assumptions to Eq. (32):

�̇� = 𝜁 �̇�𝑖𝑖 +𝑄 ̇̄𝑝 + 𝐵𝑞 �̇� (46)

Rewriting �̄� in term of the liquid water and water vapour pressures and 𝜖𝑖𝑗 in terms of the displacement variables, the porosity
equation becomes

�̇� = 𝜁∇ ⋅ �̇� +𝑄
(

(𝑆𝑙 + 𝐶𝑝𝑠 𝑝𝑐 )�̇�𝑙 + (𝑆𝑣 − 𝐶𝑝𝑠 𝑝𝑐 )�̇�𝑣
)

+ 𝐵𝑞 �̇� (47)

2.4.3. Liquid water phase
Substituting the expressions for mass flux of liquid water from Eq. (1), liquid water density from Eq. (2), saturation from Eq. (4),

the liquid water balance Eq. (7) becomes

(𝜌𝑡𝑙𝜙𝑆𝑙 )̇ + 𝜌
𝑡
𝑙𝜙𝑆𝑙∇ ⋅ 𝐯𝐬 + ∇ ⋅

(

𝜌𝑡𝑙𝜙§𝑙(𝐯𝑙 − 𝐯𝑠)
)

+ 𝜌𝑡𝑙𝜙𝑆𝑙𝑗𝑙𝑣 = 0 (48)

Then Darcy’s velocity, Eq. (8), implies

(𝜌𝑡𝑙𝜙𝑆𝑙 )̇ + 𝜌
𝑡
𝑙𝜙𝑆𝑙∇ ⋅ 𝐯𝐬 + ∇ ⋅

(

𝜌𝑡𝑙𝐮𝑙
)

+ 𝜌𝑡𝑙𝜙𝑆𝑙𝑗𝑙𝑣 = 0 (49)

Multiplying through by the Jacobian 𝐽 and using the previously defined identities, the liquid water balance equation can be written
as

(𝑆𝑙𝜐𝜌𝑡𝑙 )̇ + ∇ ⋅ (𝜌𝑡𝑙𝐮𝑙) + 𝜌
𝑡
𝑙𝑆𝑙𝜐𝑗𝑙𝑣 = 0 (50)

Substituting Eq. (8) into the balance equation and rewriting 𝜖𝑖𝑗 , �̄� using previous expressions, the full equation for the liquid water
phase can be written as

𝑆𝑙 �̇� + 𝜐�̇�𝑙 + 𝜐𝑆𝑙
�̇�𝑙
𝐾𝑙

− ∇ ⋅ (
𝑘𝑟𝑙
𝜂𝑙
𝜅∇𝑝𝑙) + 𝑆𝑙𝜐𝑗𝑙𝑣 = 0 (51)

Here, 𝐾𝑙 is the bulk modulus of liquid water and the rate of change of water density is given by �̇�𝑡𝑙 = 𝜌𝑡𝑙
�̇�𝑙
𝐾𝑙

.

2.4.4. Water vapour phase
Similarly to the liquid water, we can obtain the following full equation for the water vapour phase:

𝑆𝑣�̇� + 𝜐�̇�𝑣 + 𝜐𝑆𝑣
�̇�𝑣
𝐾𝑣

− ∇ ⋅ (
𝑘𝑟𝑣
𝜂𝑙
𝜅∇𝑝𝑣) − 𝑆𝑙𝜐𝑗𝑙𝑣

𝜌𝑡𝑙
𝜌𝑡𝑣

= 0 (52)

Here, 𝐾𝑣 is the bulk modulus of water vapour.

2.4.5. Thermal equation
The balance equation for heat transport is given by

𝐷
𝐷𝑡 ∫𝑉

(𝑞𝑠 + 𝑞𝑙 + 𝑞𝑣) 𝑑𝑉 = −∫𝛤
𝐈𝑞 ⋅ 𝐧 𝑑𝛤 +𝑄 (53)

hence the local version can be written as

(𝑞𝑠 + 𝑞𝑙 + 𝑞𝑣 )̇ + (𝑞𝑠 + 𝑞𝑙 + 𝑞𝑣)∇ ⋅ 𝐯𝑠 + ∇ ⋅ 𝐈𝑞 − 𝐿𝜌𝑙𝑗𝑙𝑣 = 0. (54)

Here, 𝑞𝛼 = 𝜌𝛼𝐶𝛼𝑇 is the heat density of each phase, where 𝐶𝛼 is the specific heat capacity of each phase. Multiplying through by
the Jacobian 𝐽 transforms the equation into

(𝐽𝑞𝑠 + 𝐽𝑞𝑙 + 𝐽𝑞𝑣 )̇ + 𝐽∇ ⋅ 𝐈𝑞 − 𝐽𝜌𝑙𝑗𝑙𝑣 = 0 (55)

and using thermo densities relative to the partial densities, 𝑞𝛼𝛼 = 𝑞𝛼
𝑆𝛼𝜙

,

(𝑞𝑠(𝐽 − 𝜐) + 𝜐𝑞𝑙𝑆 + 𝜐𝑞𝑣𝑆 )̇ + 𝐽∇ ⋅ (𝐈′ + ℎ 𝐈 + ℎ 𝐈 ) − 𝐽𝜌𝑡𝜙𝑆 𝐿𝑗 = 0 (56)
6
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𝐿

a

a

f
w

w

Substituting an expression for the reduced heat flux, 𝐈′𝑞 = −
𝐿𝑞𝑙 𝜌

𝑙
𝑙

𝑝𝑙
∇𝑝𝑙 −

𝐿𝑞𝑣𝜌𝑣𝑣
𝑝𝑣

∇𝑝𝑣 − 𝜆∇𝑇 , and using 𝐈𝑙 = 𝐮𝑙𝜌𝑡𝑙 , 𝐈𝑣 = 𝐮𝑣𝜌𝑡𝑣, the balance
equation for heat transport becomes

(𝑆𝑙𝜐𝜌𝑡𝑙𝐶𝑙𝑇 + 𝑆𝑣𝜐𝜌𝑡𝑣𝐶𝑣𝑇 + (1 − 𝜐)𝜌𝑡𝑠𝐶𝑠𝑇 )̇

+𝐽∇ ⋅

(

−
𝐿𝑞𝑙 𝜌

𝑡
𝑙

𝑝𝑙
∇𝑝𝑙 − −

𝐿𝑞𝑣𝜌𝑡𝑣
𝑝𝑣

∇𝑝𝑣 − 𝜆∇𝑇

)

+𝐽∇ ⋅
(

𝜌𝑡𝑙𝐮𝑙𝐶𝑙𝑇 + 𝜌𝑡𝑣𝐮𝑣𝐶𝑣𝑇
)

− 𝜌𝑡𝑙𝑆𝑙𝜐𝑗𝑙𝑣𝐿 = 0

(57)

is the latent heat of vaporisation of liquid water, while 𝐿𝑞𝛼 are the pressure diffusion coefficients for thermal effects, for 𝛼 = 𝑙, 𝑣.
For this model, we ignore thermal coupling due to pressure, so the final equation used is

(𝑆𝑙𝜐𝜌𝑡𝑙𝐶𝑙𝑇 + 𝑆𝑣𝜐𝜌𝑡𝑣𝐶𝑣𝑇 + (1 − 𝜐)𝜌𝑡𝑠𝐶𝑠𝑇 )̇
+∇ ⋅ (−𝜆∇𝑇 ) + ∇ ⋅

(

𝜌𝑡𝑙𝐮𝑙𝐶𝑙𝑇 + 𝜌𝑡𝑣𝐮𝑣𝐶𝑣𝑇
)

− 𝜌𝑡𝑙𝑆𝑙𝜐𝑗𝑙𝑣𝐿 = 0
(58)

Eqs. (46), (47), (51), (52), and (58) provide a closed system of five coupled equations to solve five variables, 𝐝, 𝜐, 𝑝𝑙 , 𝑝𝑣, and 𝑇
and are used as the basis of the numerical model.

2.5. Key parameters

The quantity 𝜁 is Biot’s coefficient and is related to the bulk moduli 𝐾 and 𝐾𝑠. Here, we assume that a poroelastic relationship
holds and that 𝐾𝑠, the bulk modulus of the solid matrix, is very large. Hence,

𝜁 = 1 − 𝐾
𝐾𝑠

≈ 1 (59)

and the value 𝜁 = 1 will be used in the numerical simulations.
The void compressibility can be written using 𝜁 as

𝑄 = 1
𝐾𝑠

(𝜁 − 𝜐) +
𝜐𝑆𝑙
𝐾𝑙

+
𝜐𝑆𝑣
𝐾𝑣

(60)

𝐵𝑞 , the coefficient for thermal-induced porosity changes, can be defined as

𝐵𝑞 =
𝜐 − 𝜁
𝜔𝑇𝐾

(61)

for thermal expansion coefficient 𝜔𝑇 .
The saturation of liquid water was defined using the van Genuchten model (van Genuchten, 1980),

𝑆𝑙 =

(

( 𝑝𝑐
𝑀

)
1

1−𝑚 + 1

)−𝑚

(62)

nd the saturation of water vapour is defined as 𝑆𝑣 = 1 − 𝑆𝑙.
The relative permeability of liquid water and water vapour can also be defined using the van Genuchten parameters, 𝑚,𝑀 ,

𝑘𝑟𝑙 =
√

𝑆𝑙

(

1 −
(

1 − 𝑆
1
𝑚
𝑙

)𝑚)2

(63)

nd 𝑘𝑟𝑣 = 1 − 𝑘𝑟𝑙.
The phase change 𝑗𝑙𝑣 takes the non-equilibrium assumption where

𝑗𝑙𝑣 ∝ (𝜌𝑣 − 𝜌𝑣𝑒), (64)

or 𝜌𝑣𝑒, the equilibrium water vapour density (Massman, 2015). This is defined using the Ostwald–Freundlich equation to model
ater activity,

𝜌𝑣𝑒 = 𝜌𝑡𝑣𝑒
−𝑀𝑤𝑝𝑐
𝑅𝜌𝑡𝑙𝑇 (65)

with the molar mass of water vapour 𝑀𝑤 = 0.018 g/mol and universal gas constant 𝑅 = 8.3145 J/mol, following Massman (2015).
For simplicity, the proportionality coefficient (𝑚𝑒) is assumed to be a constant, determined from experimental data. Therefore,

𝑗𝑙𝑣 = 𝑚𝑒(𝜌𝑡𝑣𝜐𝑆𝑣 − 𝜌𝑣𝑒) (66)

here 𝑚𝑒 is the phase change coefficient.
The latent heat of vaporisation is taken from Monteith and Unsworth (2013) and given by

6
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𝐿 = 2.501 × 10 − 2369.2(𝑇 + 273.15). (67)
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Table 1
Initial conditions in numerical simulation.

Displacement 0 m
Porosity 0.575
Liquid water pressure 0 Pa
Water vapour pressure 105 Pa
Temperature 293.15 K

2.6. Boundary conditions

The surface evaporation term is represented by

𝐽𝑒 = 𝑚𝑣(𝜌𝑣𝑒 − 𝜌𝑡𝑣(𝑅𝐻)𝑎) (68)

where 𝑚𝑣 is the vapour flux coefficient, 𝜌𝑣𝑒 is the equilibrium water vapour density, and (𝑅𝐻)𝑎 is the relative humidity of the
atmosphere. This follows the form suggested by Tamizdoust and Ghasemi-Fare (2022).

The thermal energy exchange across the top boundary is described by conductive heat flux as well the latent heat of evaporation,
as done by Tamizdoust and Ghasemi-Fare (2022). In natural conditions or those where high temperatures are involved (Massman,
2015), infrared radiation, such as thermal solar energy, can also be important. However, within the controlled drying condition
modelled here, this term can be neglected. Therefore, the boundary condition representing the thermal energy exchange can be
written as

𝐺 = −𝑚ℎ(𝑇𝑠𝑢𝑟𝑓 − 𝑇𝑎) − 𝐿𝐽𝑒 (69)

where 𝐺 is the heat flux. On the right hand side, the first term is the conductive heat flux, where 𝑚ℎ is the convective heat transfer
coefficient, 𝑇𝑠𝑢𝑟𝑓 is the temperature at the surface of the soil, and 𝑇𝑎 is the temperature of the atmosphere. 𝑇𝑎 can vary in natural
conditions, for example, due to diurnal or seasonal changes, but for this model, it was assumed to be constant. The second term is
the latent heat of evaporation.

3. Numerical modelling

3.1. Numerical implementation

The governing equations (Eqs. (46), (47), (51), (52), and (58)) were solved using COMSOL Multiphysics v6.0. The numerical
implementation was set up to represent the drying of a square sample of kaolinite clay, representative of laboratory experiments.

A 2D square domain was used to represent a cross-section of the soil sample. The domain was discretised using a rectangular
mesh, with a boundary layer at the upper surface, with a total of 1656 elements after mesh sensitivity analysis. The grid convergence
index was calculated based on saturation after a fixed time and gave a discretisation error of 0.0007%. The kaolinite clay was initially
saturated and at room temperature. The initial values for each variable solved for were set as specified in Table 1. Thermal insulation
and no mass flux conditions are imposed along the sides and base of the domain. Displacements perpendicular to the sides and base
are also set at 0. No mass flux is imposed for the liquid water along the top boundary, while vapour flux and heat flux conditions
as described before represent the exchanges with the atmosphere. A free boundary condition is set for the displacement along the
top boundary. Fig. 1 summarises the initial conditions and boundary conditions.

A segregated solver was used to solve the five coupled equations in order to reduce the memory requirements. A relative tolerance
of 0.001 was used. An implicit Backward Differentiation Formula (BDF) solver was used for the timestepping. The temperature used
linear discretisation, while all other variables used quadratic discretisation.

3.2. Variable and parameter settings

Kaolinite is a well-packed mineral, with a 1:1 octahedral-tetrahedral layering structure, that gives it non-expanding proper-
ties (Miranda-Trevino & Coles, 2003). Many experiments have been conducted on both saturated and unsaturated kaolinite in order
to understand its thermal, hydraulic, and mechanical properties. The data from these experiments has been used to set the variables
and model settings for the results presented in this report, in accordance with the literature (Akin & Likos, 2020; Engineering
ToolBox, 2004; Mondol et al., 2008; Vollet et al., 1994).

The values used in the COMSOL simulation can be found in Table 2. Any value not included was taken from the built-in material
library in COMSOL for H20 (water) [gas] and H20 (water) [liquid] (Chase, 1998; Hammouda & Mihoubi, 2014; Mcbride et al., 1993;
Pankratz, 1982; Weast, 1998).

The values selected have been chosen to be representative of those presented in the literature, however, there exists variation
between kaolinite samples and the reported values. A sensitivity study has been conducted for key parameters, to determine the
8

impact of parameter variability, which is discussed in the following section.
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Fig. 1. Initial and boundary conditions used for computational modelling.

Table 2
Values used for numerical modelling.
𝐶𝑠, specific heat capacity of kaolinite 945 J/kg K
𝐶𝑣, specific heat of water vapour 1864 J/kg K
𝐸, Young’s modulus 1 MPa
𝐾𝑙 , bulk modulus of liquid water 2.18 GPa
𝐾𝑠, bulk modulus of kaolinite 44 GPa
𝐾𝑣, bulk modulus of water vapour 1 kPa
𝑚, van Genuchten parameter 0.6
𝑀 , van Genuchten parameter 5.632 × 105 Pa
𝑚𝑒, phase change coefficient 1 × 10−6 1/s
𝑚ℎ, convective heat transfer coefficient 10000 W/m2 K
𝑚𝑣, vapour flux coefficient 6 × 10−6 m∕s
(𝑅𝐻)𝑎, relative humidity of atmosphere 50%
𝛽𝑠, thermal expansion coefficient of solid 1.86 × 10−5

𝜁 , Biot’s coefficient 1
𝜅, intrinsic permeability 1 × 10−16

𝜆, thermal conductivity 1.1
𝜈, Poisson ratio 0.36
𝜌𝑠, density of kaolinite 2.86 g/cm3

4. Validation of SWCC

The SWCC used in the model was validated through comparison to experimental results measuring gravimetric water content
against the capillary pressure.

Soil samples were mixed with a water content 1.5LL = 97.5% and left for 48 h to homogenise. 5 ml samples, modelled using
a 1 cm by 1 cm 2D model, were transferred into a plastic container provided with the WP4C Dewpoint Potentiameter. The initial
mass of each slurry was recorded and they were left to air dry.

As the samples dried, they were routinely weighed and placed into the WP4C to determine the total suction. The WP4C was set
to precise mode, which continuously takes readings until 3 consecutive measurements are within a threshold. At the end of drying,
the samples were left for 24 h in a 100 ◦C oven to calculate the dry soil mass.

Once the samples finished the drying cycle, the weights were transformed to gravimetric water content through: 𝜃 = 𝑚𝑖∕𝑚𝑠,
where 𝑚𝑖 is the 𝑖th weight and 𝑚𝑠 is the mass of the soil. The experimental data from one sample was used to calibrate the model
parameters, while data from all the samples was used for validation. The results from the soil drying test have been plotted in Fig. 2.

The parameters in Table 2 were calibrated to be representative of the experimental results. The initial conditions in Table 1 were
representative of the experimental conditions.

The error between the numerical and experimental results was quantified using the root square mean error, the normalised root
square mean error, the relative average error, and the correlation coefficient. These are defined as follows:

𝑅𝑆𝑀𝐸 =

√

√

√

√

𝑛
∑ (𝑀𝑖 − 𝐸𝑖)2

𝑛
(70)
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Table 3
Calculated errors between numerical model and experimental results.

Error estimation Sample A Sample B All samples

RSME 0.0358 0.0285 0.0324
NRSME 0.0766 0.0604 0.0671
AVRE 1.0280 0.9643 0.9962
R 0.9814 0.9850 0.9827

Fig. 2. Volumetric water content against capillary pressure, plotted for COMSOL results and experimental data.

𝑁𝑅𝑆𝑀𝐸 = 𝑅𝑆𝑀𝐸
𝐸𝑚𝑎𝑥 − 𝐸𝑚𝑖𝑛

(71)

𝐴𝑉 𝑅𝐸 =
𝑛
∑

𝑖=1
|

𝑀𝑖
𝐸𝑖

|∕𝑛 (72)

𝑅 =
∑𝑛
𝑖=1(𝑀𝑖 − �̄�)(𝐸𝑖 − �̄�)

√

∑𝑛
𝑖=1(𝑀𝑖 − �̄�)2

∑𝑛
𝑖=1(𝐸𝑖 − �̄�)2

(73)

Here, 𝑀𝑖 represents the model values, 𝐸𝑖 represents the experimental data, �̄� and �̄� are the averages of the model and experimental
values respectively, and 𝐸𝑚𝑎𝑥, 𝐸𝑚𝑖𝑛 are the maximum and minimum values of the experimental data.

The results of the numerical model were compared with the experimental data and the calculated errors were found between
the numerical values and all experimental samples. A summary of the errors can be found in Table 3. A comparison of the water
content against capillary pressure for the numerical model and the experimental samples can be found in Fig. 2.

As described in Table 3, the numerical data shows good similarity to the experimental results. The RSME and NRSME of each
sample are both low. The AVRE is also fairly low, with the highest (Sample A), still demonstrating a fairly low relative average
error. The correlation coefficient is larger than 0.95 for all the samples, showing a high correlation between the numerical and
experimental results.

In Fig. 2, the full simulated curve and experimental values are plotted. As can be seen, there is a strong agreement between the
shape of the curve and the experimental trend. The greatest errors are at around 𝑝𝑐 = 106 Pa, about halfway through the drying
process. However, the trends shown are still very similar.

It can be concluded that the numerical and experimental values show strong agreement, therefore the model and chosen variables
are suitable for simulating soil drying and can provide accurate insights into the behaviour of the thermal, hydraulic, and mechanical
behaviour of soil during the drying process. Further results will demonstrate other trends that match those in the literature.

5. Sensitivity analysis of computational model

5.1. Methodology

The sensitivity of the model to variations in parameters was assessed using the ratio of parameter variation (ROV) (Cheviron &
Coquet, 2009). This method analyses variations in the parameters and results to determine the sensitivity to each parameter. The
ROV is calculated using

𝑅𝑂𝑉 (𝑡) =
[𝑐(𝑡) − 𝑐𝑟𝑒𝑓 (𝑡)]∕|𝑐𝑟𝑒𝑓 (𝑡)| (74)
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Table 4
Values used for sensitivity study.

Parameter −60% −30% – 30% 60%

𝜅 4 × 10−17 7 × 10−17 1 × 10−16 1.3 × 10−16 1.6 × 10−16

𝐸 [MPa] 0.4 0.7 1 1.3 1.6
𝑚𝑣 [m/s] 2.4 × 10−6 4.2 × 10−6 6 × 10−6 7.8 × 10−6 9.6 × 10−6

(𝑅𝐻)𝑎 0.2 0.35 0.5 0.65 0.8
𝑚𝑒 [1/s] 4 × 10−7 7 × 10−1 1 × 10−6 1.3 × 10−6 1.6 × 10−6

Table 5
Calculated ROV for each parameter for volumetric strain.

Parameter Variation (%) 𝑅𝑂𝑉𝑚𝑖𝑛 𝑅𝑂𝑉𝑚𝑎𝑥 𝑅𝑂𝑉𝑎𝑣𝑒
𝜅 −60 −2.52 −0.939 −2.45

−30 −1.44 −0.629 −1.40
30 0.395 0.772 0.755
60 0.336 0.627 0.613

E −60 −2.52 −2.50 −2.51
−30 −1.44 −1.43 −1.43
30 0.769 0.771 0.770
60 0.625 0.626 0.625

𝑚𝑣 −60 −1.00 −0.806 −0.949
−30 −0.994 −0.783 −0.906
30 0.621 0.981 0.751
60 0.477 0.980 0.573

(𝑅𝐻)𝑎 −60 −0.981 −0.478 −0.574
−30 −0.982 −0.623 −0.757
30 0.785 1.01 0.916
60 0.807 1.02 0.960

𝑚𝑒 −60 −1.22 −0.000238 −1.13
−30 −0.792 −0.000238 −0.586
30 0.0000700 0.574 0.255
60 0.0000950 0.523 0.199

Here, 𝑐𝑟𝑒𝑓 (𝑡) is the calculated value of the reference model at a specified time, 𝑐(𝑡) is the calculated value of the variation model at
a specified time, 𝑝𝑟𝑒𝑓 is the parameter value of the reference model, and 𝑝 is the parameter model of the variation model.

For each calculation for the sensitivity analysis, one parameter was selected to be varied while the others remained fixed. ROV
was used to analyse the sensitivity to that parameter. The maximum, minimum, and average values for the ROV were found for
each parameter to understand the sensitivity across the entire time of the simulation.

The parameters used for the sensitivity study are listed in Table 4. These are 𝜅, the intrinsic permeability; 𝐸, Young’s modulus
of kaolinite; 𝑚𝑣, the rate of vapour evaporation into the atmosphere; (𝑅𝐻)𝑎, the relative humidity of the atmosphere; and 𝑚𝑒, the
hase change coefficient. The variations are taken at 30% and 60% from the value used in the final simulations, with this range
eing based on previous studies for THM models (Selvadurai et al., 2019; Wang et al., 2022).

.2. Sensitivity analysis results

The sensitivity analysis was conducted comparing results for volumetric strain and liquid saturation, to evaluate the sensitivity
f the mechanical behaviour and hydraulic changes respectively.

.2.1. Mechanical behaviour
The volumetric strain against time plotted for variation of parameters can be found in Figs. 3, 4, 5, 6 and 7, and the corresponding

OV can be found in Table 5. In almost all cases, we see the same trend, with the volumetric strain becoming more negative and
radually tending towards some fixed value, however, this value depends on the parameter variation. The greatest differences in
esults lie towards the final time of the simulation, however, there remains notable differences at all times.

However, for variations in the phase change coefficient, we see much greater differences between the shape of volumetric strain
gainst time. For the smallest phase change coefficient, the strain changes only slightly with time, while with higher values, the
train drops much quicker. This demonstrates the importance of the selection of phase change coefficient.

The higher the absolute value of ROV, the more sensitive a parameter is to variation. For the tested values, volumetric strain is
ost sensitive to the material properties, permeability and Young’s modulus, with these demonstrating some of the highest ROVs.
owever, these parameters are only approximately doubly as sensitive as 𝑚𝑣, (𝑅𝐻)𝑎 and 𝑚𝑒, therefore selection of all variable is

mportant for understanding mechanical results.
In addition, small changes in parameter selection can result in different times to reach equilibrium. For example, in Fig. 3, the

mallest values of permeability reach equilibrium at around 60 h, while the largest value for permeability does not appear to reach
stationary value before 80 h. Therefore, choice of parameter can have a strong impact on the time it takes to reach final shrinkage
11
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Fig. 3. Volumetric strain against time for variation of intrinsic permeability.

Fig. 4. Volumetric strain against time for variation of Young’s modulus.

Fig. 5. Volumetric strain against time for variation of vapour flux coefficient.
12
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Fig. 6. Volumetric strain against time for variation of relative humidity of atmosphere.

Fig. 7. Volumetric strain against time for variation of phase change coefficient.

values. We suggest this may help calibrate results when exact measurements of parameters are not known or cannot easily be
measured, as it provides a feature that may be easier to compare. This can be especially important for variables such as the vapour
flux coefficient and phase change coefficient that cannot be measured directly.

Another key point is that the minimum and maximum ROV for the Young’s modulus are very similar, demonstrating a stable
sensitivity. This reflects the results seen in other studies, in which strain and displacement do not affect the sensitivity of the Young’s
modulus (Abdollahipour et al., 2019; Wang et al., 2022).

5.2.2. Hydraulic changes
The ROV for the value of saturation can be found in Table 6. Only plots for variations in 𝑚𝑣, (𝑅𝐻)𝑎 and 𝑚𝑒 have been included,

in Figs. 8–10, as these were the only ones that showed visible differences between each variation.
The hydraulic properties, 𝑚𝑣, (𝑅𝐻)𝑎 and 𝑚𝑒, are the most sensitive parameters when it comes to saturation levels. In particular,

they are on average two or three orders of magnitude more sensitive than 𝜅 and 𝐸. This highlights the importance in the selection
of hydraulic properties in contrast to mechanical properties when looking at results pertaining to the presence of water in the soil.

In particular, we notice that the largest effect of parameter variation lies towards the end of the drying curve. This is likely
due to the fact that the presence of water vapour in the soil is much higher than the water vapour in the atmosphere at the start,
no matter the choice of parameter. Towards the end of the drying period, these values approach equilibrium, therefore the exact
value of humidity and rate of vapour flux determine the amount of evaporation. Therefore, calibration of parameters is important
to capture end effects of soil drying, such as the total time for the soil to dry. This was carried out in this study, taking care to
calibrate parameters in order to match the total drying time to experimental results.
13
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Fig. 8. Liquid saturation against time for variation of vapour flux coefficient.

Fig. 9. Liquid saturation against time for variation of relative humidity of atmosphere.

Fig. 10. Liquid saturation against time for variation of phase change coefficient.
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Table 6
Calculated ROV for each parameter for saturation of liquid water.

Parameter Variation (%) 𝑅𝑂𝑉𝑚𝑖𝑛 𝑅𝑂𝑉𝑚𝑎𝑥 𝑅𝑂𝑉𝑎𝑣𝑒
𝜅 −60 −1.82 × 10−2 −1.89 × 10−8 −0.00963

−30 −9.90 × 10−3 −3.22 × 10−8 −0.00537
30 8.35 × 10−8 5.71 × 10−3 0.00262
60 1.16 × 10−7 1.89 × 10−3 0.000802

E −60 −5.58 × 10−3 −3.23 × 10−13 −0.00206
−30 −1.05 × 10−3 −1.85 × 10−13 −0.000389
30 9.75 × 10−14 5.65 × 10−4 0.000209
60 8.07 × 10−14 4.586 × 10−4 0.000169

𝑚𝑣 −60 −4.87 × 10−1 −1.13 × 10−8 −0.260
−30 −5.67 × 10−1 −1.13 × 10−8 −0.293
30 1.13 × 10−8 8.13 × 10−1 0.388
60 1.13 × 10−8 1.09 0.484

(𝑅𝐻)𝑎 −60 −1.10 −1.13 × 10−8 −0.487
−30 −8.17 × 10−1 −1.13 × 10−8 −0.389
30 1.14 × 10−8 5.69 × 10−1 0.294
60 1.14 × 10−8 4.89 × 10−1 0.261

𝑚𝑒 −60 −2.64 −4.57 × 10−7 −1.18
−30 −2.08 −4.57 × 10−7 −1.03
30 4.57 × 10−7 1.11 0.659
60 4.57 × 10−7 8.94 × 10−1 0.561

Fig. 11. Saturation of liquid water and saturation of water vapour against time for an average point.

6. Discussion and comparison of results

Select results showing the evolution of the soil and the water inside it are presented below. These demonstrate the results that
can be obtained from the proposed mixture coupling theory model and highlight areas of importance.

All results shown follow the numerical implementation described in Section 3. Initial conditions and variables are set as described
in Tables 1 and 2.

6.1. Evolution of properties associated with liquid water and water vapour

Fig. 11 shows the development of the soil saturation of liquid water and water vapour. The initial state starts with soil fully
saturated with liquid water. As time passes, the liquid water evaporates into water vapour, causing 𝑆𝑙 to decrease as 𝑆𝑣 increases.
This change is fairly linear, representing somewhat constant evaporation throughout the time modelled. However, the rate of change
decreases slightly towards the end. We expect this to occur as the soil reaches its equilibrium dry state.

Fig. 12 shows the evolution of pressure for liquid water, water vapour, and capillary pressure. As expected during soil drying, the
capillary pressure increases, while liquid water pressure decreases, representing the reduction of water of liquid form. Comparing
Fig. 11 and Fig. 12, we see a similar trend in capillary pressure and saturation, as these are linked by the van Genuchten equation.
However, the liquid water and water vapour pressures show different trends, with peaks at different points. This is due to differing
rates of phase change and water vapour flux
15
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Fig. 12. Liquid water pressure, water vapour pressure, and capillary pressure against time for an average point.

Fig. 13. Drying rate or liquid water mass change against time for an average point.

Fig. 13 shows the rate of liquid water mass change, or rate of drying. A sharp increase in drying at the start is followed by
a smooth steady reduction, demonstrating that drying is focused towards the start of the process. This is representative of the
experimental results given by Tamizdoust and Ghasemi-Fare (2022). The time of peak water vapour pressure in Fig. 12 falls just
before the peak in drying rate: after this point, the soil experiences a much greater loss of water vapour through flux across the
upper boundary.

6.2. Changes in soil structure

Fig. 14 shows the displacement of the surface of the soil over time. As expected, the soil demonstrates consolidation over time,
as the water evaporates, causing the soil surface to shrink. The shrinkage tends towards a maxima, at which point the soil will not
be able to shrink any further without additional forces acting up on it.

Fig. 15 shows the porosity change over time. Overall, we see the porosity decreases from 0.575 to 0.5745. Most of the porosity
change occurs in the first ten hours of the drying process. This matches what was modelled by Tamizdoust and Ghasemi-Fare (2022)
and found experimentally by Prime et al. (2016).

6.3. Coupling effects

Eq. (47) indicates there are three terms that affect soil porosity. To display the effect of each term, Fig. 16 demonstrates the total
porosity change as well as the changes induced by each term: solid deformation, 𝜁 �̇� ; fluid pressure 𝑄 ̇̄𝑝 and temperature 𝐵 �̇� . The
16
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Fig. 14. Shrinkage of top surface of soil against time.

Fig. 15. Evolution of porosity against time for an average point.

Fig. 16. Evolution of soil porosity at the central point in sample.
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Fig. 17. Evolution of source term for temperature change.

Fig. 18. Vertical displacement against depth for times𝑡 = 0, 20, 60, 80 h.

pressure induced change is the only positive term featured, demonstrating a constant effect of pressure against pore walls, resulting
in porosity increase. Abdullah et al. (2023) suggest the pressure is highly influenced by soil properties, with higher Young’s modulus
resulting in smaller porosity changes, therefore we may expect the pressure impact on kaolinite to be greater than on stone or harder
soils.

Both solid deformation and temperature induce porosity decrease, with temperature having the most substantial impact. As these
results represent laboratory experiments, the temperature is relative unchanged throughout the drying period. However, its impact
on porosity change would be more pronounced if, for example, the soil is exposed to a diurnal cycle which would result in greater
variation in temperature.

To explore the impact of coupled effects on temperature change, Fig. 17 shows the total heat source broken down into heat used
in evaporation and heat contained within the soil and water phases. These have opposing effects on the overall heat source, with
specific heat slightly dominating, especially towards the start of the drying process.

The coupling effect of porosity change has been explored in Figs. 18 and 19, where the vertical displacement and temperature
have been plotted with and without the effect of porosity change. In both cases, porosity change does not have a significant impact.
However, in cases such as those with external loading as studied by Wang et al. (2022), the porosity would have a much greater
effect.

The temperature at the base of the soil is lower than at the surface during the drying process, although this difference reduces
over time. This can be seen due to phase change in the lower part causing heat loss, while the upper part rises in temperature as
the water vapour rises into this space. Clearly, phase change is vital for the flux of temperature of soil.
18
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Fig. 19. Temperature against depth for times𝑡 = 0, 20, 60, 80 h.

7. Conclusions

In this paper, a new THM model incorporated multiphase flow and phase change based on mixture coupling theory has been
presented to model soil drying. The model captures phase change from liquid water to water vapour, evaporation from the soil
surface, as well as mechanical, temperature, and porosity changes in soil. The proposed model was numerically solved by COMSOL.
A sensitivity analysis was conducted, highlighting the need for further experiments to identify key parameters, but key experimental
trends are demonstrated to be matched by the numerical model. Then the results of multiphase flow, phase change and soil structure
change were discussed using a numerical case. The model proposed shows promise for greater understanding of the underlying fully
coupled behaviour during soil drying.
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