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Abstract

The field of neural style transfer (NST) has witnessed remarkable progress in the past few years, with approaches being able

to synthesize artistic and photorealistic images and videos of exceptional quality. To evaluate such results, a diverse landscape

of evaluation methods and metrics is used, including authors’ opinions based on side-by-side comparisons, human evaluation

studies that quantify the subjective judgements of participants, and a multitude of quantitative computational metrics which

objectively assess the different aspects of an algorithm’s performance. However, there is no consensus regarding the most suit-

able and effective evaluation procedure that can guarantee the reliability of the results. In this review, we provide an in-depth

analysis of existing evaluation techniques, identify the inconsistencies and limitations of current evaluation methods, and give

recommendations for standardized evaluation practices. We believe that the development of a robust evaluation framework will

not only enable more meaningful and fairer comparisons among NST methods but will also enhance the comprehension and

interpretation of research findings in the field.

Keywords: image and video processing, rendering; non-photorealistic rendering

CCS Concepts: • Computing methodologies → Image processing; Non-photorealistic rendering

1. Introduction

Neural style transfer (NST) refers to the class of methods that at-
tempt to synthesize artistically stylized visual media. For images,
where it is most predominantly applied, NST is the process of trans-
ferring the style of an artistic image onto an ordinary photograph,
a process pioneered in the seminal work of Gatys et al. [GEB15].
Successive visual synthesis models have demonstrated remarkable
improvements, and their capability to generate impressive outputs
have attracted the attention of both academia and industry. Besides
the significant advancements to the quality of the generated results,
style transfer has also been extended to work for a range of media:
images, videos, 3D meshes, point clouds and radiance fields.

To assess the quality of the results of style transfer methods, there
exists an array of diverse evaluation techniques. Visual side-by-side
comparisons are used to evaluate results qualitatively; user surveys
are employed to quantitatively gauge the performance of the pro-
posed models from collected subjective responses; and computa-
tional metrics attempt to quantify content retainment, style resem-
blance and overall efficiency. Despite the availability of a plethora
of evaluation methodologies, the evaluation process differs amongst
the NST algorithms. Depending on the medium, but also on the par-

ticular advancement or contribution a method aims to achieve, each
style transfer approach resorts to different evaluation procedures.
As a result, there are no established benchmarks or evaluation pro-
tocols.

The challenge in establishing a universally accepted evaluation
protocol is, in part, rooted in the definition of NST. Artistic NST
algorithms seek to generate outputs that resemble the reference art-
work while retaining the content of the image that is stylized – by
definition, the most significant aspects of the evaluation of NST
results are content preservation and style performance. However,
there is no agreement as to where the line between content fidelity
(CF) and stylization intensity should be optimally drawn. This ob-
servation magnifies the difficulty of the task, which arguably en-
capsulates a degree of subjectivity. The subjectivity involved in the
assessment of the outputs of NST methods, the particular intentions
and goals of each approach and the perspective from which each
method attempts to tackle the problem of stylization, render evalu-
ation a complicated and demanding activity.

The existing evaluation approaches in NST research are typically
classified into two categories: qualitative and quantitative [JYF*19].
Qualitative evaluation relies upon the subjective judgements of the
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Figure 1: Evaluation in NST: qualitative evaluation and quantita-

tive evaluation. To align with current literature, we use three main

categories for evaluation, highlighted in blue. NST, neural style

transfer.

corresponding authors. Quantitative evaluation includes numer-
ous computational metrics to derive exact numerical estimations
of particular aspects of the performance of the evaluated ap-
proach, as well as quantitative data from user studies that can be
statistically interpreted.

In current literature, however, user survey results are often ex-
cluded from the qualitative or quantitative evaluation sections of the
studies. The majority of the approaches provide the human eval-
uation studies’ details and results in distinct sections, with minor
exceptions [LYH21, SKLO18]. Notwithstanding, the user studies
conducted in NST only gather quantitative data: the participants are
either asked to choose their favourite stylization or rank a set of im-
ages, without any textual feedback or qualitative observations being
collected. Consequently, it is justifiable to classify the data collected
from the NST user studies as quantitative. While collecting quali-
tative data from user surveys could be a useful and insightful prac-
tice, in their current state, user surveys are solely utilized for the
collection and analysis of quantitative data. The results of a user
study can be depicted numerically and can allow for quantitative
assessments; yet, other vital concerns arise, such as the necessity to
estimate and explicitly indicate the statistical significance of those
results. Reproducibility and repeatability are also crucial factors
that should be taken into account to ensure the reliability of the re-
ported results, similar to the results calculated using computational
metrics.

An overview of the evaluation landscape in NST is given in
Figure 1. Human evaluation studies and computational metrics
are included in the quantitative evaluation category. However, to
be consistent with current literature, we structure our review into
three evaluation areas (highlighted in blue): qualitative evalua-

tion, human evaluation studies and quantitative evaluation met-

rics (Figure 3 gives an in-depth illustration of these areas). All ap-
proaches provide a qualitative evaluation to some extent – visual
side-by-side results are presented accompanied by subjective as-
sessments of the authors. Whilst user studies are quite common-
place, not every method agrees on the structure of the user study
that is conducted. Also, virtually all the methods quantitatively
gauge the performance of their system selectively, drawing from

a pool of different computational metrics. This results in a va-
riety of different metrics being present in each of the methods’
evaluation sections, with no shared list of metrics being agreed
upon.

Arguably, evaluation is an essential aspect of NST research and
one that is catalytic to the success and progress of the field, as
it can provide a solid understanding of the proposed approaches
and a bedrock for novel research. This work aims to provide a
comprehensive review of the current evaluation methods and iden-
tify the commonalities and differences between the state-of-the-
art approaches. An extensive, in-depth survey of the evaluation
techniques in NST would provide useful insights and potential
solutions for the establishment of robust and reliable evaluation
methodologies.

Previous review papers [JYF*19, SJJ*21] have analyzed the tech-
niques and applicability of NST, but have not focused on evaluation
methodologies. To our knowledge, this is the first work that directly
considers the problem of evaluation in NST, reviewing all the ap-
proaches to evaluation and their limitations. As part of the review,
we aim to highlight the most important evaluation techniques and
propose suggestions for the design of a standardized evaluation pro-
cedure.

The rest of the paper is organized as follows. Section 2 provides
an overview of the NST literature, distinguishing the different ap-
proaches by the visual medium they are applied to. Section 3 ex-
amines the evaluation techniques and metrics. Section 4 presents
a review of the evaluation data and the qualitative and quantitative
evaluation approaches in the current literature. It also provides an
analysis of those methods, complemented with an array of recom-
mendations.

2. Neural Style Transfer Methods

Jing et al. [JYF*19] categorize NST algorithms into Image-
Optimization-Based Online Neural methods (which optimize a
generative model online) and Model-Optimization-Based Offline
Neural methods (which optimize a generative model offline, then
produce a stylization with a single forward pass). The lower
tiers in their hierarchical taxonomy split the methods into Non-
Photorealistic and Photorealistic branches with the ending nodes
further classifying the methods into Image and Video. For this pa-
per, we follow a similar taxonomy by distinguishing the reviewed
NSTmethods by the medium they are applied to images and videos.

We specifically concentrate on models that, once trained, are ca-
pable of synthesizing a stylized output given an input content im-
age/video (and potentially a reference style image depending on
the network’s capability to reproduce multiple or arbitrary styles).
We do not include text-to-image techniques, such as those utilizing
CLIP [RKH*21]. Our review of evaluation techniques is based on
the analysis of a single output. Consequently, we do not assess dif-
ferent aspects of stylization, such as interpolation between various
styles. Moreover, although NST is also applied to 3D data, here we
mainly focus on the evaluation techniques used by NST methods
applied to images (Tables 1–6) and/or videos (Table 7).

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Table 1: Online image optimization methods.

Mode Evaluation

Year Method artistic Photorealistic qualitative User study Quantitative metrics

2016 Gatys et al. [GEB15] � �

2017 Gatys et al. [GEB*17] �

2017 Li et al. [LWLH17] �

2017 Risser et al. [RWB17] � � Speed
2017 Li et al. [LXNC17] � � Content loss and style loss
2017 Li and Wand [LW16a] � � � I
2017 Luan et al. [LPSB17] � � �

2017 Mechrez et al. [MSZM17] � � � Speed
2019 Penhöuet and Sanzenbacher [PS19] �

‘I’under user study denotes ‘Informal’.

Table 2: Per-style-per-model offline model optimization methods.

Dataset Evaluation

Year Method MS COCO ImageNet qualitative User Study Quantitative metrics

2016 Johnson et al. [JAFF16] � � Content loss and style loss, Speed
2016 Li and Wand [LW16b] � � Speed, memory
2016 Ulyanov et al. [ULVL16] � � Speed, memory
2017 Ulyanov et al. [UVL17a] � � �

2017 Liu et al. [LCLR17] � � Depth/edge/saliency map
2019 Cheng et al. [CLW*19] � � � Speed, memory, SSIM, depth map, edge map
2022 Ioannou and Maddock [IM22] � � � Depth map, saliency map, SSIM, hist, aHash, dHash

All methods are suitable for artistic style transfer.

Table 3: Per-artist-per-model offline model optimization methods.

Evaluation

Year Method Dataset qualitative User Study User study w/experts Quantitative metrics

2018 Sanakoyeu et al. [SKLO18] Places365 and
Wikiart

� � Deception Rate, Speed, Memory
2019 Kotovenko et al. [KSLO19] � � � Deception Rate, Style Divergence (DKL)

The methods are suitable for transferring a particular style, or the style of a specific art genre/artist.

2.1. Images

2.1.1. Online image optimization neural methods

Gatys et al. [GEB15, GEB16] noticed that the powerful capa-
bilities of convolutional neural networks (CNNs) can be utilized
for more than just object classification (Table 1). Observing
that an input image can be transformed into feature maps that
increasingly care about the content rather than any detail about
the colour or texture as we go deeper into a CNN, they proposed
an image-optimization technique that faithfully replicates artistic
qualities of artworks on real photographs. Their technique falls
into the Image-Optimization-Based Online neural methods and
attempts to minimize an objective function that encompasses
definitions of content and style loss. The content loss is defined
by the squared Euclidean distance between the feature represen-
tations F l (l = conv4_2) of the content image (Ic) and the target

image (It ):

Lcontent =
1

2

∑

l

(

F l (It )− F l (Ic)
)2

(1)

To represent the style of the input style image, a feature space is
designed to capture the texture and colour information. This space
looks at spatial correlations within a layer of a network. Features
are extracted from multiple layers (conv1_1, conv2_1, conv3_1,
conv4_1, conv5_1) and the feature correlations are given by the
Gram matrix which contains non-localized information about the
image. The resulting style loss is defined by the squared Euclidean
distance between the Gram-based style representations of the style
image Is and target image It :

Lstyle = γ
∑

l

wl

(

G(F l (It ))− G(F l (Is))
)2

(2)

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Table 4: Multiple-style-per-model offline model optimization methods.

Dataset Evaluation

Year Method content No. styles qualitative User study Quantitative metrics

2017 Dumoulin et al. [DSK17] ImageNet 32
2017 Chen et al. [CYL*17] MS COCO 50 �

2017 Li et al. [LFY*17a] DTD 1000 �

2018 Zhang and Dana [ZD18] MS COCO 1000 � Speed, Memory

The methods are suitable for artistic style transfer.

where γ is a constant that accounts for the number of values in each
layer andwl are weighting factors for the contribution of each layer.

To generate the target image that renders the input content image
artistically stylized based on the style of the input style image, the
system then tries to minimise the loss function:

Ltotal = αLcontent + βLstyle (3)

where α and β are used to control the weight of the content and
style components in the stylized result, with β often being much
larger. These values stay fixed over the stylization process. An ex-
tension of this algorithm was the introduction of style factorization
that allows stylizing different regions of the image with different
styles [GEB*17]. Other image-optimization-based online methods
include the systems proposed by Risser et al. [RWB17] and Li et al.
[LXNC17], whereas the work of Li et al. [LW16a] attempts tomodel
the style in a non-parametric way utilizing a patch-based Markov
random field prior in their style loss.

As these algorithms were implemented in the early period of NST
research, no particular emphasis was given to evaluation. After the
work of Gatys et al. [GEB15, GEB16], researchers started to provide
qualitative evaluations in the form of visual side-by-side compar-
isons [RWB17, LXNC17, LW16a]. Risser et al. [RWB17] included
speed comparisons, Li et al. [LXNC17] discussed content loss and
style loss as a way of measuring stylization performance, and Li and
Wand [LW16a] provided some insights from an informal user study.

2.1.2. Offline model optimization neural methods

Whilst online image optimization NST techniques produce visually
appealing results, they are inefficient in terms of speed and computa-
tional cost. Model-optimization-based offline neural methods were
introduced to mitigate the slow optimization process. These tech-
niques attempt to optimize a generative model offline and produce a
stylized image faster, with a single forward pass through the trained
model. Formally, these models learn a style transfer function Φw

which can be expressed by a feed-forward network with parameters
w, and is optimized over a set of content images Ic for one or more
style images Is:

w∗ = argmin
w

Ltotal (Ic, Is, Φw∗ (Ic)) (4)

As described by Jing et al. [JYF*19], depending on the number of
styles that the feed-forward network can reproduce, the Model Op-

timization methods can be distinguished into per-style-per-model
(PSPM) methods, multiple-style-per-model (MSPM) methods, and
arbitrary-style-per-model (ASPM). In this section, we introduce an-
other category, Per-Artist-Per-Model, in order to accommodate the
methods that attempt to capture a particular artistic style or genre
instead of emulating one particular input reference style image.

Per-style-per-model methods

Johnson et al. [JAFF16] was the first to address the inefficiency of
the method of Gatys et al. [GEB16] (Table 2). Although the op-
timization problem remains the same, their work utilizes percep-
tual loss functions to train their network. Consequently, they gen-
erate stylized images three orders of magnitude faster. Further im-
provements to the inference speed of the trained image transforma-
tion network were introduced by Ulyanov et al. [ULVL16]. Later,
they published an improvement to their algorithm [UVL17a] that
achieves visually better results. This was based on the idea of re-
placing the batch normalization layers in the generator with instance
normalization [UVL17b]. The work by Li and Wand [LW16b] ad-
dresses the speed issue by training a Markovian feed-forward net-
work that also reproduces one reference style.

More recently, researchers have considered how to preserve
the depth and structural information of the content images when
performing stylization. Models have been developed that attempt to
alleviate the undesired effects that occur when the input images in-
clude numerous objects at various depths. The system of Liu et al.
[LCLR17] is built on the work of Johnson et al. [JAFF16] but
introduces a depth reconstruction loss during training. Similarly,
Cheng et al. [CLW*19] rely on depth maps and image edges to
generate results of higher quality and retained structure. Other work
combines the suggested depth loss [LCLR17] with an improved
depth prediction network and with instance normalization layers
for aesthetic and depth-preserving stylized images [IM22].

Per-artist-per-model methods

Since the seminal work of Gatys et al. [GEB16], researchers have
attempted to view and tackle the style transfer problem from
different perspectives (Table 3). Some approaches have tried to
redefine what style is and how it can be captured and reproduced,
while other methods address the aesthetics of the results. The
system proposed by Sanakoyeu et al. [SKLO18] avoids fixed style
representations and focuses on the details that are relevant to the

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Table 5: Arbitrary-style-per-model offline model optimization methods for artistic NST.

Dataset Evaluation

Year Method
MS
COCO Wikiart other Qualitative

User
study Quantitative metrics

2016 Chen and Schmidt [CS16] � � � Speed
2017 Huang and

Belongie [HB17]
� � � Content and style Loss, speed

Ghiasi et al. [GLK*17] ImageNet & PBN, TDT �

Li et al. [LFY*17b] � � � Style loss, speed
2018 Gu et al. [GCLY18] ImageNet � � Speed

Shen et al. [SYZ18] � � � Speed, memory
Xu et al. [XWF*18] Behance, DTD, CelebA,

UCSD birds, cars,
Oxford building

� �

2019 Li et al. [LLKY19] � � � � Speed
Park and Lee [PL19] � � � � Speed

2020 Hu et al. [HJL*20] � � � �

Svodoba et al. [SAOM20] � Places365 �

2021 Liu et al. [LLH*21] � � � � Speed
An et al. [AHS*21] � � Metfaces � � SSIM, content and style error,

content leak, speed
Liu et al. [LYH21] � PF-PASCAL � � Speed
Huo et al. [HJL*21] � � � � Speed
Liu and Zhu [LZ21] � � � � Depth map, Edge map,

saliency map, SSIM, hist,
aHash, dHash

Chen et al. [CWZ*21] � � � � Speed
2022 Deng et al. [DTD*22] � � � � SSIM, content and style error,

content leak, speed
Luo et al. [LHYZ22] � � � � Speed
Wang et al. [WZZ*22] � � � � CF, GE, LP, speed

2023 Ruta et al. [RGC*23] � � � � Chamfer, LPIPS, SFID, speed
2023 Huang et al. [HAW*23] � � FFHQ MetFaces

LandscapesHQ
� � LPIPS, style error FID,

ArtFID, speed
2023 Xu et al. [XLN23] � � � � LPIPS, style error speed
2023 Tang et al. [TLL*23] � � � � Content and style error, Lsim
2023 Hong et al. [HJL*23] � � � � Style eError, CF, LP, speed
2023 Zhu et al. [ZHW*23] � � � � Content and style error, LPIPS,

Speed
2023 Gu et al. [GFZ23] � � � � Content and style error, colour

loss, speed
2023 Ma et al. [MZLB23] � � � � Content and style error, LPIPS,

speed
2023 Li et al. [LLW*23] � � � � Content and style error, SSIM,

speed
2023 Zhang et al. [ZTD*23] � Places365 � � Content error, LPIPS

deception rate

style when measuring the similarity in content between the input
and the stylized image. This more generalized procedure is capable
of transferring not only the style of one particular painting but also
the distinctive style of Cezanne or Van Gogh. In a similar spirit,
Kotovenko et al. [KSLO19] propose a fixpoint triplet style loss
(to learn nuanced variations within a style) and a disentanglement
loss (to prohibit the influence of the content on the stylization), and
extract style from a group of examples of the same overall style
(but with subtle variations) in order to generate stylizations in the
style of Picasso or Kandinsky.

Multiple-style-per-model methods

An improvement to the style transfer algorithms was to create mod-
els capable of reproducing more than one style per trained network
(Table 4). Dumoulin et al.’s method [DSK17] reduces style images
into points in an embedding space and employs conditional instance
normalization, allowing the style transfer network to learn multi-
ple styles. Chen et al.’s [CYL*17] StyleBank decouples content and
style representations utilizing multiple convolution filter banks with
each filter bank representing one style, making the method capable

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Table 6: Arbitrary-style-per-model offline model optimization methods for photorealistic style transfer.

Evaluation

Year Method Dataset qualitative User Study Quantitative metrics

2018 Li et al. [LLL*18] MS COCO � � Speed
2019 Yu et al. [YUC*19] � � Style loss, SSIM, speed, memory
2020 An et al. [AXHL20] � � SSIM (edges, whole), speed
2023 Ke et al. [KLZ*23] � � SSIM, style similarity speed

Table 7: Video NST Methods.

Dataset Evaluation

Year Method
MS
COCO Wikiart Other qualitative

User
study Quantitative metrics

Online Frame-By-Frame Optimization

2016 Ruder et al. [RDB16] � Speed, warping error
Per-Style-Per-Model (Offline Model Optimization)

2017 Huang et al. [HWL*17] Videvo.net � � Speed, warping error
2018 Ruder et al. [RDB18] � Hollywood2 � � Speed, warping error
2018 Sanakoyeu et al. [SKLO18] � Places365 � Deception rate, speed, memory
2018 Gao et al. [GGZY18] FlyingThings3D, Monkaa � � Speed, warping error
2023 Ioannou and

Maddock [IM23]
� FlyingThings3D, Monkaa � Warping error, depth loss, LPIPS

Multiple-Style-Per-Model (Offline Model Optimization)

2020 Gao et al. [GLYY20] � Videvo.net � � Speed, warping error
Arbitrary-Style-Per-Model (Offline Model Optimization)

Artistic Style Transfer

2019 Li et al. [LLKY19] � � � � Speed, heatmaps
2020 Wang et al. [WYXL20] � � PBN � � Speed, warping error
2021 Liu et al. [LLH*21] � � � Speed, warping error
2021 Deng et al. [DTD*21] � � � � Content and style loss, temporal

mean & variance
2021 Liu and Zhu [LZ21] � � � Depth/edge/Saliency map, SSIM,

hist, aHash, dHash
2021 Chen et al. [CWZ*21] � � � LPIPS
2022 Lu and Wang [LW22] � � � Content and style error, D∗, speed,

heatmaps, LPIPSvid
2022 Wu et al. [WZDB22] � � � � Speed, warping error SFID, LPIPSvid
2023 Gu et al. [GFZ23] � MPI Sintel � � Speed, warping error LPIPSvid
2023 Zhang et al. [ZTD*23] � Places265 � Warping error
Photorealistic Style Transfer

2017 Xia et al. [XXL*21] DAVIS 2017 � � Speed, warping error, TCC

The table includes image NST methods from Table 5 that have also been trained to work for videos. Some of these approaches have conducted a User Study
but there are cases in which the study does not assess the performance of stylized videos, for example [LLH*21, SKLO18, CWZ*21].

of producing stylizations of more than one style or even new style
fusion effects. Other notable work that achieves multi-style trans-
fer includes Zhang and Dana [ZD18] and the technique of Li et al.
[LFY*17a] on texture synthesis.

Arbitrary-style-per-model methods

These NST methods attempt to create one model capable of trans-
ferring arbitrary styles (Tables 5 & 6). For example, the algo-
rithm of Chen and Schmidt [CS16] encompasses a procedure

(‘Style Swap’) in which the content image is replaced patch-
by-patch by the style image after a set of activation patches
is extracted both from content and style activations. Later, the
Adaptive Instance Normalization layer (AdaIN) [HB17] was
suggested:

AdaIN(F (Ic),F (Is)) = σ (F (Is))

(

F (Ic)− µ(F (Ic))

σ (F (Ic))

)

+ µ(F (Is))

(5)
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where F stands for the feature activations. This allows transfer-
ring the channel-wise mean and variance feature statistics between
the content and style feature activations, achieving arbitrary style
transfer. Their algorithm is also significantly faster than previous
approaches. Following this, a myriad of approaches have been
published that propose ASPM methods, improving upon perfor-
mance [GLK*17, LFY*17b, XWF*18, HJL*21, PL19, SAOM20,
AXHL20] or addressing a particular use case, for example aes-
thetics of the results [HJL*20, HJL*23] or geometric warping
[LYH21]. Approaches have also emerged that utilize meta net-
works [SYZ18] or more recently transformers and attention [PL19,
LLH*21, DTD*22, LHYZ22, ZHW*23]. Other more recent algo-
rithms propose the use of contrastive learning [ZTD*23], quantiza-
tion [HAW*23] and image restoration [MZLB23].

Arbitrary NST has also been exploited for the generation of
photorealistic stylizations [LLL*18, YUC*19, AXHL20, KLZ*23].
These works attempt to stylize an input content photo using a ref-
erence photo as a style image. The aim is to avoid distortions and
visual artifacts when transferring the photographic style to the in-
put content photo. Some of the methods included in Table 5 (e.g.
[HJL*21, HAW*23]) are also capable of performing photorealistic
style transfer.

2.2. Videos

The main challenge in stylizing a video sequence instead of just a
single still image is achieving temporal consistency. Temporal in-
coherence is observed visually as flickering between consecutive
frames. This results in inconsistent stylization of moving objects (or
idle objects but moving camera, or both moving) across subsequent
frames. Ruder et al. [RDB16] proposed the first video style transfer
algorithm that is based on the stylization algorithm by Gatys et al.
[GEB16]. The algorithm utilizes a temporal constraint which penal-
izes deviations along point trajectories in order to preserve a smooth
transition between adjacent frames. Optical flow is considered and
smoothed stylized videos are produced. The technique is based on
the idea of initializing the style optimization algorithm for frame
i+ 1 with the previous stylized frame warped:

x′ (i+1)
= ω

(i+1)
i

(

x(i)
)

(6)

where x(i) denotes the stylized frames to be generated, and ω
(i+1)
i

is the function that takes as input an image and warps it using the
optical flow field that was calculated between frames i and i+ 1
of the original video. A stronger consistency is achieved by addi-
tionally detecting disoccluded regions and motion boundaries. The
approach was later improved and extended to spherical images and
videos [RDB18], hence being applicable for Virtual Reality appli-
cations.

Subsequent studies attempt to improve the speed of computa-
tion [HWL*17, GGZY18], whilst others account for the styliza-
tion quality [SKLO18] or the depth-preserving capabilities of the
trained network [LZ21, IM23]. In addition, Gao et al. [GLYY20]
proposed a fast model that incorporates multiple styles. The more
recent approaches, though, are capable of arbitrary style transfer to
video sequences. Some of them are extensions to image styliza-
tion with additional temporal considerations [LLKY19, LLH*21,

LZ21, GFZ23] whilst others are explicitly focused on video styl-
ization [WYXL20, DTD*21, LW22, WZDB22]. A photorealistic
approach to video stylization has also been suggested [XXL*21].
Table 7 summarizes the video stylization approaches and the eval-
uation techniques each utilized. Although not included in Table 7,
it is worth mentioning that other studies have also emerged that try
to stylize different object classes with a different style [KVL19] or
support user controllability [JvST*19].

In addition to the evaluation techniques used in image style trans-
fer, maintaining temporal consistency and avoiding incongruities
and undesired effects is also important when evaluating video NST
algorithms. This is mainly measured with the help of optical flow
(Warping error), or by looking at the perceptual (LPIPS) or depth
temporal change consistency (TCC) differences between consecu-
tive frames. Qualitative evaluations and user studies are also used
for the evaluation of the temporal aspect of the stylized results.

2.3. Summary

The NST literature encompasses a diverse range of techniques ap-
plied to both images and videos. However, despite the success of the
field, a standardized benchmark evaluation procedure is yet to be
established. Tables 1–7 show some similarities in the evaluation ap-
proaches that have been used, but they also highlight the dissimilar-
ities and divergences in the evaluation procedures employed across
NST studies.

Figure 2 shows the frequency at which each metric is utilized by
NST studies. Clearly, non-expert user studies dominate. The next
section focuses on evaluation techniques. NST, neural style transfer.

3. Current Evaluation Techniques

Informed by Tables 1–7, this section examines the evaluation
methodologies utilized by the NST methods. Figure 3 depicts the
categorization used. Qualitative Evaluation involves subjective
judgements based on side-by-side visual comparisons provided
by the author(s) of the relevant paper, Human Evaluation Studies
collect data from expert and/or non-expert participants, and quan-
titative metrics can be divided into perceptual metrics, stylization
performance, video metrics and efficiency metrics, depending
on the aspect an automated metric aims to assess. evaluation
methodologies and respective datasets will be examined to shed
light on the inconsistencies and limitations in evaluation. Ablation
studies are also included. The final section presents and compares
the results of state-of-the-art NST approaches.

3.1. Datasets

As for all deep learning approaches, data used both in training and
evaluation of NST methods exerts a notable influence on the re-
sults. Although for some areas of NST research (Photorealistic Im-
age NST, Videos) there is a level of agreement regarding the data
utilized for evaluation, in general, there exists a lack of consensus
regarding the precise dataset to be used for all the different forms of
evaluation that are conducted. Here, we attempt to investigate what

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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Figure 2: The utilization of quantitative computational metrics and

user studies by the NST methods. The graph shows the number of

Image and Video NST methods that employed each of the quantita-

tive metrics to evaluate their results and the amount of methods that

conducted User Studies with Expert and Non-Expert participants.

The graph shows that each method employs only a small selection

of quantitative metrics for evaluative comparisons; some metrics

are utilized more than others. At the time of this survey, the recently

proposedArtScore [2024] metric has not been utilized by any of the
reviewed approaches. NST, neural style transfer.

data is utilized to evaluate and present the results of the current tech-
niques, distinguishing between Image and Video NST.

3.1.1. Image NST evaluation data

Gatys et al. [GEB16] mainly demonstrated their technique by per-
forming the stylization procedure on the photograph of Tuebingen
Neckarfront by Andreas Praefcke (2003). In their showcase of syn-
thesized results, multiple well-known artworks were employed as
style images, for example the shipwreck of the Minotaur by J.M.W.
Turner (1805), and The Starry Night by Vincent van Gogh (1889). A
similar selection of style images has been made by almost all NST
researchers since then but with no particular agreement regarding
the content images that are presented in the results.

Johnson et al. [JAFF16] stated that images from the MS
COCO [LMB*14] validation set were used for the evaluation. For
quantitative evaluation, they used 50 content images. Other PSPM
(Table 3) and MSPM (Table 4) approaches have mostly considered
images that were present in previous methods [ULVL16, LW16b,

Figure 3: Evaluation techniques utilized in the NST literature cat-

egorized into qualitative evaluation, human evaluation studies and

quantitative metrics. The blue highlighting reflects the standard cat-

egorization in the literature (Figure 1). NST, neural style transfer.

CYL*17, ZD18]. Similarly, most ASPM papers (Table 5) retrieve
images from MS COCO for content and artworks from Wikiart
[MK18] for style in their evaluation. Exceptions include the work of
Gu et al. [GCLY18] which, in addition to content-style pairs from
previous works, also used images from Ostragram [Ost], the work
of Li et al. [LFY*17b] which utilized 40 images from [KTH*14],
and the work of Xu et al. [XWF*18] which utilized the Behance test
set [WFJ*17].

It is noteworthy that for Photorealistic Image NST (Table 1), the
method of Luan et al. [LPSB17], which was the first one chrono-
logically, published an evaluation dataset composed of 60 content
images and 60 style images. Subsequent studies for Photorealistic
NST utilized this dataset in their evaluation [MSZM17] and partic-
ularly for the user studies [LLL*18, YUC*19, AXHL20].

Nevertheless, for Artistic NST (Tables 1–5), the images present
in both the qualitative and quantitative evaluations seem to be cho-
sen at random with no particular agreement between the methods.
Another point of disagreement is the number of stylized results (and
the amount of content and styles that are used to produce them) that
are utilized for all three evaluation types: qualitative, user studies
and quantitative. The same applies to the characteristics/attributes
of the content and style images used to derive the results demon-
strated in the evaluation, that is portrait photographs, landscapes and
lighting conditions.

An effort to establish a benchmark dataset was made by Mould
and Rosin [MR17]. They proposed a set of 20 images (used as con-
tent) that represent a range of possible subject matter and image
features. Their approach discusses a range of principles and image
characteristics for developing a suitable benchmark. More recently,
Ruta et al. [RGC*23] proposed a large-scale dataset, namely BBST-
4M, composed of content and style images retrieved from Flickr and
Behance.net, respectively. Utilizing a model capable of predicting
if an image is stylistic or not, they filter out images from the two

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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subsets, resulting in a final dataset of 2.2 million stylistic images
and 2 million content images.

3.1.2. Video NST evaluation data

The MPI Sintel [BWSB12] dataset is the most common source
of data (for content videos) used in the evaluations of Video NST
approaches (Table 7). As the dataset offers several video sequences
and ground truth optical flow information, it is suitable for gauging
the performance of the models in terms of temporal coherence
and smoothness. For style images, there is no common practice,
yet there is a presence of well-known artworks in the results. In
some cases, frames from real-world videos (Videvo.net [Vid19])
or computer games (GTA [RVRK16]) are also used [HWL*17,
LLKY19, GLYY20, IM23].

The work of Xia et al. [XXL*21] on Photorealistic Video NST
(Table 7) utilized the DAVIS 2017 [PTPC*17] validation dataset for
evaluation. In contrast to the abundance of methods available for
Photorealistic NST on still images, there is a scarcity of adequate
approaches within the domain of Photorealistic Video NST. Conse-
quently, it becomes challenging to agree on a standard dataset for
their evaluation purposes.

3.2. Qualitative evaluation

Qualitative evaluation in NST involves the visual inspection of the
synthesized results. Researchers attempt to examine the generated
images and derive judgements on their aesthetic quality and their
ability to transfer the style efficiently while maintaining the con-
tents.

Typically, qualitative evaluation is performed by demonstrating
the results of the suggested method side-by-side with the results
of similar or state-of-the-art approaches. The stylized images are
also presented with the content and style images that were used to
synthesize the results. Arguably the visual side-by-side comparison
provided by all the NST approaches is not free from subjectivity.
The authors attempt to elevate their results by comparing them to the
results of state-of-the-art methods, commenting on visible artifacts
of other methods and highlighting the effectiveness of their tech-
nique.

Image quality, perceptual quality and aesthetic appeal are some
of the aspects that a standard qualitative evaluation addresses. Al-
though the exact wording differs among the studies, a common prac-
tice has been the characterization of the results with comparative
terms such as ‘better’, ‘comparable’, ‘competitive’ and ‘slightly
behind’ when referring to the quality of the stylizations [JAFF16,
UVL17a, HB17]. Often, zoomed-in cut-outs from the stylized out-
puts are accompanied by comments that highlight the superiority
of the suggested method in preserving fine-grained details or in ap-
plying stylization more effectively in detailed structures compared
to the failure to do so of the methods in comparison [SKLO18,
HJL*20].

In other cases, the particular problem an approach attempts to
solve is pointed out through these visual side-by-side comparisons.
For example, structure-preserving [CLW*19, LZ21] and depth-

Figure 4: The variation in methods comparing against, number of

participants recruited and response format in user studies of artistic

image NST approaches. ‘N/A’ in the second graph denotes that a

study has not provided the relevant information. NST, neural style

transfer.

aware methods [LCLR17, IM22] use the illustrations to emphasize
the capabilities of the technique in retaining the 3D spatial lay-
out and local structures of the content images, as well as the dis-
tance relationships between the different objects in the scene and
the background-foreground contrast.

For Video NST, consecutive stylized frames are visually in-
spected. Qualitative evaluation is employed to visually identify in-
congruities and undesired artifacts and highlight how the proposed
approach facilitates temporal stability.

As stressed before, a significant point of disagreement lies in the
selection of the style and content images that are used to generate the
evaluation results. Every study showcases a diverse array of com-
parisons and due to the absence of a universally agreed-upon set
of content and style images, it is possible that each method selec-
tively employs specific content and style images that could poten-
tially grant an advantage to their respective system. Examples of the
most common content and style images used in qualitative evalua-
tions are included in the supplementary material. Despite their ex-
tensive utilization, a standardized and universally accepted dataset
has not been established. We argue that NST research and the com-
munity would benefit if studies used the same content and style im-
ages to derive their results for their qualitative comparisons. Such a
practice could result in fairer comparisons and important insights for
a better understanding of each method and its efficiency and quality.

3.3. Human evaluation studies

Due to the subjectivity in assessing stylizations, NST researchers
commonly use Human Evaluation Studies to assess the performance
of artistic/photorealistic image/video generation methods. As de-
picted in Tables 1–7, the majority of Image and Video NST ap-
proaches opt to conduct user studies to verify the effectiveness of the
proposed system and further compare it with baselines. Despite the
similarities in the way user studies are conducted, disparities arise
in their design and formulation and subsequently in the presentation
of the results. A review of the NST papers reveals an array of factors
that methods approach in varied ways, as summarized in Table 8.

To give an estimation of the variation in the settings of the user
studies conducted in NST, Figure 4 shows three graphs depicting the
state of the literature. The graphs demonstrate how many methods
(y-axis) choose to compare against different numbers of other state-
of-the-art methods (Graph 1), the varied number of participants re-
cruited by each NST study (Graph 2), and the different response
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Table 8: The different factors in human evaluation studies.

Factor Description

Number of
participants

The number of participants, the number of responses
collected per participant and/or the total votes.

Participants’
profiles

The age and sex of the participants, and whether the
users are experts.

Data The number of content and style images/videos used
to derive the results shown to the participants and
if samples are drawn from a larger evaluation set
of content-style pairs (and how many).

Presentation Whether the content and the style images are
revealed in each question and whether all the
stylizations of the methods in comparison are
shown in each question or only two of them (the
proposed method and one other selected
randomly).

Number of
methods

The number of other methods that the proposed
approach is compared against.

Number of
questions

The overall number of questions and the number of
questions asked to each participant.

Question
formulation

What the participants are actually asked to answer
and the exact factors they are asked to base their
selection on.

formats that are followed (Graph 3). Although these graphs cannot
be regarded as indicative of the whole NST literature (they only rep-
resent the artistic Image NST methods reviewed in this paper), they
provide a good approximation of the differences in the practices fol-
lowed when designing and implementing user studies to assess styl-
ized imagery.

3.3.1. Number of participants

The number of participants recruited in the reviewed papers
(Tables 1–6) varies from 10 to 220 people, even though on some
occasions the number of subjects involved is omitted and only
the number of votes is reported [AHS*21, AXHL20]. In addi-
tion, it is essential to distinguish between expert (e.g. Art Histori-
ans [SKLO18, KSLO19]) and non-expert participants. Sporadically,
the age and sex of participants are provided [CLW*19, DTD*22,
GFZ23].

3.3.2. Data generation/utilization

Different practices are followed for the images/videos that are uti-
lized in the user studies. Typically, results are generated for an
amount of content-style pairs, and for each method in comparison.
In some cases, the number of content-style pairs chosen is not too
large, and all the images are revealed to each participant. In other
cases, a sample is drawn at random from the synthesized images,
for example, 20 content-style pairs sampled from the total of 225
generated results (from 15 content to 15 style images) [LLH*21].
Another practice is to divide the repository of content-style pairs
with the generated results into groups (e.g. a total of 240 outputs –
from 12 content and 20 style images – divided into five groups, with
each group containing 100 pairs [HJL*20]) of which one is shown
to each participant.

3.3.3. Number of methods in comparison

Depending on the particular use case and applicability of the pro-
posed technique, or the specific problem it aims to solve, the number
ofmethods that it is compared against is also varied. For ImageNST,
it can be from 1 to 11 approaches that are considered as baselines.
The number of questions asked to each participant and the overall
questions asked is another important parameter.

3.3.4. Task presentation and question formulation

An essential part of the user study is the task presentation, and how
each question is shown to the participant. This element in the de-
sign of the user study is varied amongst the NST research mainly
by the following two factors: (a) Number of synthesized images
presented side-by-side, and (b) Content and style images display.
Multiple authors choose to compare the results of their approach
with only one baseline each time [WZZ*22, TLL*23, HJL*23], a
design also referred to as two-alternative forced choice (2AFC), or
A/B testing [KLSH09]. In most cases, though, participants are pre-
sented with three or more options simultaneously – one output from
each of the in-comparison methods. A few authors decided to reveal
each generation result individually, asking for a rating [LPSB17,
HJL*21]. Another important consideration in NST user surveys is
the decision to reveal to the user the content and style images that
were used to derive the results. Even for a small group sample
(20), it has been demonstrated that omitting the content and style
images significantly influences the responses of the participants
[IM22].

The presentation of the questions is closely related to the formu-
lation of the questions. The way the question is phrased and the
type of response expected are impactful to the results. In most of the
studies, the participants are asked to select their ‘favourite’ styliza-
tion (Figure 4, Graph 3). Examples of wordings used include ‘most
preferable’, ‘favourite’ and ‘the best’ [LFY*17b, XWF*18, PL19,
KKM19, AHS*21]. Occasionally, the participants are instructed to
take into account indicators such as content presentation, style qual-
ity and overall quality [LHYZ22, GFZ23, ZHW*23]. To reflect
the particular contribution of the technique and the problem that
is addressed, questions are formulated distinctively in some cases:
‘Choose an image that best and most realistically reflects the style’
[SKLO18], or “Identify the patch to be real artwork from a stylized
image” [KSLO19].

Measuring the ‘realism’ of fake paintings (stylizations) in com-
parison to human-created paintings has been in general a practice
used in user surveys. Studies ask participants if the shown image
is a real artwork or not, reporting the results as ‘Deception score’
[CWZ*21, WZZ*22]. A similar question (‘Select the real artwork
from a pair of a real artwork and a stylized image’) was used by
Huang et al. [HAW*23]. Zhang et al. [ZTD*23] designed a user
study in which participants were shown 10 artworks of which 2–4
were synthetically generated by the same method (one of the meth-
ods in comparison). The participants were asked to select the syn-
thetically generated images, with precision and recall reported for
each method.

Hu et al. [HJL*20] asked the participants to vote for three results
that are most similar to the style image in terms of colour, texture
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and overall feeling. Another practice is to use three or four ques-
tions per task whereby the user is asked to answer each question
individually, with each question considering a different aspect of the
stylization, such as content preservation/integrity, style quality/level
and overall quality. In rarer cases, user studies collect ratings for
the aforementioned aspects [HJL*21] or they ask the users to rank
the displayed images in order from ‘Best‘ to ‘Worst’ [JAFF16].

3.3.5. Photorealistic and video NST user studies

The user surveys in Photorealistic Image NST seem to follow a
more standardized procedure. Put forward by the work of Luan et al.
[LPSB17], who also provided the most predominantly used test
dataset, a study to evaluate the results of photorealistic approaches
is two-fold. Firstly, the authors attempt to evaluate the realism of the
results by asking the participants to rate a stylized image from ‘Def-
initely photorealistic’ to ‘Definitely not photorealistic’. Secondly,
the participants are asked to choose the output image that is more
similar to the presented style image. Although not identical, simi-
lar task presentation and question phrasing are followed by subse-
quent Photorealistic NST methods [MSZM17, LLL*18, YUC*19].
An et al. [AXHL20] opted for a simpler approach, as the participants
were only asked to choose the best image in terms of less artifact,
less distortion and more details.

The user studies in Video NST generally follow the same design
as in Image NST, with some obvious differences. First, instead of
images, the participants are shown content and stylized videos. Ad-
ditionally, the question formulation is revised to encompass a con-
sideration for temporal coherence. More precisely, in addition to
the resemblance to the style image [RDB18, GGZY18, GLYY20],
participants are asked to select the synthesized video that is the
most temporally stable [LLKY19, GGZY18, WYXL20, DTD*21,
WZDB22] and which avoids visual artifacts and flickering effects
[HWL*17, RDB18, GLYY20].

3.3.6. Other considerations

For both Image and Video NST, a multitude of factors regarding
the design and reporting of user studies exist that can potentially
influence the responses of the participants and the concluded out-
comes [BHH*23]. Infrequently, the authors undertake measures
to facilitate the attainment of more reliable results. For example,
Mechrez et al. [MSZM17], when testing for realism, validated the
responses of the participants by asking them to rate the original (re-
alistic) image; if an average rating was less than a threshold, they ex-
cluded the responses of the respective participants to filter out poor-
quality data. Similarly, Xu et al. [XWF*18] ruled out untrustworthy
results labelled too soon.

Bylinskii et al. [BHH*23] provide a detailed and thorough evalu-
ation of the current trends regarding the design and reporting of user
studies in computer graphics and vision, combined with robust rec-
ommendations on how to ameliorate inconsistencies and mislead-
ing results. Other factors that researchers might need to take into
account are:

• The means used to conduct the survey: Online questionnaire or
face-to-face in a controlled lab environment?

• The image quality and resolution of the presented images.
• The screen specifications or the quality of the screen each partic-
ipant has viewed to complete the survey.

• The exact placement of the images on the screen: Are all the im-
ages placed side-by-side, or are there images placed below or on
top of others? Where are the content and style images placed rel-
ative to the results?

Given the discrepancies in the design of user studies in NST, it
is important for future studies to establish a standardized human
evaluation approach. This would allow for more accurate and re-
liable comparisons between different NST methods and their per-
formance. Additionally, it would provide a clearer understanding of
the potential of NST in various applications. Further analysis and
recommendations regarding the user studies in NST are provided in
Section 4.

3.4. Quantitative evaluation metrics

Depending on the problem a method attempts to solve, only a small
selection of quantitative metrics are employed for evaluative com-
parisons (Figure 2). We classify the metrics into four distinct cate-
gories depending on the particular aspect of the stylization perfor-
mance they quantify:

• Perceptual metrics: Metrics that mostly focus on the content and
structure preservation performance.

• Stylization performance: Metrics that assess how well the styl-
ized image resembles the style image.

• Video: Metrics that gauge temporal coherence and video stability
performance.

• Efficiency: Metrics for benchmarking characteristics regarding
the system’s performance.

3.4.1. Perceptual metrics

To assess the content preservation performance of NSTmodels, var-
ious widely used perceptual metrics are utilized. Typically, the per-
ceptual metrics in computer vision research measure the similarity
between two images. In NST, these metrics are computed between
the original content images and the stylized results. Most of the met-
rics do not simply compare pixel values; instead, the majority of
those take into account higher-level features such as edges, textures
and colours.

One of the most frequently adopted metrics is the Structural Sim-
ilarity Index (SSIM) [WBSS04] defined as:

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(

µ2
x + µ2

y + c1
)(

σ 2
x + σ 2

y + c2
) (7)

where x and y are the two images being compared, µx and µy are
the pixel sample means of the two images, σ 2

x and σ 2
y are the vari-

ance of x and y respectively, σxy is the covariance of x and y and
c1, c2 are constants used to prevent the denominator from becom-
ing zero. SSIM is based on the degradation of structural information
and for its computation it takes into account luminance, contrast and
structure [WBSS04]. Although SSIM can provide valuable insights,

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.

 1
4
6
7
8
6
5
9
, 0

, D
o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n
lin

elib
rary

.w
iley

.co
m

/d
o
i/1

0
.1

1
1
1
/cg

f.1
5
1
6
5
 b

y
 T

est, W
iley

 O
n
lin

e L
ib

rary
 o

n
 [0

7
/0

8
/2

0
2
4
]. S

ee th
e T

erm
s an

d
 C

o
n
d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d
itio

n
s) o

n
 W

iley
 O

n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v
ern

ed
 b

y
 th

e ap
p
licab

le C
reativ

e C
o

m
m

o
n

s L
icen

se



12 of 26 E. Ioannou, S. Maddock / Evaluation in NST: A Review

it can be limited in modelling the human visual system, especially
when working with colour images [NAM20].

With the advent of deep learning, other perceptual metrics have
been proposed (such as LPIPS, Content Error and CF that are
considered to be more compatible with the human visual system
and capable of more effectively capturing the perceptual char-
acteristics of images. The Learned Perceptual Similarity metric
(LPIPS) works by extracting and comparing features from pre-
trained neural networks, shown to model low-level perceptual sim-
ilarity particularly well [ZIE*18]. As demonstrated by Zhang et al.
[ZIE*18], LPIPS outperforms SSIM when evaluated on their pro-
posed BAPPS dataset.

Another commonly used metric is Content Error [GEB16], which
computes the mean square error of feature activations between the
stylization and the content image, similar to the content loss function
employed during the training of most NST methods. Unlike LPIPS,
Content Error utilizes features from a pre-trained VGG in object
recognition without exposing it to distorted images. Zhang et al.
[ZIE*18] shows that training a network on distorted image patches
contributes to capturing perceptual behaviour better.

CF was suggested as an improvement to the Content Error by
Wang et al. [WZC*21]. CF can measure the faithfulness of the styl-
ized result (y) to the original content image (x) at multiple scales.
Unlike Content Error, which works in Euclidean space, CF utilizes
cosine similarity to measure the differences in deep feature activa-
tions ( fl):

CF (x, y) =
1

N

N
∑

l=1

fl (x) · fl (y)

‖ fl (x)‖ · ‖ fl (y)‖
(8)

where N is the number of different layers.

Contrary to the rest of the computational metrics that calculate an
exact numerical value, Content Leak is observed by only counting
the number of stylization rounds required to reach loss of content
information. Proposed by An et al. [AHS*21], Content Leak is used
to analyze the effectiveness of the NST systems in retaining content
information. To gauge the amount of Content Leak, a content-style
pair is used to perform a stylization. Then, using the stylized result
as the new content image, the style transfer process is performed
repeatedly multiple times. It is then easy to notice whether content
information is lost/retained in the resulting outputs.

Depending on the specific problem addressed by an NSTmethod,
the evaluation of perceptual similarity may diverge from common
metrics such as LPIPS and SSIM, with alternate metrics being em-
ployed. For example, approaches that are more focused on retaining
global structure and depth information [LCLR17, CLW*19, IM22]
use histogram and histogram-based methods that consider inten-
sity and tone information within the image. The histogram is a de-
piction of the distribution of pixel values in the image. It is use-
ful for detecting tonal and colour differences between the content
image and the stylized result. Similarly, the image hash algorithms
[Buc21] – average hash (aHash) and difference hash (dHash) – an-
alyze the image structure on luminance and are suitable for iden-
tifying similarities in the input images. These depth and structure-
aware approaches [LCLR17, CLW*19, IM22] also attempt to quan-
tify the depth and content preservation capabilities of their model

using depth, edge and saliency map comparisons. This information
is inferred using state-of-the-art approaches (e.g. depth prediction
[CFYD16, RLH*20]; edge detection [XT15, LCH*17]). Saliency
detection, which is considered an instance of image segmentation,
can also be computed with models such as the one by Jiang et al.
[JWY*13]. Comparisons between the derived depth/edge/saliency
map of the content image and the corresponding map of the styliza-
tion image are performed using standard similarity measures, such
as mean square error or SSIM.

3.4.2. Stylization performance

Assessing how well the stylized result resembles the reference style
images is a challenging task, and maybe a subjective one. Although
multiple metrics have been proposed for the evaluation of the styl-
ization performance of NST methods, no metric is currently used as
the gold standard. The stylization performance metrics compare the
outputs of the NST methods with the corresponding style images
that are used to generate them.

While a few approaches involve training models to assess how
well the style is reproduced in the synthesized result, most metrics
rely on features or other information (e.g. histogram) extracted from
the images in comparison. For example, Style Error [GEB16] (anal-
ogous to the Content Error used to measure content preservation)
uses features extracted from a pre-trained VGG and is defined iden-
tically to the style loss used in training – the mean square error of
Gram matrices between the feature activations of the style image
and the stylized result.

To improve upon the Style Error, Wang et al. [WZC*21] pro-
posed two effects to assess stylization performance in addition to
the CF CF defined in Section 3.4.1. The Global Effects (GE) met-
ric combines Global colours (GC) that measure colour histogram
differences (histc):

GC(y, s) =
1

3

3
∑

c=1

histc(y) · histc(s)

‖histc(y)‖ · ‖histc(s)‖
(9)

where y and s are the stylized result and style image respectively;
and Holistic Textures (HT) which is similar to the style error mea-
surement using Gram matrices Gl , but uses cosine similarity:

HT (y, s) =
1

N

N
∑

l=1

Gl (y) · Gl (s)

‖Gl (y)‖ · ‖Gl (s)‖
(10)

GE is then defined as:GE(y, s) = 1
2 (GC(y, s)+ HT (y, s)). A differ-

ent factor was also suggested that measures the quality of local style
patterns. The Local Patterns (LP) factor is defined as LP(y, s) =
1
2 (LP1(y, s)+ LP2(y, s)), with LP1 measuring differences of LP
counterparts directly:

LP1(y, s) =
1

Z

N
∑

l=1

ny
∑

i=1

φl
i (y) · φl

CM(i)(s)
∥

∥φl
i (y)

∥

∥ ·
∥

∥φl
CM(i)(s)

∥

∥

(11)

where φl
i (y) and φl

j(s) are used to denote the neural patches for

multi-scale features,CM(i) := argmax j=1,...,ns

φl
j
(y)·φl

j
(s)

‖φl
j
(y)‖·‖φl

j
(s)‖

, and LP2

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.

 1
4
6
7
8
6
5
9
, 0

, D
o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n
lin

elib
rary

.w
iley

.co
m

/d
o
i/1

0
.1

1
1
1
/cg

f.1
5
1
6
5
 b

y
 T

est, W
iley

 O
n
lin

e L
ib

rary
 o

n
 [0

7
/0

8
/2

0
2
4
]. S

ee th
e T

erm
s an

d
 C

o
n
d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d
itio

n
s) o

n
 W

iley
 O

n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v
ern

ed
 b

y
 th

e ap
p
licab

le C
reativ

e C
o

m
m

o
n

s L
icen

se



E. Ioannou, S. Maddock / Evaluation in NST: A Review 13 of 26

compares the diversity of the pattern categories:

LP2(y, s) =
1

N

N
∑

l=1

t lCM

t ls
(12)

where t lcm and t
l
s are the numbers of φ

l
CM(i)(s) and φl

j(s), respectively.

Other metrics that only rely on information from the stylized im-
age and the style image include the metrics employed by Ruta et al.
[RGC*23] and Gu et al. [GFZ23]. Ruta et al. [RGC*23] uses Cham-
fer distance to measure colour consistency. Here, similarly to CF
[WZC*21], which is based on colour histograms, Chamfer distance
is used tomeasure dissimilarities between the stylization and the ref-
erence style image in image colour space. Formally, Chamfer dis-
tance calculates the minimum distance between each point in one
set X (of pixels) and the nearest point in the other set Y (of pixels),
and sums up these distances:

CD(X,Y ) =
∑

x∈X

min
y∈Y

||x− y||22 +
∑

y∈Y

min
x∈X

||x− y||22 (13)

To assess colour differences, Gu et al. [GFZ23] employed the colour
loss proposed in [IKT*17]. This computes the Euclidean distance
between the (Gaussian) blurred versions of the style image (sb) and
the stylized result (yb):

Lcolour(s, y) = ‖sb − yb‖
2
2 (14)

More sophisticated approaches propose training models on paint-
ings to gauge stylization performance. Kotovenko et al. [KSLO19]
proposed a method for content and style disentanglement. As part of
their evaluation, they employed a statistical distance metric to mea-
sure how well their system is capable of covering the style distribu-
tion it attempts to reproduce. Using a trained network on painting
classification, they extract activations on real artworks to define the
true style distribution Parts , and activations from the stylizations de-
rived from the proposed style transfer model to approximate Pstylizeds .
The Kullback-Leibler Divergence, depicting how well the style dis-
tribution is represented, is then computed as:

DKL

(

P
stylized
s ,Parts

)

(15)

Style Transfer Deception rate, suggested by Sanakoyeu et al.
[SKLO18], is based on a similar idea. A VGG-16 network trained
to classify artists from the Wikiart dataset, is used to classify multi-
ple stylizations. The deception rate is then calculated as the fraction
of synthesized images classified to belong to the artist whose style
they attempted to replicate.

Similarly to the DKL metric proposed in [KSLO19], that is re-
lated to the idea of measuring the style performance in accordance
to how well the image distribution is captured, Fréchet Inception
Rate (FID) [HRU*17] measures the deviation between the distribu-
tion of deep features of generated images and that of real images.
FID is commonly used for the evaluation of GANmethods but it can
also be suitable for evaluating stylizations by adjusting it to work for
a single image and internal patch statistics (SIFID) [SDM19]. This
can thus be utilized to measure style consistency between the style
images and the stylized results [RGC*23].

More recently, an enhancement to the FID metric has been pro-
posed that attempts to evaluate both content preservation and style
matching [WO22]. The ArtFID metric uses the Inception network
trained on a large-scale art classification dataset and computes fea-
ture distribution differences between image features extracted from
the stylizations and image features extracted from the style images.
The distance between the two feature distributions is calculated us-
ing the Fréchet distance. ArtFID is thus formulated as:

ArtFID(Xg,Xc,Xs) =

(

1+
1

N

N
∑

i=1

d
(

X (i)
c ,X (i)

g

)

)

·
(

1+ FID(Xs,Xg)
)

(16)

where Xg, Xc and Xs are the stylized images, the content images
and the style images respectively, d(X (i)

c ,X (i)
g ) is measured using the

LPIPS metric to account for content preservation and FID is defined
as:

FID(Xs,Xg) = ‖µs − µg‖
2
2 + Tr

(

	s + 	g − 2(	s	g)
1
2

)

(17)

where (µs, 	s) and (µg, 	g) correspond to the mean and covariance
of the extracted Inception features of the style images Xs and styl-
ized images Xg respectively, and Tr refers to the trace linear algebra
operation. ArtFID is shown to be compatible with human judgement
[WO22].

Another metric that is also shown to strongly coincide with hu-
man judgement is ArtScore [CALL23]. This measures how well a
synthesized image resembles an authentic artwork. The framework
proposed by Chen et al. [CALL23] applies transfer learning using
StyleGAN models [KLA*20], employs interpolation image gener-
ation and trains a neural network (ArtScore) with ResNet-50 pre-
trained on ImageNet as the backbone and with an effective learn-to-
rank objective.

3.4.3. Video

Except for the perceptual and style performance metrics, methods
suitable for stylizing video sequences are required to quantify the
effectiveness of their system in achieving temporal stability. Asmost
of the approaches work in real-time – generating a fast stylization
for a single frame through a forward pass – the derived stylizations
are prone to flickering effects and undesired instabilities. The most
reliable way to quantify temporal consistency is the warping error
which calculates the difference between a warped next frame and a
ground truth next frame [LHW*18].

WarpingError =

√

√

√

√

1

T − 1

T
∑

t=1

||Ot −Wt (Ot−1)||2 (18)

where Ot and Ot−1 are the corresponding output stylized frames of
the current and previous input frames,Wt is the ground truth optical
flow and T is the number of time steps or the number of frames in a
sequence. Methods that do not evaluate videos with available optic
flow masks might compute those using state-of-the-art approaches,
such as FlowNet [DFI*15]. Some approaches may also include the
ground truth occlusion mask in the computation to account only for
traceable pixels.
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More straightforward approaches to measuring temporal stabil-
ity include calculating the LPIPS (Section 3.4.1) between adjacent
frames or the mean and variance of the subsequent video frames.
LPIPS provides a way to compute the average perceptual distances
between adjacent frames. As discussed in [ZIE*18], LPIPS per-
forms better in computing perceptual differences in images com-
pared to low-level approaches (e.g.MSE, SSIM), nevertheless, these
have been used to quantify differences between subsequent frames.
Deng et al. [DTD*21] chose to quantify temporal smoothness by
defining Di f fF (t ) = ||Ft − Ft−1|| and calculating the mean and vari-
ance of Di f fF (t ), where Ft and Ft−1 are two adjacent frames of a
T-frame rendered video. Similarly, Lu and Wang [LW22] compute
the average pixel distances using D∗ defined as:

D∗ =
1

T − 1

T−2
∑

t=0

||Ft+1 − Ft ||2 (19)

Except for the different notation used in [DTD*21] and [LW22],
Deng et al. [DTD*21] also reports the computed variance in addition
to the mean error.

Similarly to image style transfer methods focused on preserving
depth or structural information [LPSB17, CLW*19, IM22] utiliz-
ing depth data to gauge perceptual similarity performance, Xia et al.
[XXL*21] also use depth maps for their evaluation. To quantify the
temporal stability performance of their Photorealistic Video style
transfer method, they employ a Temporal Change Consistency met-
ric (TCC), defined as:

TCC(D,G) =

∑n−1
i=1 SSIM

(

abs(di − di+1), abs(gi − gi+1)
)

n− 1
(20)

where D = (d1, d2, . . . , dn), and G = (g1, g2, . . . , gn) are the es-
timated depth maps of the stylized frames, and the correspond-
ing ground truth depth maps, respectively. Here, TCC uses
SSIM [WBSS04] to compute the differences between consecutive
depth maps.

3.4.4. Efficiency

Another essential aspect of the quantification of the performance
of a stylization algorithm is efficiency. This basically accounts for
speed, memory and control. NST algorithms compare the time their
model needs to output a stylized image through a forward pass given
an input content image (e.g. [RWB17, JAFF16, DTD*22, LLH*21,
AHS*21]). Occasionally, the memory a trained model requires is
compared to state-of-the-art models, especially when approaches
are focused on improving the stylization network and its compo-
sition (e.g. [LW16b, SKLO18, ZD18, SYZ18]). Another consider-
ation has to do with user control (e.g. allowing users to stylize spe-
cific areas of an image differently). Unless there is an obvious dif-
ference in the number of styles a model can reproduce (e.g. PSPM
vs. ASPM), the number of styles a method is capable of emulating
is also compared [GLYY20].

3.5. Ablation studies

Inspired by the field of neuroscience, where ablation studies have
been used to unveil and analyze more precisely the structure and

Figure 5: The number of Image and Video NST studies including

Ablation Studies. The graph depicts the reviewed papers of the NST

literature. NST, neural style transfer.

organization of the human brain, artificial intelligence, machine
learning and subsequently computer vision research has resorted
to the concept of removing (or substituting) specific components
from artificial neural networks to effectively analyze their behaviour
[MLdPM19]. NST systems have also used this idea, which is ca-
pable of deriving useful insights and understanding, resulting in an
in-depth evaluation of the performance of the proposed models. Ab-
lations cannot be explicitly regarded as qualitative or quantitative
evaluation techniques, as they can be used to produce both types of
data – for the examination of particular components or aspects of
an approach, qualitative results (e.g. stylized images/videos) can be
provided, or the computational metrics can be re-run for a quantita-
tive assessment.

Figure 5 provides an overview of the involvement of ablation
studies in Image andVideoNST evaluation approaches.MoreVideo
NST studies include ablations than not, based on the papers re-
viewed in this work (Table 7).

A common practice is the study of the effect of the different losses
the NST methods employ during training [SKLO18, KSLO19,
GCLY18, LLH*21, PL19, LHYZ22]. Yet, as the design and imple-
mentation of NSTmodels can be widely diverse, the ablation studies
employed assess different aspects in different methods. For exam-
ple, Deng et al. [DTD*21] performed ablations to analyze the ef-
fect of the content-aware positional encoding (CAPE) method pro-
posed, whereas Liu et al. [LLH*21] provided qualitative results to
verify the effectiveness of the shallow feature used in their suggested
method (AdaAttN). Ablation studies can be crucial for enhancing in-
terpretability and understanding.

3.6. Experiments

In this section, to show an example of a current evalua-
tion procedure and reveal some of the potential issues that
arise, we experimentally compare nine state-of-the-art methods:
AdaIN [HB17], AdaAttN [LLH*21], ArtFlow [AHS*21], CS-
BNet [LW22], IEContraAST [CWZ*21], MCCNet [DTD*21],
RAST [MZLB23], SANet [PL19] and StyTr2 [DTD*22]. For AdaIN
and AdaAttN, we used the PyTorch implementations available
at https://github.com/naoto0804/pytorch-AdaIN and https://github.
com/Huage001/AdaAttN , respectively, whereas, for the rest of the
approaches, their official code implementations were used. We uti-
lize the dataset proposed by Mould and Rosin [MR17] comprised
of 20 content images, and 10 style images that are frequently em-
ployed by NST methods and which encompass a diverse range of
stylistic attributes (e.g. genre, colour, texture). Example results are

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.

 1
4
6
7
8
6
5
9
, 0

, D
o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n
lin

elib
rary

.w
iley

.co
m

/d
o
i/1

0
.1

1
1
1
/cg

f.1
5
1
6
5
 b

y
 T

est, W
iley

 O
n
lin

e L
ib

rary
 o

n
 [0

7
/0

8
/2

0
2
4
]. S

ee th
e T

erm
s an

d
 C

o
n
d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d
itio

n
s) o

n
 W

iley
 O

n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v
ern

ed
 b

y
 th

e ap
p
licab

le C
reativ

e C
o

m
m

o
n

s L
icen

se



E. Ioannou, S. Maddock / Evaluation in NST: A Review 15 of 26

Figure 6: Results of state-of-the-art NST approaches. More results are provided in the supplementary material. NST, neural style transfer.

Table 9: Quantitative comparisons between state-of-the-art NST ap-

proaches.Lc andLs account for Content and Style Loss (Error) respectively.

Method Lc ↓ SSIM ↑ LPIPS ↓ Ls ↓ SIFID ↓

AdaIN 1.6170 0.2588 0.5174 0.1023 0.6223

AdaAttN 1.2542 0.4705 0.4766 0.1049 1.3530
ArtFlow 0.9575 0.4547 0.4824 0.1079 0.9657
CSBNet 1.2494 0.3601 0.4780 0.1141 5.0953
IEContraAST 1.3530 0.4065 0.4439 0.1064 0.8600
MCCNet 1.1193 0.4547 0.4714 0.1091 2.3755
RAST 0.9272 0.5383 0.3101 0.1113 1.7580
SANet 1.4260 0.3096 0.5373 0.1073 1.1592
StyTr2 1.0415 0.4882 0.4693 0.1073 1.1089

The best results are in bold and the second-best results are marked with
an underline.

shown in Figure 6. Although the techniques differ, the stylizations
produced are quite similar. Based on the visual side-by-side compar-
isons alone, it is difficult to quantify the performance of the methods
and to estimate which approach preserves the content information
better, or which approach generates results that capture the style im-
age more accurately.

Table 9 gives quantitative comparisons for the state-of-the-art
methods. Three different computational metrics are used to capture
the content preservation performance while two different compu-
tational metrics are employed to quantify style resemblance. RAST
generates consistently more content-aware results that preserve the
global structure of the input content images. However, for the rest
of the methods, there is a lot of variability in their performance
across the different metrics. For example, ArtFlow performs better
than StyTr2 in Content Error (Lc), but it falls behind in SSIM. Sim-
ilarly, when quantifying the style performance of the algorithms,
IEContraAST achieves better results than AdaAttN when consider-
ing SIFID, but AdaAttN outperforms IEContraASTwhen measuring
Style Error (Ls). Additionally, whileAdaAttN performs competently
to the rest of the approaches on the Style Error metric (second best),
its efficacy drops significantly on the SIFID metric (sixth best).

Although quantitative computational metrics can offer valuable
insights into the efficiency of the algorithms, their application varies
across NST methods, leading to inconsistencies in evaluation. The
next section provides an in-depth analysis of the considerations aris-
ing from the utilization of the various evaluation techniques and pro-
poses ways to alleviate them.

4. Analysis and Recommendations

This section provides analysis and recommendations for the dif-
ferent aspects of evaluation: benchmark datasets, qualitative eval-
uation, human evaluation studies and quantitative evaluation. The
aim of the suggested recommendations is to establish an evaluation
benchmark and standard practices to be used universally across all
approaches. This would benefit the NST community, and the results
reported by each NST method would be more meaningful and al-
low for direct comparisons. We argue that the quantitative metrics
can provide useful insights but a deeper understanding is required
to support their utilization.

4.1. Benchmark datasets

As discussed in Section 3.1, for Video NST there is some agreement
as to what data is used in the evaluation. Similarly, in the domain of
photorealistic Image NST, there is some consensus on the dataset
employed. However, there is no consensus within the domain of
artistic Image NST.

Only a few approaches have focused on addressing the lack of
a benchmark dataset in NST research. The method of Mould and
Rosin [MR17] suggested a set of content images that fulfil a set
of criteria and can potentially be utilized as a benchmark for eval-
uation. However, they don’t consider style images and the poten-
tial characteristics that a benchmark style image set should include.
The recent approach of Ruta et al. [RGC*23] proposed a large-scale
dataset for style transfer, containing both content and style images.
The suggested BBST-4M dataset categorizes images into style and
content based on how stylistic they are. While this dataset holds sig-
nificant potential, it falls short in comparison to the work of Mould
and Rosin [MR17] in terms of considering the distinct characteris-
tics and attributes that should be encompassed by both the content
image set and the style image set. The difficulty in composing a suit-
able evaluation dataset can be attributed to the existence of various
types of evaluation and to the diverse intentions and goals of the
proposed stylization solutions.

The following subsections discuss the research questions that
should be considered when compiling a sufficient evaluation
dataset, which are:

• What are the properties or attributes the content image set and
style image set should include? In accordance with this, does the
dataset distribution cover a sufficient amount of the identified im-
age characteristics?

© 2024 The Author(s). Computer Graphics Forum published by Eurographics - The European Association for Computer Graphics and John Wiley & Sons Ltd.
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• Can an NST approach utilize the dataset effectively to demon-
strate a new solution to an existing or new problem? Does the
evaluation benchmark consider a sufficient amount of possible
use cases, covering a wide range of potential problems and appli-
cability of NST?

• Is the evaluation benchmark suitable for both qualitative and
quantitative evaluation, including human evaluation studies? Or,
should the dataset be divided into three partitions, with each im-
age set comprising the relevant images based on the specific type
of evaluation? What is the optimal size of the dataset?

4.1.1. Content and style benchmark datasets

Mould and Rosin [MR17] discussed a range of policies for select-
ing the proposed image set. Although they only provide a small set
of content images, the principles with which the set of images is
composed are worth revisiting. Their suggested list of image prop-
erties includes colourfulness, complexity, contrast, sharpness, line-
ness, mean, standard deviation and noise. For these, a numerical
value can be derived using computational methods, thus enabling
an evaluation of how broad the distribution of a set of images is
and the range of properties it covers. A list of image properties, ex-
plicitly suited for designing the benchmark set of content images is
also provided – such consideration of representative coverage is a
general challenge for visual datasets in computer vision. This in-
cludes variation in scale, fine detail, variation in texture, regular
structure, vivid and varied colours, muted colours, thin features, hu-
man faces and more. Independently from the discussion on the size
of the evaluation benchmark and the number of content images and
style images that should be utilized in each stage of the evaluation
process, the set of 20 images (NPGeneral) presented by Mould and
Rosin [MR17] could serve as a promising initial foundation and of-
fer valuable insights for the design of a comprehensive evaluation
benchmark dataset.

Although there have not been any efforts to establish a benchmark
video dataset, the literature suggests a convergence on utilizing
videos from the MPI Sintel dataset for evaluation (Section 3.1.2).
This dataset is useful as it also contains ground truth optical flows
for measuring the warping error and gauging the temporal coher-
ence performance of the methods in comparison. Nevertheless, its
synthetic nature does not allow for a comprehensive and detailed
examination of the results, as the performance might degrade when
tested on real-world videos [MC22]. We argue that a similar effort
to the approach of Mould and Rosin [MR17] should be made in
order to develop a video dataset that encompasses a wide variety
of characteristics. Videos could be retrieved from multiple sources,
combining both synthetic and real-world scenes. Establishing such
a benchmark dataset for Video NST approaches could result in more
robust comparisons and insightful evaluations.

Large-scale art datasets (e.g. Wikiart) can greatly facilitate the
creation of a well-suited set of style images. An evident evalua-
tion dataset design decision would be to compose the style im-
ages set by incorporating a diverse range of artworks encompass-
ing various artistic genres, for example as defined in Wikiart. It
would therefore be necessary to provide an analysis and discus-
sion regarding the definition of an artistic genre and its interrelation

with style. As defined in Tate [Tat23], genres are types of paint-
ing codified in the 17th century as history, portrait, genre painting
(scenes of everyday life), landscape and still life. Developed in Eu-
ropean culture, the genre system is not particularly relevant to con-
temporary art but is a system that can be used to divide artworks
according to depicted themes and objects. The Wikiart dataset in-
cludes 68 different genres of art (not all of them consider visual
2D artworks), for example ‘abstract’, ‘graffiti’. This visual art en-
cyclopaedia (https://www.wikiart.org/en/paintings-by-style) distin-
guishes between genres and styles, defining style as the distinctive
visual elements of the artwork, its techniques and methods, usually
corresponding with an art movement (e.g. ‘Cubism’). Arguably, a
comprehensive benchmark style image set should include artworks
spanning a broad spectrum of artistic genres and styles. However, a
range of image properties (e.g. colourfulness, complexity, contrast)
should be also covered.

4.1.2. Different use cases and different types of evaluation

Since the seminal work of Gatys et al. [GEB16], style transfer ap-
proaches have emerged that consider different aspects and introduce
different perspectives. Proposedmethods suggest an aesthetic stand-
point, decomposing style into colour and texture [HJL*20], attempt
to disentangle content and style [KSLO19], introduce geometric
warps [LYH21], or utilize depth information to retain global struc-
ture and depth effect [LCLR17, CLW*19, IM22].When considering
the benchmark set of content images, it is essential to incorporate a
wide variety of examples in order to accommodate all the different
use cases. An informed design of the content image space should
consider a comprehensive list of image properties and attributes to
ensure a representative distribution is covered.

Another crucial consideration regarding the design of an evalu-
ation benchmark is the existence of different types of evaluation.
The number of subjective visual side-by-side comparisons that can
be presented is limited and there are constraints to the amount of
questions recruited human participants are able to respond to in the
setting of a user study. For quantitative metrics, an important con-
sideration that should be taken into account is that the larger the
dataset, the more reliable the quantitative results should be.

4.1.3. Suggested policies

Based on these considerations, policies regarding the design of
benchmark sets of images for use in the different evaluation prac-
tices can be formulated. For the visual comparisons accompanied by
the subjective judgements of the authors in an NST paper, it would
be beneficial for the NST community if the authors included a uni-
versally agreed-upon small set of content and style images in the re-
sults. The authors could complement the suggested benchmark im-
ages with their own images, but including some common images in
all studies would allow for fairer and more insightful comparisons.
For the Human Evaluation Studies, another set of content and style
images can be established. This can be larger than the set of images
presented in this paper, as a larger sample can provide more statisti-
cal significance to the results of a user study. Further discussion re-
garding the data and best practices are discussed in the next sections.
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Except for the image properties that the content and style im-
age set should satisfy, the size of the benchmark test dataset for
the quantitative evaluation is another significant aspect. The larger
the benchmark evaluation dataset for the computation of the quan-
titative metrics, the more representative and accurate the resulting
comparisons would be. Theoretically, NST research could follow
the standard practices in computer vision research using deep learn-
ing approaches. A split (e.g. 80%:20%) on the training dataset could
accommodate a test set. However, the most commonly used datasets
(Wikiart and MS COCO) might not sufficiently satisfy the afore-
mentioned requirements for a good evaluation benchmark – further
analysis is required to ensure their coverage of image characteristics
is representative.

Considering the size of the evaluation benchmark in relation to
the average training set is also important. If an 80%:20% training-
test dataset split is hard to accommodate, a recommended guideline
could be to ensure that the evaluation benchmark is at least 10%
of the size of the average training set. This ensures that the eval-
uation dataset is representative and provides sufficient coverage of
different content and style variations. An appropriate dataset, for ex-
ample, would be composed of a combination of content and styles
that when multiplied yields a number of stylized results that is pro-
portional to the magnitude of the average training set utilized. If we
consider MS COCO as the most common dataset, the total number
of stylizations should approximately be 8000 (10% of MS COCO).
Another important design decision is the number of samples in the
content set and the styles set. If NPGeneral [MR17] is used as the
benchmark content image set, the size of the benchmark styles set
should be 400. As it is more crucial to evaluate how well a model
generalizes in reproducing the artistic effect of a variety of artworks,
the style images set could be designed first to be the smallest pos-
sible that can encompass all the different styles. Then, the content
image set can be fixed accordingly. Sanakoyeu et al. used 18 styles
and produced 300 stylizations per style to measure the deception
rate. An image set of approximately 50 styles, combined with a con-
tent image set of size 100, would result in 5000 stylizations that
could suffice for the requirements of quantitative evaluation. Such
a benchmark dataset would enhance the reliability of the results re-
ported in Table 9 which were based on only 200 stylizations for
each method.

Another suggestion regarding the benchmark styles set could be
to divide the set into different subsets depending on form/style
[Tat24, Fer95]. As the content information (semantics) of a ref-
erenced style image (painting) is not considered for the style
transfer process (since content is provided by another input im-
age), the set of style images could be categorized according to
the qualities of colour, brushwork, form and texture. For exam-
ple, a subset could contain abstract paintings, while another sub-
set could contain realistic paintings. Another subset could con-
tain colourful paintings while another subset could contain more
dull/pale artworks or artworks where texture is more dominant.
Providing evaluation results for the proposed NST algorithms on
each subset would enable researchers and practitioners to selec-
tively utilize the method that best suits their intended styles and
use cases. This also aligns with the guidelines by Burnell et al.
[BSB*23] suggesting that reporting aggregate metrics limits
understanding.

Currently, there does not exist a benchmark evaluation dataset
specifically tailored for NST methods, and no substantial efforts
have been made to compile a large-scale dataset that can fit the eval-
uation requirements of NST research. Hence, it is essential to em-
phasize the significance of providing all the relevant and necessary
information regarding the data that is utilized during the evaluation
process, so that any presented results are easily repeatable and re-
producible. Initiatives (e.g.Plan S: https://www.coalition-s.org/) are
already in place which seek to establish an open-research practice
among the scientific community. High-impact journals have com-
mitted to making published research open-access [ACM23]. We en-
courage the NST community to also adopt these disciplines, releas-
ing both the data and code of any novel approach. Thus, it is of great
significance for the field of NST that the evaluation data is not only
published but also made openly accessible. By doing so, the valid-
ity and reliability of the research findings could be significantly en-
hanced. This practice promotes transparency and would allow for
independent verification and further exploration of the results.

4.2. Qualitative evaluation

Despite relying on subjective judgements, qualitative evaluation can
provide useful insights regarding the effectiveness of a proposed
method. By presenting visual results side-by-side with state-of-the-
art methods (e.g. Figure 6), the differences and novelty in a pro-
posed technique’s results become evident. Additionally, the inclu-
sion of additional zoomed-in cut-outs can effectively emphasize sig-
nificant distinctions and provide enhanced visibility of the improve-
ments made.

As described in the previous section, it could be feasible and po-
tentially valuable if a universally agreed-upon image dataset is used
for the qualitative evaluations. This could consist of a reasonably
small amount of content and style images, resulting in a small num-
ber of stylizations that are derived using the same combinations of
content and style in all the NST papers. Definitely, the size of this
set of images would probably not be adequate to capture and high-
light the effectiveness of the proposed method, therefore, the au-
thors could complement these stylizations with more images that
they chose that could be useful for the readers. However, as it would
be beneficial for the field if each method included the same com-
parisons, a website maintained by the authors of each paper or the
corresponding supplementary material section could be used to ac-
commodate a substantial amount of image comparisons.

In the supplementary material, we include an illustration of the
most commonly used content and style images. Considering that
the existing literature predominantly consists of qualitative evalu-
ations relying on this particular image set, we argue that the small
benchmark dataset, encompassing a limited number of content and
style images, can be constructed using images from this set. This
will enable more consistent literature and allow NST researchers to
draw visual comparisons with chronologically older methods.

4.3. Human evaluation studies

For the Human Evaluation Studies, the dataset utilized to pro-
duce the results shown to the participants is not the only point of
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disagreement among the NST methods. Different formulations
of the questions, different presentations of the comparisons, and
varied numbers of participants are also among the aspects con-
tributing to inconsistencies in conducting user studies in the field.
For a comprehensive analysis and overview of the most effective
practices in user studies for computer graphics research, readers
are encouraged to refer to the tutorial by Malpica et al. [MSK*23].

4.3.1. Data in NST user studies

As argued in Section 4.1, it is possible to establish a benchmark
evaluation dataset for user evaluation studies. Depending on the to-
tal number of questions presented, a set of content and style images
can be designed to capture a wide variety of image characteristics.
As already noted, the greater the number of questions posed, the
more significant the results can be. For example, a user study of 50
questions can employ results synthesized from a benchmark dataset
of 10 content and 5 style images. This is still a small dataset (50 im-
ages), and might not sufficiently capture the novelty and efficiency
of a proposed method. To enhance the dataset, the authors could in-
troduce a set of images they deem to be suitable, or if the dataset is
adequately large, a subset could be replaced to encompass images
that are more representative of the problem that is addressed. In any
case, it is recommended that the authorsmake the user study datasets
available, as this is not only good practice for the reproducibility of
the results, but could also encourage subsequent studies to utilize
the same dataset or build on it.

4.3.2. Participant considerations

Unlike other machine learning or computer vision tasks (e.g. ob-
ject detection) that might not require crowdsourcing for evaluating
the effectiveness of the results, evaluating results in NST research
can be a subjective activity. Collecting and reporting supplemen-
tary data from participants regarding their experiences could signif-
icantly enrich comprehension of the results and shed light on partic-
ipants’ behaviour. Such additional information – demographics and
task-related subjective data – could provide valuable insights that
enhance the overall understanding and interpretation of the findings
[CNGR*22]. Importantly, the relation of the participants to the task
and to the broader NST research or any art-adjacent field should be
reported, as it can potentially influence their choices. The number
of participants should be kept as high as possible, but without com-
promising the reliability and quality of the responses.

4.3.3. Compared methods

The abundance of NST methods (Tables 1–7) renders it impractical
to directly compare any single approach to the entirety of techniques
that are typically considered to be state-of-the-art. Yet, it is impor-
tant to compare withmethods that attempt to solve a similar problem
or view NST with a similar lens. For example, depth-aware meth-
ods are required to compare against state-of-the-art methods that
utilize depth and aim for global structure and detail preservation.
By including a comprehensive set of methods in the comparison,
including newly published approaches and approaches that address
the same or a similar issue, researchers can establish a more robust

evaluation framework and provide stronger evidence to support their
effectiveness in synthesizing stylized visual imagery.

4.3.4. Presentation and question formulation

One of the most essential and critical aspects of a user evaluation
study is the presentation of the questions, their exact formulation
and the format of the responses that are collected. As discussed in
Section 3.3, there is a variety of methods employed to present the
questions and collect responses from the participants. Asking the
participants to select their favourite stylization amongst all the styl-
izations displayed together is the most common approach. However,
A/B testing and one-by-one presentation asking the participants to
rate on a Likert scale are also employed. It is also worth noting that
the two-alternative-forced-choice task (2AFC) has been shown to
be more precise when measuring aesthetic preference [So23]. Nev-
ertheless, it is difficult to reach a consensus as to which approach
is most appropriate for each aspect of stylization (content preserva-
tion, style resemblance, overall aesthetics). Independent of the tech-
nique that is followed, we suggest the use of accompanying ques-
tions that allow the participants to justify their responses. Collecting
textual feedback for each question (or a majority) regarding the sub-
jective judgement of the participants (combined with participant-
related data, as mentioned in Section 4.3.2), would allow for an im-
proved understanding of human cognitive behaviour and the inter-
pretation of the results. This would require further work to analyze
this type of data, however, modern large languagemodels [LZD*23]
could offer valuable assistance. In addition, asking the participants
to justify their selection of one stylization over another would allow
the users to point out details or highlight particular regions of the
images (possibly using graphical tools) where the differences are
more obvious.

It is also important to acknowledge that the validity of any re-
sults is significantly impacted by the reliability of the recruited
participants (Section 4.3.2). The participants should be sampled
representatively; ideally, the participants would have an interest
in the NST software, and ultimately they could potentially use it
[BHH*23]. Nevertheless, this is hard to control, especially when uti-
lizing crowdsourcing platforms, such as Amazon Mechanical Turk
(AMT). It is possible, however, to filter out poor-quality data and
avoid the potential carelessness of remote crowdworkers. An exam-
ple is to remove unreliable data labelled too soon [XWF*18]. Both
Bylinskii et al. [BHH*23] and Cowley et al. [CNGR*22] propose
the utilization of checks randomly inserted through the study. Em-
bedding checks/questions where there is an objectively correct an-
swer (e.g. produce obviously bad stylizations, maybe through the
content leak phenomenon, as described in Section 3.4.1) can allow
detection of when participants are not paying careful attention, and
help eliminate substandard responses.

Another question presentation issue is the display and position-
ing of the images on the screen. Certainly, all the images from all
the methods in comparison should maintain the same resolution
and size. If the number of methods that are compared allows, the
images should be positioned next to each other, otherwise, regard-
less of the number of methods, the order of the images should
be randomized. It has been shown that including the content and
style images as part of the questions has an impact on the results
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Table 10: Suggested approach for detecting statistical significance in user studies’ results.

Setup Collecting data from multiple participants results in an N × N contingency table where each cell represents the number of
times a particular method was chosen to produce the favourite image over the other N − 1 methods.

Hypothesis The null hypothesis (H0) would be that there is no significant difference between the methods in terms of being chosen to
produce the most preferred synthesized stylizations. The alternative hypothesis (H1) would be that there is a significant
difference between the performance of the approaches in comparison. A thorough explanation of hypothesis testing is
given in [Duc22].

Statistical tests t-test: A commonly used statistical test that compares the means of the two samples. One approach is to perform a series
of pairwise t-tests to determine if there are significant differences between each pair of methods. Essentially, this would
mean comparing the performance of the suggested NST technique with the other state-of-the-art methods.

Rank aggregation: The overall ranking of each method can be calculated based on the number of times it was chosen as
the favourite across all questions. Statistical methods such as the Friedman test [Fri37] or the Wilcoxon signed-rank test
[Wil92] can be employed to determine if there are significant differences in the rankings amongst methods.

Effect size: Effect size measures such as Cohen’s d [Coh13] or Cliff’s delta [Cli93] can be used to quantify the magnitude
of the differences between methods, providing extra information about the practical significance of the findings.

Documenting the results Statistical test results: Reporting the p-values obtained from the t-tests for each pair of methods could enhance the
reliability of the results. Any significant differences found can also be highlighted.

Effect sizes: Effect size measures can be included to provide a more comprehensive understanding of the differences
between methods.

Limitations: An essential part of the presentation of the results is the discussion of any limitations of the study, such as
sample size, potential biases, or specific characteristics of the images or methods used.

Visual aids: Using graphs/tables to present the results will allow readers to understand the findings more easily.

[IM22], thus, depending on the question the participants are asked,
an appropriate choice should be made regarding the inclusion of the
images used to infer the stylizations. For example, if the question
considers content preservation or style resemblance, the content
and style images should be revealed; if the question is in the form
of ‘choose the favourite stylization’ or ‘select the image with the
overall highest quality’, the authors should consider carefully if it
is appropriate to reveal the content and style images.

4.3.5. Reporting results

Another consideration that lacks attention in the current literature is
the concept of statistical significance in the presentation and report-
ing of the results. The results of user studies are mostly reported as
aggregate preference rates for each method or the total number of
votes accumulated for each method during the comparison, or the
proportion of times the method in question was selected in compar-
ison to each of the other methods. Yet, as is essential in literature
in the area of psychology, user studies should utilize statistical tests
that can better interpret the collected data. This can account for the
inherent uncertainty in the results, considering that various factors
such as participants’ reliability, the number of participants, the num-
ber of questions asked per participant, and the experimental setting
can influence the reproducibility of the findings.

The concept of statistical significance is used in psychological
research to help determine whether the differences or relationships
we observe in data are statistically meaningful or if they could have
occurred by chance [Lyk68]. There is a range of statistical tests that
can be carried out, most of them being suitable for paired data. A
suggested approach for detecting statistical significance in the re-
sults of a user study and determining the best approach amongst the
compared methods is given in Table 10.

The concept of statistical power can also be useful. Statistical
power is the probability that the test correctly rejects the null hypoth-
esis [Ell10]; reporting this by complementing the statistical tests can
allow for a better understanding of the significance of the results. It
is also a practical way to estimate theminimum sample size required
for an experiment.

4.4. Quantitative evaluation metrics

There is no consensus on the most suitable quantitative metrics to
use in NST studies. Nonetheless, as discussed in Section 3, we can
divide them into four categories depending on the aspect of the NST
process they assess: perceptual metrics, stylization performance,
video metrics and efficiency. Speed and memory comparisons make
up the efficiency category. However, there is a range of different
metrics that compose each of the other categories. Different metrics
examine specific aspects, and in some cases, even the same aspects,
but employ distinct methodologies to assess them.

To suggest only a selection of those metrics as the benchmark
evaluation methodology is a challenging task. However, it is a nec-
essary task as it would be extremely inefficient to quantify the per-
formance of an NST system by employing all the metrics depicted
in Figure 3. Depending on the aim of a method, a few of the metrics
can be discarded. For example, for a study proposing an algorithm
for improving the stylization effect or attempting to produce an aes-
thetic effect [HJL*20], computing depth map or edge map differ-
ences may not be appropriate. Other metrics such as content and
style error may also be discarded if seen from a more critical lens.
As these are defined and utilized in the training loop, they are not
providing anything useful – their use points to a circular definition
since the evaluation of the content preservation or style performance
qualities of the stylized results relies on the same means that were
employed to create them. In addition, in contrast to LPIPS, the VGG
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network used to calculate Content and Style error is not trained on
distorted images, which potentially results in features that are not as
good at capturing perceptual behaviour. Similarly, the SSIMmetric,
not relying on deep features, is shown to be inconsistent with human
judgements for colour images [NAM20].

Future work will be required to necessitate a more in-depth analy-
sis of the employed computational metrics, scrutinizing their utility
and performance, with the ultimate aim of establishing a univer-
sally adopted benchmark array of metrics, consisting of a singular
metric per aspect of the evaluated NST performance. Such an ef-
fort would contribute to standardizing the evaluation process and
promoting consistent and meaningful comparisons among different
NST methods.

As this could be a challenging task, statistical analysis, as de-
scribed in the previous section on User Studies, can aid in the va-
lidity and reliability of the reported results. For any computational
metric that is employed, instead of the computation of an average
of the performance of each method on a test dataset, again, pairwise
t-tests can be utilized to dictate the statistical significance and as
a consequence, the reliability of the results. This would be useful,
particularly if a benchmark dataset is not universally adopted – the
statistical tests can provide a useful approximation of the repeata-
bility of the results for different data.

Recently, several methods have considered evaluation in NST,
proposing new quantitative metrics. The approach of Chen et al.
[2024] is capable of assessing how well a stylized image resem-
bles an authentic artwork. The system suggested byWright and Om-
mer [WO22] combines both content preservation and style match-
ing evaluation in a single metric, namely ArtFID. Also, Chen et al.
[CSC*23] developed a network (CLSAP-Net) that uses collabora-
tive learningwhich is composed of a content preservation estimation
network (CPE-Net), a style resemblance estimation network (SRE-
Net) and an overall vision target network (OVT-Net) attempting to
provide a robust metric that effectively assesses all aspects of styl-
ization. These metrics have exhibited a significant correlation with
human judgement, suggesting that the reliance on user studies for
subjective judgements can be alleviated. These efforts hold great
promise in the field of NST, offering a pathway to establish a stan-
dardized evaluation procedure that reduces the reliance on costly
and potentially flawed user surveys.

Although the definition of NST does not explicitly consider the
aesthetics of the results, arguably, this is a concept encapsulated in
the artistic nature of the stylizations. The goal of NST is to create
artistic imagery, and often the recruited participants in the setting
of a user study are asked to choose their favourite artistic synthe-
sis. Despite the content and style considerations, the selection of a
‘favourite’ image is also based on what the viewer considers to be
aesthetically pleasing. The aesthetics of the NST results is some-
thing that requires further investigation in order to adequately cap-
ture the full spectrum of the human subjective experience and ulti-
mately replace the widely used user studies. The recently developed
computational aesthetic evaluation field [MMP12,MK18, AOH*21,
TM18, YTG*23] encompasses conventional (based on hand-crafted
features) and learning-based (based on Deep Learning) approaches
that attempt to derive aesthetic judgements on images. As the aims
of the computational aesthetic evaluation field strongly correlate

with the aims of NST, resorting to such approaches could be cat-
alytic in converging to a more robust quantitative evaluation that
considers the aesthetics of the results.

4.5. Summary of evaluation issues and recommendations

An exhaustive analysis of the state-of-the-art methods has led to a
collection of recommendations that could alleviate the present eval-
uation issues and serve as a basis for the development of a standard-
ized evaluation protocol. Table 11 provides a condensed summary
of the prevailing evaluation challenges and our recommendations to
address them.

5. Conclusion

The success and widespread adoption of deep learning and com-
puter vision techniques has undoubtedly influenced and shaped the
trajectory of NST research. Along with the unparalleled success of
diffusion models and text-to-image generative approaches, the field
of image and video NST has continued to progress and produce re-
markable ideas and implementations. Yet, the considerable progress
and maturation of the field over the years has not led to the estab-
lishment of a robust and reliable evaluation protocol.

This review paper has examined the different evaluation tech-
niques in image and video NST literature. Qualitative evaluations
offer useful insights but suffer from subjectivity and reproducibil-
ity issues. Human evaluation studies, while subjective, gather quan-
titative data through user surveys with inconsistent methodolo-
gies across NST methods. Quantitative evaluation includes multi-
ple computational metrics that can reliably assess the various facets
of the performance of NST algorithms. Despite being reproducible
and repeatable, the quantitative computational metrics are not uti-
lized identically by each NST method. Different data and different
metrics are selectively employed by each approach, suggesting a re-
quirement for a universally agreed benchmark protocol.

Another point of contention relates to the use of data in the evalua-
tion process. No benchmark evaluation dataset exists and the nature
of the diverse evaluation approaches further exacerbates the com-
plexity of this issue. In this paper, we have underscored the chal-
lenges arising from the utilization of disparate and often undisclosed
or undefined data sources in the NST evaluation methods and em-
phasized the significance of establishing benchmark test datasets.
Such datasets would not only facilitate fair comparisons among dif-
ferent methods but also enhance the transparency and reproducibil-
ity of the reported results.

The rapid advancements in NST techniques and the proliferation
of diverse approaches have created a diverse landscape of evaluation
methods and metrics. However, there is a lack of consensus on the
most appropriate and effective evaluation criteria, leading to incon-
sistencies and limitations in the evaluation process. This inherent
complexity highlights the need for a comprehensive and standard-
ized evaluation protocol that can effectively assess and compare the
performance of different NST methods. Such a protocol would pro-
vide a solid foundation for advancing the field, ensuring the credi-
bility of research findings and facilitating meaningful comparisons
between different approaches. The analysis in our paper provides a
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Table 11: Summary of issues in evaluation and suggested recommendations.

Evaluation aspect Issues [I] and recommendations [R]

Datasets [I]: No universally agreed benchmark evaluation dataset exists. Different data is used for each type of evaluation. [R]:
Development of benchmark evaluation datasets for the different aspects of evaluation: for qualitative evaluation, a small
set of content images/video frames and style images that is universally shared and presented for each NST study; for
user studies, a set of content and style images/video frames that capture a wide variety of characteristics and suffice for
the development of adequate questions; for quantitative evaluation, a larger-scale test dataset would provide more
accurate and reproducible results. Additionally, creating subsets for the style and content datasets, depending on the
paintings’ style or the content’s characteristics, and reporting results for multiple subset datasets would further aid
understanding and help distinguish which method performs better for particular image genres.

Qualitative evaluation [I]: Inconsistencies in the data presented and commented on. Lack of common practices in deriving subjective
judgements. [R]: A small dataset to be commonly shared among the methods. The subjective judgements to be clearly
focused on addressing essential aspects, such as content preservation, stylization performance, observed artifacts and
overall aesthetic quality.

Human evaluation studies [I]: Dissimilarities in the design and formulation of user studies, and consequently in the presentation of the results. Lack
of consensus regarding the data utilized, the number and background of participants recruited, the quantity and
presentation of the questions and the reporting of the results. [R]: Development of a standardized practice for
conducting user surveys. The different aspects of human evaluation studies should be considered as they can
significantly influence the results and their interpretation. Essential aspects include the data that is utilized, the
recruitment of participants, the number of methods in a comparison, the presentation of the questions and their
formulation, the reporting of the results and potential statistical analysis.

Quantitative evaluation
metrics

[I]: Different methods employ different metrics. Absence of a standardized set of quantitative evaluation metrics. [R]:
Achieve a consensus on a handful of metrics that can adequately and effectively evaluate the NST results. Resort to the
field of Computational Aesthetics to allow for metrics that can quantify not only content preservation and stylization
performance but also the aesthetic quality of the results.

foundation upon which a standardized evaluation process could be
designed and developed. A universal evaluation framework could
ensure the reliability, repeatability and reproducibility required for
further robust developments in the NST landscape.
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