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Abstract 

We investigate spatially resolved variations in the bandgap energy across multiple InxGa1-xAs 

quantum wells (QWs) on a GaAs substrate within a metamorphic laser structure. Using high 

resolution scanning transmission electron microscopy and low-loss electron energy loss spectroscopy, 

we present a detailed analysis of the local bandgap energy, indium concentration, and strain 

distribution within the QWs. Our findings reveal significant inhomogeneities, particularly near the 

interfaces, in both the strain and indium content, and a bandgap variability across QWs. These results 

are correlated with density functional theory simulations to further elucidate the interplay between 

strain, composition, and bandgap energy. This work underscores the importance of spatially resolved 

analysis in understanding, and optimising, the electronic and optical properties of semiconductor 

devices. The study suggests that the collective impact of individual QWs might affect the emission 

and performance of the final device, providing insights for the design of next-generation metamorphic 

lasers with multiple QWs as the active region.  

 

Introduction 

The integration of metamorphic buffers (MB) into laser structures has significantly advanced the 

design and fabrication of semiconductor devices, especially for telecommunication applications. By 

incorporating a buffer layer between the substrate and the active region, metamorphic lasers mitigate 

lattice constant mismatches, enabling the development and fabrication of novel InxGa1-xAs structures 

(where x is mole fraction). These structures, such as quantum wells (QWs)/GaAs lasers, have been 

shown to enhance and tailor the optoelectronic properties of semiconductor lasers [1–5]. Multiple 

QWs (MQWs) offer several advantages over using single QWs, including reduced threshold current 
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[6], decreased sensitivity to temperature variations [7] and improved quantum efficiency [8]. 

Moreover, adjusting the thickness [9, 10] and number of QWs [11] allows tuning of the emission 

wavelength due to carriers interactions within the laser [12, 13], thus enhancing the overall laser 

performance (under specific assumptions in terms of homogeneity). 

Central to the performance of semiconductor lasers is the bandgap energy (Eg), a fundamental 

property governing optical transitions. Management and engineering of the Eg is essential in designing 

various laser applications. InxGa1-xAs has a direct Eg which is intrinsically linked to the Indium (In) 

concentration, playing a key role in tuning laser emissions to wavelengths ranging from 1300nm to 

1550nm, predominantly used in telecommunication applications [1, 5, 14]. Additionally, the In 

concentration directly influences the lattice constant [15], which in turn determines the type and 

magnitude of strain within the layers. Both compressive and tensile strain can significantly alter the Eg 

value by modifying the energy levels of the orbitals, an effect well documented in various works [16–

22]. In fact, strain engineering or strain management is commonly used as an approach to varying the 

Eg. Thus, understanding the interplay between composition, strain and Eg is essential for the design of 

the next-generation metamorphic lasers.  

Traditionally, a variety of techniques are used to measure the Eg including UV-Vis spectroscopy [23], 

X-ray photoelectron spectroscopy [24] and photoluminescence [25]. While effective for bulk 

materials, these techniques are often limited by spatial resolution. Studies at the nanoscale can reveal 

physical phenomena that are not apparent at larger scales especially given the potential heterogeneity 

in composition, strain, and defects within the thin film, which can create localised states within Eg. 

Low-loss electron energy loss spectroscopy (EELS) [26, 27] offers a significant advantage by probing 

the capability to probe the electronic structure at high spatial resolution with comparable energy 

resolution to traditional techniques [28, 29], making it the ideal tool for measuring the Eg at the 

nanoscale [30]. This technique has been applied to various semiconductor materials including 

Cu(In,Ga)Se solar cells [31], CdSe quantum dots (QDs) [26], alpha-alumina grain boundaries [32], 

WS2 nanoflowers [33] and MoxW1-xS2 nanoflakes [34]. While low-loss EELS has been used in InxGa1-

x As structures to measure the Eg in QDs [35] and nanowires [36], to the authors knowledge, spatially 

resolved Eg measurements in multiple InxGa1-xAs QWs, integrated in a device architecture such as 

metamorphic lasers, remains unexplored. 

 

This study employs low-loss EELS to investigate spatial variations in the Eg across three stacked QWs 

within an In0.40Ga0.60As QW/GaAs metamorphic laser structure. The localised strain and In 

concentration across individual QWs are also investigated and correlated to the measured Eg values. 

This work highlights the delicate role that composition and strain play on the Eg of InxGa1-xAs QWs, 

contributing towards a better understanding of the nanoscale mechanisms that govern their electronic 
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and optical properties. These findings provide a deeper understanding of the factors affecting the Eg 

and how variations across individual QWs may impact the final laser emission.  

 

Results and Discussion 
 

In atomic fraction mapping 

Figure 1a displays the high angle annular dark field-scanning transmission electron microscopy  

(HAADF-STEM) overview of the metamorphic laser structure, a schematic diagram of the full 

structure is detailed in Fig. S1 in Supplementary information (SI), and elsewhere [37, 38]. The area of 

interest is that containing the multiple QWs as shown in Fig. 1b. This region consists of a 5nm GaAs 

interface controlling layer (CIL), a 7nm In0.40Ga0.60As QW followed by a 20nm In0.13Ga0.87As barrier 

(all nominal thickness), repeated three times. For clarity, the QW here referred as the bottom QW is 

that nearest to the InxGa1-xAs MB, while the top QW is that furthest away from MB. The measured 

thickness of all QWs is ~8.6nm (Table S1), with some visible roughness at the interfaces (Fig. 1b). 

 

Figure 1. HAADF-STEM overview (a) and the In0.40Ga0.60As QWs region (b). 

The Eg is significantly influenced by both In concentration and strain [16–20, 39, 40]. The 

relationship between In concentration and the resulting Eg is well established. Previous reports by 

Goetz et al. [39] and Fleischmann et al. [40] have demonstrated that increasing the In concentration 
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increases the emission wavelength, thereby decreasing the Eg. For QWs, the Eg is also intrinsically 

linked to the dimensions of the confinement, if confined. Any variations in the composition or 

thickness of a material such as InxGa1-xAs will lead to changes in the band structure, consequently 

affecting its Eg.  

Figure 2 displays the In atomic fraction (at. %) maps across all QWs, highlighting a clear 

inhomogeneous distribution of In (particularly near the interfaces) which varies between individual 

QWs. For clarity, In0.40Ga0.60As QW, here expressed in mole fraction, indicates that 50% of the atoms 

are As, 30% are Ga and the remaining 20% are In. The average In at. % for the bottom, middle and 

top QWs are 19.9±4.2 at. %, 21.0±4.1 at. % and 19.7±4.4 at. %, respectively, in agreement with their 

nominal composition. However, the distribution of In within each QW varies, ranging from ~15 at. % 

near the interfaces to ~35 at. % at the centre of the QWs (Fig. 2 and Fig. S2). These variations are 

significant, as compositional asymmetry has been shown to induce shifts in the Eg [29, 41, 42]. For 

example, the middle QW exhibits an In concentration at its centre of ~30 at. %, equivalent to a 

composition of In0.60Ga0.40As, which would result in a Eg of ~0.68eV. This would represent a decrease 

in the Eg of ~0.2eV compared to the expected Eg for In0.40Ga0.60As of 0.894eV [43].  

It is worth noting that the chemical composition appears less controllable in lasers grown on 

metamorphic buffers, likely due to the strain management required on what are overall non-planar 

surfaces. The surface displays a so-called crosshatched pattern, which may enhance In diffusion 

during growth [37]. While strain engineering is an alternative, and sometimes complementary, 

approach to varying the Eg variations in the In concentration are expected to further impact strain 

levels. Thus, the strain levels across all QWs are next investigated and correlated to the measured In 

concentration. 
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Figure 2. In at. % colour map for the bottom (a), middle (b) and top (c) QWs region, and 

representative In at. % profile for the top QW (d). The blue solid line denotes the experimentally 

measured In at. % with its uncertainty (shaded area). The secondary x axis indicates x in InxGa1-xAs. 

 

Strain Analysis 

The effect of strain on the Eg in III-V semiconductors has been both studied theoretically [20, 44, 45] 

and experimentally [46, 47]. Strain modifies energy levels of the orbitals, which depending on the 

strain and system, will change the Eg. Kuo et al. showed that biaxal tensile strain in InxGa1-xAs 

epilayers on GaAs (and InxGa1-xP on InP) leads to a reduction in the Eg, while the opposite effect was 

observed for compressive strain [16]. Similarly, Gal et al. experimentally demonstrated that for 

In0.17Ga0.83As QWs the magnitude and sign of strain can be altered as a function of thickness thereby 

inducing changes in the Eg [21]. Furthermore, it QWs is has been shown that for certain combinations 

of strain and QW thickness the quantum confinement can further affect the strain induced band 

modifications [18].  

The strain for a film grown on a substrate (ε) is typically expressed as: 

ε = al-aref

al
 ×100%                                                     (Eq 1) 
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Where al is the lattice constant of the layer of interest and aref is the lattice constant of the reference 

layer. In this work, the In0.13Ga0.87As barrier is used as the reference region for all strain measurements 

here presented, which based on Vegard’s law has a lattice constant of 5.7059Å. It should be noted that 

the experimental In at. % for the In0.13Ga0.87As reference region was found within the nominal 

concentration (Fig. 2d and S2) and thus no significant change in the lattice parameter is expected.  

In previous work [48], we demonstrated that for these type of metamorphic lasers the general trend is 

that the strain varies significantly along the growth direction, having either compressive or tensile 

strain, while the strain parallel to the interface remains largely homogenous. The sample investigated 

in this work exhibits the same trend. Figure 3 shows the strain along the growth direction [200] (εyy) 

for all QWs, the full analysis is detailed in the SI. Negative strain values indicate tensile strain relative 

to the reference region (In0.13Ga0.87As barrier), whereas positive values indicate compressive strain.  

Considering the lattice constants of the nominal concentrations for the In0.40Ga0.60As QWs, and 

In0.13Ga0.87As barrier, are 5.8152Å and 5.7059Å, respectively, it is expected (as per Eq. 1) that the 

strain in the QWs will be compressive. On the other hand, the GaAs CIL possesses a smaller lattice 

constant (5.6532Å) than the In0.13Ga0.87As barrier (5.7059Å), resulting in a negative strain value 

indicating tensile strain. The measured strain analysis confirms that in the growth direction the GaAs 

CIL layer is under tensile strain, and the QWs are under compressive strain (Fig. 3). The average εyy  

strain values indicate that the strain is highest for the top QW and lowest for the middle QW, with the 

top and bottom QWs exhibiting similar values: 2.71±1.62% for the top QW, 0.95±4.93% for the 

middle QW and 2.33±1.59% for the bottom QW. The uncertainties quoted are the standard deviation, 

as outlined in the SI. The strain value for the middle QW is unexpected, it exhibits areas of tensile 

strain, leading to a reduction in overall strain and a higher uncertainty. The reason for this is unclear 

given there is not significant difference in the In concentration compared to the other QWs. A possible 

source of error could arise from the strain difference between the nominal concentration In0.40Ga0.60As 

and the reference area (In0.13Ga0.87As), which is 1.88%. However, the strain analysis for all three QWs 

falls within 1.88%, considering uncertainties. Additionally, extensive analysis was trailed under 

different conditions for this region which resulted in similar trends with different considerations and 

possible artefacts on the processing of the STEM images for geometric phase analysis (GPA) 

examined to ensure the accuracy of the strain maps (see SI, Figs. S4-S9). 

The strain profiles for all QWs reach a maximum at the centres, as high as ~4% for the top and bottom 

QWs, which correlates with the higher In concentration at these points (Fig. 2.) Further agreement 

with the In concentration profiles is observed near the top and bottom interfaces (Fig. 3 and Fig. S10), 

where significant variations in the strain profile are evident for all QWs. Despite this qualitatively 

agreement with the In concentration, the measured strain values in the QWs greatly differ from the 

expected values based on the measured In concentration. For example, the strain at the centre of the 
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top QW (4nm from the GaAs interface) is 3.81±1.07% with respect to In0.13Ga0.87As barrier. 

According to Vegard’s law, this strain would correspond to an In concentration of In0.68Ga0.32As, 

equivalent to 34 at. % In. However, this estimated concentration greatly exceeds the measured In 

concentration at this point (22.11±2.86 at. %). A similar deviation is observed for the middle QW, 

where the strain measured at the centre (εyy = 0.19±7.97%) would indicate an unrealistically low In 

concentration (7.95±<7.95 at. %). While there is a clear correlation between chemical composition 

and strain, the discrepancy in the values highlights the complexity of quantitatively correlating strain 

and composition measurements. This suggests that other mechanisms may be influencing the results. 

Having identified variations for the In concentration and strain, the next section delves into measuring 

the Eg across all QWs. 

 

Figure 3. Strain analysis. HAADF-STEM viewed down [1 1 0] zone axis image (a,c,e) and εyy strain 

map (b,d,f) for the bottom (a,b), middle (c,d) and top (e,f) QWs.  
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Bandgap measurements across multiple QWs 

The optical Eg can be phenomenologically calculated as described by Nahroy et al. [43], which states 

that at 300K, the Eg of InxGa1-xAs can be expressed in terms of the In mole fraction (x), as defined in 

Equation 2:  

 Eg(x)=1.425eV-x 1.501eV+ x2 0.436eV  (Eq. 2) 

 

For the nominal QWs composition of In0.40Ga0.60As, the expected Eg is 0.894eV. While this equation 

does not consider the QW thickness which is known to affect the Eg in InxGa1-xAs QWs [49], it does 

provide a good approximation given that all QWs are nominally identical. Additionally band bending 

[50] is not expected to significantly impact the QWs due to the relatively large separation between 

them in the laser structure, allowing each QW to be considered independently. 

 

Low-loss EELS was used to measure the Eg across all QWs. The spectra was corrected for Cerenkov 

radiation  as described in the methods and SI, following the procedure published in [27]. Cerenkov 

radiation is emitted when electrons travel fastere than light through a medium, causing a reduction in 

the measured Eg [51, 52]. The corrected Eg values show the same trend as the uncorrected data, but 

with higher Eg values (Fig. S12). Figure 4b summarises the spatially resolved Eg measured across all 

QWs, from the bottom (position 1) to the top interface (position 6), as indicated by the yellow 

rectangles in Fig. 4a and marked by the arrow. Full Eg profiles for the adjacent layers are presented in 

Fig. S13. The average Eg values for the QWs are 0.900±0.017eV for the top QW, 0.923±0.015eV for 

the middle QW and 0.883±0.021eV for the bottom QW (Fig. 5a). This indicates a variation between 

individual QWs, with the bottom QW having the lowest Eg, followed by the top QW and the middle 

QW having the highest Eg.  

These values are within the range of the sample’s bulk emission measured by photoluminescence (PL) 

[37] (Fig. S14) which has the main emission peak at ~1360nm (Eg = 0.914eV) with a full width half 

maximum extending from 1320nm to 1410nm (Eg = 0.941eV - 0.881eV). Interestingly, subtle spatial 

variations within the individual QWs can be observed, particularly for the bottom QW which exhibits 

an apparent asymmetry near the interfaces, with the Eg values increasing towards the In0.13Ga0.87As 

barrier and decreasing towards the bottom GaAs CIL. The subtle fluctuations in Eg with and between 

individual QWs is lost when EELS is acquired over all 3 QWs due to the lower spatial resolution (Fig. 

S16), further highlighting the importance of spatially resolved measurements.  
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Figure 4. Eg analysis. Representative HAADF-STEM image of the middle QWs (a), and the 

corresponding measured Eg (b) corrected for Cerenkov: bottom (red diamond), middle (green 

hexagon) and top QW (blue circle). The Eg was measured horizontally as indicated by the yellow 

markings in a). The secondary axis shows the corresponding emission wavelength. The dashed grey 

line represents the calculated Eg for In0.40Ga0.60As from Nahroy et al. [43].  

 

Correlating the strain trends to the measured Eg, both the average εyy strain and Eg do not significantly 

differ between the bottom and top QWs, while the middle QW exhibits the lowest average strain 

values and the highest Eg (0.923±0.015eV). The strain is at its lowest near the GaAs interface, 

consistent with the In content. Thus, a similar trend would be expected for the Eg. However, 

surprisingly, only the bottom QW shows slightly different values for the calculated Eg near the 

interfaces, albeit asymmetric.  

Thickness variations in the lamella were considered as a potential source of the differences in the 

measured Eg. Relative thickness (t/λ) varies from ~0.42 to 0.52 t/λ across the QWs, with the lamella 

thickness slightly increasing at the centre of the of the QW (Fig. S15). However, this is not reflected 

in the measured Eg, indicating that the thickness variations between individual QWs are not large 

enough to influence the Eg measurements.  

To better understand these variations, we consider the composition effect on the Eg. Figure 5a shows 

the measured average Eg and In concentration for each QW. All values are near the Eg calculated 

using Eq. 2 (dashed purple line in Fig. 5a) and within the PL measurements, demonstrating that the Eg 

values calculated from low-loss EELS are reasonable. However, subtle variations in the Eg are evident 

values across the QWs, particularly within the bottom QW (Fig. 5b) where an asymmetry is more 
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apparent, with only the central values falling within the expected range for the measured In 

concentration, after accounting for uncertainties. 

Density Functional Theory (DFT) simulations were conducted to further understand the effects of 

strain and composition on the Eg, and correlate these to the observed trends for the measured Eg. 

Figure 5c-d present the simulated low-loss EELS for various InxGa1-xAs alloys under different strain. 

These simulations consider the strain to be uniaxial (as shown in the inset in Fig. 5d) and do not 

account for surface effects or Cerenkov radiation. Moreover, DFT underestimates the onset energy 

and in turn Eg due to derivative discontinuity [53, 54]. Despite these limitations, this approach is 

known to have good reproducibility, making it ideal for identifying trends related to changes in strain 

and chemical composition [55, 56]. 

 

Figure 5. Comparison of the calculated Eg value and average measured Eg values for all QWs (a) and 

Eg values at each position (1-6) in the bottom QW (b) as function of In mole fraction (x). The 

calculated Eg as a function of x (dotted purple line) based on Eq. 2, from Nahroy et al. [45]. Simulated 

EELS energy onset as a function of x in InxGa1-xAs (c) and for In0.375Ga0.625As as a function of strain 

(d). Insert in 5d is a schematic of the uniaxial strain applied in the simulation. 

 

Figure 5c shows the onset energy as a function of x in InxGa1-xAs. In general, the simulations indicate 

that irrespective of the strain regimen energy onset decreases as the In concentration increases, with 
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the most drastic changes observed for the highest strain magnitudes. For compositions between x = 

0.1 – 0.6 the compressive strain exhibits the lowest energy onset values compared to tensile strain. 

Figure 5d plots the change in the energy onset and the corresponding loss function for the 

In0.375Ga0.625As composition, close to the QWs nominal composition (In0.40Ga0.60As), as a function of 

strain. Additional plots for other compositions are shown in Fig. S19. For this composition, the energy 

onset is lower for high compressive strain values and shifts to higher energies for larger tensile strain 

values. Further highlighting that high strain magnitudes are needed to significantly affect the Eg, in 

agreement with previous reports [45], and indicating that the In content plays a more predominant role 

in the resulting Eg for a wide range of compositions and relatively low strain values. This provides a 

more direct correlation for the Eg variations observed between the individual QW’s and within them. 

While these trends provide significant insights, they suggest there may be additional factors 

influencing the measured Eg. This opens up exciting avenues for further investigations into effects 

such as interface effects, where imperfections from the growth can lead to rough or asymmetric 

boundaries between layers that may induce offsets which can alter the Eg [57, 58]. Previous work in 

other QW systems have demonstrated that interface fluctuations can have a pronounced impact for 

thinner QWs [6].  

 

Conclusions 

This study presents a comprehensive analysis of spatially resolved Eg across multiple InxGa1-xAs QWs 

in a metamorphic laser structure, employing STEM and low-loss EELS. It explores the influence of In 

concentration and strain on the Eg, to two main factors widely accepted to influence it.    

Our findings reveal significant variations in In concentration within the QWs, particularly near the 

interfaces. GPA strain mapping confirmed that the QWs are under compressive strain, with the strain 

values varying along the growth direction (εyy). Qualitative agreement was found between the 

fluctuations in the In concentration and strain. The average Eg values were found to be in the range of 

0.89eV-0.92eV, close to the predicted 0.90eV for the QWs’ nominal In concentration and within the 

range of the bulk emission measured by PL. Importantly, clear variations between individual QWs 

and subtle changes within the QWs (particularly for the bottom QW) were observed, revealing details 

that are lost in the bulk measurements. DFT simulations support the overall observed trends, 

indicating that the In content plays a predominant role in influencing the Eg. However, the fluctuations 

in the Eg values across individual QWs could not be directly correlated to strain or composition alone.  

Our results underscore the critical role of nanoscale composition and strain management in 

determining the electronic and optical properties of metamorphic lasers. The discrepancy between 

measured and predicted values suggests the influence of other factors such as interface and surface 
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effects. Moreover, it highlights the need for further simulations where the size of the QW and local 

ordering is considered.   

Overall, these results offer a valuable insight that can inform the design of the next-generation 

metamorphic lasers, highlighting the effect of localised chemical inhomogeneity and strain on the 

final device emission. 

 

Methodology 
 

Sample. The In0.40Ga0.60As QW/GaAs metamorphic laser sample was grown via metal organic vapour 

phase epitaxy (MOVPE), detailed growth conditions and purity levels are reported elsewhere [37, 60]. 

Lamella were prepared using a TESCAN Lyra 3 dual beam Focussed Ion Beam/Scanning Electron 

Microscope (FIB/SEM) via conventional in-situ lift out procedure [61]. Lamella were further thinned 

using a Gatan Precision Ion Polishing System (PIPS) II system, followed by a final cleaning with a 

Fischione Model 1040 NanoMill, and baked at 125°C overnight prior to EELS acquisition.  

Electron Microscopy Techniques. A Nion UltraSTEM 100MC 'HERMES’, fitted with an energy 

resolution monochromator and cold field emission gun, was used to perform EELS and STEM 

imaging [62]. The operating voltage for EELS and STEM were 60kV. The electron optics were 

adjusted to a convergence angle of 30mrad and a probe size of ~1.4Å. EELS spectrum images were 

recorded with a NION IRIS high energy resolution spectrometer equipped with a Dectris ELA hybrid 

pixel direct counting electron detector. The energy resolution of the experiments was ~ 30meV 

determined by the monochromator selection slit. The collection angle of EELS was 44mrad and 

spectra were acquired at 5meV/channel. All raw EELS spectra were aligned and denoised using 

principal component analysis (PCA) before analysis [63], as detailed in the SI. Additional imaging 

was performed on the Nion UltraSTEM 100 electron microscope operated at 100kV. The electron 

optics were adjusted to a convergence angle of 30mrad and a probe size of ~0.9 Å. HAADF images 

were acquired as a rotational frame series (90° between frames), to eliminate stage drift and scanning 

distortions. The dataset were averaged by rigid and non rigid registration [64].  

Energy dispersive X-ray spectroscopy (EDX) was acquired with a Thermofischer Talos F200-X at 

200kV equipped with four in column Super X detector at an angle of 0.9sr, with a dwell time of 30ms 

and a pixel size of 0.131nm. For elemental quantification, Kα peaks were used to quantify Ga and As 

while In was quantified with the Lα peak. Background corrections were done using Brown-Powell 

Ionization cross section model [65].  In atomic fraction (at. %) maps were generated from extracting 

the In at. % at each pixel in the recorded EDX dataset and applying a colour map in MATLAB. 
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Strain mapping was carried out using GPA [66] in Strain ++ [67] on HAADF-STEM images. For 

GPA analysis, the reference region is In0.13Ga0.87As, using the g vectors g=22̅0 and g=002, with a 

mask size (3σ) of ~12.33. All images presented in the main manuscript were cropped from 1024x1024 

pixels to 750x750 pixels and not rotated with further details provided in the SI. Theoretical strain was 

calculated using the formula for strain in a layer outlined in Dunstan et al. [68], with lattice 

parameters derived by Vegard’s law [15]. 

In order to measure the experimental Eg, we begin by preparing our data for optimal fitting. The zero-

loss peak is removed from the three QWs by fitting a general power law model [69] and eliminate 

possible contributions from Cerenkov radiation. Further details on this process are provided in SI. 

Finally, once the spectrum is corrected, we divide the QWs into 6 horizontally equal-sized regions and 

obtain a global spectrum from each of them by summing the spectra of all the pixels in these regions. 

After preparing the spectrum and obtaining the 6 global spectra, we perform and automated fitting of 

the direct Eg  𝐼 ~ 𝐴(𝐸 − 𝐸𝑔)0.5
            (Eq. 3) 

Where I is intensity of the signal, A is a constant and E is Energy [41].  

Simulations. DFT simulations were performed using the CASTEP code [70], a plane-wave and 

pseudopotential based implementation of DFT. The plane wave basis set was converged to 1500eV, 

with a Monkhorst Pack grid of 10x10x10 points used throughout. This grid was optimised on the cell 

with the smallest real-space lattice parameters ensuring a minimum quality of calculation throughout. 

Structures were relaxed to better than an energy convergence of 2x10-5eV per ion and a force 

convergence of 5x10-2eV Å-1, with a stress convergence of better than 1MPa.  The recently developed 

meta-Generalized Gradient Approximation (GGA) functional RSCAN [71] was used to perform the 

simulations, ensuring a state-of-the-art treatment of the electron correlations within the system. This 

functional will, as a semi-local functional, show the derivative discontinuity problem that leads to the 

underestimation of the Eg. Finally, post-processing of the loss function was performed with the 

OPTADOS package [72, 73] and an adaptive smearing [74] of 0.4eV. 
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Supplementary Information 

In Atomic Fraction Mapping 

The full structure of the metamorphic laser consists of a GaAs (001) substrate misoriented 6° towards 

[1 1 1]A with a 1µm thick parabolic graded InxGa1-xAs metamorphic buffer (MB) with an In 

concentration varying nominally from 0<x<0.18, deposited on top. After the MB, an AlxInyGa1-x-

yAs/In0.62Ga0.38P superlattice n-type cladding layer is added with a separate confinement 

heterostructure (SCH) consisting of AlxInyGa1-x-yAs/In0.62Ga0.38P acting as the barrier layer to the 

active region. The active region consists of a repeated stacking of GaAs Interface Controlling layer 

(CIL), In0.40Ga0.60As QW and an In0.13Ga0.87As barrier layer as outlined in the main manuscript. After 

the active region, a second SCH layer is grown followed p-type AlxInyGa1-x-yAs/In0.62Ga0.38P SL 

cladding. Finally, an InxGa1-xAs contact layer is placed after the cladding, completing the full 

structure. Further details and characterisation of this structure can be found in Mura et al. [1]. 

 

Figure S1. Schematic diagram of metamorphic laser investigated. From [1].  

 

Given that the QW thickness can significantly impacts the bandgap (Eg), the thickness of each QW 

was measured and compared to their nominal thickness. Table S1 shows that the QWs have 

comparable   thicknesses, slightly thicker than the nominal 7nm. 

QW Thickness (nm) 

Bottom 8.54±0.17 

Middle 8.64±0.10 

Top 8.60±0.17 

Table S1. Measured thickness of QWs. 
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Figure S2. Atomic fraction profile for the bottom (a) and middle QW (b). The red/green solid line 

denote the experimentally measured In at. % and the shaded area correspond to the uncertainty in the 

bottom/middle QW respectively. The secondary x axis indicates to x in InxGa1-xAs.  

 

Figure S2 shows the In atomic fraction profile for both the bottom and middle QWs. We see similar 

trends and In concentration values, as seen in the top QW (Fig. 2d in the main manuscript). The 

average In at. % is presented in Table S2, indicating that the average concentrations are similar to 

each other. 

QW In (at.%) 

Bottom 19.9±4.2 
Middle 21.0±4.1 

Top 19.7±4.4 
Table S2. Average In at.% across QWs. 

 

We also checked the concentration of the lower In0.13Ga0.87As barrier, which will be used as a 

reference region in later Geometric Phase Analysis (GPA). Table S3 shows the In at. % in the lower 

In0.13Ga0.87As barrier (the barrier layer below the GaAs CIL layer that is underneath the In0.40Ga0.60As 

QW) near the bottom, middle and top QW are 6.8±0.9 at.%, 6.6±0.8 at.% and 6.6±0.8 at.%  

respectively. These In at.% of nominal In0.13Ga0.87As barrier is 6.5%, which the measured In at.% all 

three QW’s are within. Therefore, in the theoretical strain calculations, we can use that the nominal 

In0.13Ga0.87As barrier as reference region.  

QW  In (at.%) of lower In0.13Ga0.87As barrier 

Bottom 6.8±0.9 

Middle 6.6±0.8 

Top 6.6±0.8 

Table S3. Average In at.% in In0.13Ga0.87As two layers below bottom, middle and top QW. 
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Strain Analysis 

The first step for the strain analysis via GPA was to crop the HAADF-STEM from 1024x1024 pixels 

image to 850x850 pixels to reduce edge effects in the GPA analysis. Using a mask size (3σ) of 12.33 

in Strain ++, the g=002 is selected in the Fast Fourier Transform (FFT) as shown in Fig. S3b. The 

phase map is then tuned in the lower In0.13Ga0.87As barrier area until the phase map is homogenous as 

possible (Fig. S3c). This process is repeated using the g=𝟐𝟐̅𝟎 vector (Fig. S3d) with the final εyy (Fig. 

S3e) and εxx (Fig. S3f) strain maps obtained. 

Figure S3. Illustration process of GPA strain mapping using bottom QW. HAADF-STEM image 

viewed down [1 1 0] zone axis of area of interest (a) and corresponding FFT image (b). Final phase 

after tuned with respect to the reference region using g=002 (c) and g=22̅0 (d). Convert final phase 

image to yield εyy (e) and εxx (f) strain map. Red and green circle in b represent mask location for 

g=002 and g=22̅0 respectively. Blue box in c and d represents reference region. 

 

In GPA strain analysis, while qualitative observations are often discussed, precise quantitative 

information and the associated uncertainties are not extensively considered. For an average value of 

the strain measurements and similarly the In atomic fraction, two key expressions denote uncertainty 

within the values which are standard deviation (σ) and standard error (SE). σ quantifies the variation 

around the mean in a dataset and is mathematically expressed as  

𝜎 =  √∑(𝑥𝑖−µ)2𝑁       (Eq S1) 



24 

 

Where xi represents a single data point, N is the total number of datapoints and µ is the mean. SE can 

be derived as  𝑆𝐸 =  𝜎√𝑁      (Eq S2) 

The differences between SE and σ will now be illustrated in an example using GPA strain 

measurements further detailed in the main manuscript. A line profile from the In0.40Ga0.60As QW layer 

from the resultant εyy strain map (see Fig. S4) was taken over an area of 378 x 53 pixels with each 

pixel representing a εyy datapoint. 

 

 

 

 

 

 

 

 

 

 

Figure S4. εyy strain map of In0.40Ga0.60As bottom QW region (see manuscript). 

 

Pixel size εyy σ SE 

378 x 53 2.33 1.59 0.01 
Table S4. Average εyy, σ and SE in boxed region in Figure S4. 

 

The recorded average strain εyy in the bottom QW (highlighted area in Fig. S4) is 2.33%, with an 

associated σ and SE of 1.59% and 0.01%, respectively, as shown in Table S4. The small SE value is 

attributed to the large number of pixels considered in the calculation. Since the area of interest 

exhibits fluctuations of ~2%, quoting the standard deviation as the uncertainty for GPA in this 

investigation was considered to be a reasonable approach. Similar conclusions were seen with the 

middle and top QW with a similar argument applicable for quotation the In atomic fraction 

uncertainty in σ. 

 



25 

 

 

Figure S5. Strain analysis. HAADF-STEM viewed down [1 1 0] zone axis images (a,c,e) and εxx 

(b,d,f) of bottom QW (a,b), middle QW (c,d) and top QW (e,f). All images cropped to pixel size 750 x 

750. 

 

To remove scanning artifacts in the initial HAADF-STEM image was attempted using a combination 

of cropping and rotation of the image. For cropping, a box was placed in the centre of the image as 

shown in Fig. S6b with parts of the images removed. The cropped image which does result in a 

change in the strain maps comparing both εyy (Fig. S6b with Fig. S6e) and εxx strain maps (Fig. S6c 

with Fig. S6f). The full εyy plot under the different cropping conditions for the bottom QW is presented 

in Fig. S7. After trialling the crop with all three In0.40Ga0.60As QW’s, it was found that cropping to 750 

pixels x 750 pixels gave the best results. 
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Figure S6. Strain analysis. HAADF-STEM viewed down [1 1 0] axis images of bottom QW (a,d) with 

corresponding εyy (b,e) and εxx (c,f) strain maps. Red box in a denotes the cropping region in the 

1024x1024 pixels size original image to create the 850x850 pixel size cropped image.  

 

 

 

 

 

 

 

 

 

 

Figure S7. εyy strain line profile for bottom QW under different cropping with number denoting pixel 

size: 750 pix x 750 pix (blue), 850 pix x 850 pix (orange), 875 pix x 875 pix (gold), 900 pix x 900 pix 

(red), 925 pix x 925 pix (green), 950 pix x 950 pix (cyan) and 1024 pix x 1024 pix (brown). The 

calculated εyy (solid purple line in c) is derived using Eq. 2 in the main manuscript and the nominal 

concentration for each layer. 
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Figure S8.  Strain analysis. HAADF-STEM viewed down [1 1 0] zone axis images for the bottom QW 

(a,d,g,j) with corresponding εyy strain map (b,e,h,k) and εxx  strain map (c,f,i,l) under different 

rotations: no rotation (a-c), 10° (d-f), 20° (g-i) and 30° (j-l). All images cropped to pixel size 750 x 

750. 

 

Turing our attention to rotation, it was observed that rotating the HAADF-STEM image clockwise 

would decrease the intensity of the of peaks as observed in Fig. S9. However, it was found that for the 

other QW’s, the rotation would not improve the reduction in the peak intensity significantly.  
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Figure S9. εyy strain line profile for bottom QW under different clockwise rotations: no rotation (red), 

10° (green), 20° (blue) and 30° (yellow). Data from images cropped to pixel size 750 x 750. The 

calculated εyy is derived using Eq. 1 and the nominal concentration for each layer. 

 

To ensure consistency and see if there is further potential improvement to the results, analysis using 

the g=22̅0 and g=004 and corresponding Bright Field (BF)-STEM images was conducted. While the 

use of g=22̅0 and g=004 vectors for GPA did reduce the strain and showed the strain increasing 

towards the centre of the QW, the average εyy values from g=22̅0 and g=002 were more sensible. 

Similarly, BF-STEM images showed that strain was generally highest in the centre of the QW, 

matching the trends seen in the HAADF images albeit values that such as tensile strain in the QW that 

were not considered reasonable. After all checks, it was decided that the images used for the main 

analysis would be the HAADF images cropped to 750x750 pixels with no rotation. The εyy plots for 

the results used in the main manuscript is shown in Fig S10. 
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Figure S10. εyy strain line profile for all QWs: bottom (red), middle (green) and top QW (blue). The 

calculated εyy (solid purple line in c) is derived using Eq. 1 in the main manuscript and the nominal 

concentration for each layer. 

 

Bandgap measurements  

After obtaining the raw electron energy low spectroscopy (EELS) spectra, the initial procedure 

involves aligning the spectra to ensure the zero-loss peak (ZLP) is precisely at 0eV. This alignment 

was carried out by using the "align peak" function in Digital Micrograph (DM). Examination of the 

ZLP (Fig. S11) post-alignment indicated that all peaks were within 0.005eV of 0eV. Considering that 

the resolution of the monochromator is 0.005eV, it was determined that the ZLP had been 

successfully aligned. 

After alignment, the spectra were denoised using Principal Component Analysis (PCA) in DM. PCA 

determines the number of significant components present in the spectra via a scree plot, which depicts 

eigenvalues as function of components. The optimal number of components was determined when the 

eigenvalues showed minimal change i.e. the curve levels off. Based on the scree plots, it was 

consistently observed that the optimal number of significant components was 10. 
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Figure S11. Aligned Raw EELS spectra from the bottom QW. Black dotted line denotes -0.005eV and 

0.005eV. Black double head arrow represents the Full Width Half Maxima (FWHM) for the spectra. 

 

Due the presence of parasitic signal in the low loss, such as Cerenkov radiation, simulations are 

required to extract this noise in order to accurately calculate the Eg. These simulations are based on 

classical electrodynamics, with the materials described by their frequency-dependent, local dielectric 

functions. The energy-loss probability is directly separated as the sum of a bulk contribution, which is 

independent of geometry and proportional to the path length traveled inside each material, and a 

surface term determined by the interface morphology. In these samples, the surface term is negligible 

due to the dielectric proximity of the different interfaces, so will only consider the bulk contribution. 

Both retarded (Γ𝐵𝑢𝑙𝑘𝑅 ) and non-retarded (Γ𝐵𝑢𝑙𝑘𝑁𝑅 )  (i.e. assuming an infinite speed of light) calculations 

were performed and compare them to assess the role of Cerenkov radiation emitted by the fast 

electrons in their interaction with the bulk materials and, as  expected, this affect considerably in the 

region were we have to fit the Eg. Based on the information provided by the simulated retarded and 

non-retarded spectral images, we correct the experimental data by subtracting parasitic contributions 

associated with Cerenkov radiation. The correction function (𝐹𝑐𝑜𝑟𝑟) is the ratio between the non-

retarded bulk loss and the retarded loss (Eq. S3). This function allows to transform the experimental 

spectrum image (𝑥) to the corrected spectrum image (𝐹𝑐𝑜𝑟𝑟(𝑥)) [2]. 

𝐹𝑐𝑜𝑟𝑟(𝑥) = Γ𝐵𝑢𝑙𝑘𝑁𝑅Γ𝐵𝑢𝑙𝑘𝑅 · 𝑥     (Eq S3) 

After that, we perform an automated bandgap fitting in this corrected spectrum. To achieve this, a 

fitting algorithm evaluates, for each global spectrum, all possible energy ranges within a specified 

range centered at the reported bulk Eg value of the material. This adaptive range analysis is employed 

to make the computational cost manageable and to minimise the occurrence of outliers. A goodness-

of-fit analysis is then conducted to determine the optimal spectral position at which these 

characteristic Eg energy patterns are located. Given the properties of the dataset and the data analysis, 

the statistical parameter used for this analysis is the coefficient of determination (r2). In each 

spectrum, we identify the energy range where the fitting yields the highest r2 value and we utilise this 

fitting for calculate the Eg value. The error provided for each Eg is the uncertainty from the fitting 

procedure. 
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Figure S12. Eg analysis. Representative HAADF-STEM images of the middle QW (a), and the 

corresponding measured Eg uncorrected for Cerenkov (b): bottom (red diamond), middle (green 

hexagon) and top QW (blue circle). The Eg was measured horizontally as indicated by the yellow 

marking in a). The secondary axis indicates the corresponding emission wavelength.  
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Figure S13. Eg variations across 

neighbouring layers (a,c,e) and Eg map 

(b,d,f) for bottom (a,b), middle (c,d) 

and top (e,f) QW. 

 



33 

 

 

 

 

 

 

 

 

Figure S14. Photoluminescence spectra of QWs. From [1]. 

 

Figure S15 shows the Eg analysis for all of the QW’s in the EELS acquisition which has a lower 

spatial resolution compared to the individual file for the QW used in the main manuscript. We observe 

that there is no significant Eg variation between the position within each QW and as an average over 

all of the QW’s. This could be due the similarities in the ZLP for each QW EELS spectra which were 

all nearly identical, likely because of the lower spatial resolution, that would consequently carry over 

when processed to calculate Eg. Overall, these results highlight the of the importance and motive for 

using individual QW EELS spectra with higher pixel resolution to resolve the Eg of the QWs.  

Figure S15. Eg analysis. Representative HAADF-STEM images over all 3 QW’s (a), and the 

corresponding measured Eg corrected for Cerenkov (b): bottom (red diamond), middle (green 

hexagon) and top QW (blue circle). The Eg was measured horizontally as indicated by the yellow 

markings for the top QW in a). The secondary axis indicates the corresponding emission wavelength. 
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Potential lamella thickness effects were investigated by measuring the relative thickness (t/λ) across 

the QWs for the sample used for low loss EELS. This was done using the relative thickness function 

in Digital Micrograph across all three QWs and then taking the t/λ value at each position as shown in 

Fig. S16. The bottom QW is the thinnest and the top QW is the thickest area, ranging from ~0.42 to 

0.52 t/λ. A common feature is that the thickness increases at the centre of each QW. Upon examining 

the Eg measurements, it was determined that the difference in lamella thickness is not large enough to 

affect the measurements.  

 

 

 

 

 

 

 

 

 

 

Figure S16. Relative thickness (t/λ) plot at each position for the bottom (red diamond), middle (green 

hexagon) and top (blue circle) In0.40Ga0.60As QW. 

 

The Cerenkov corrected Eg and measured In concentration for the middle and top QW are presented in 

Figure S17. For all QW, positions 2-5 compare well with the optical Eg with the Eg at position 1 (the 

GaAs CIL interface) is significantly lower. For position 6 (the In0.13Ga0.87As barrier interface) in the 

top QW, the measured Eg is significantly lower compared to the optical Eg as was seen in the bottom 

QW. In contrast, the Eg for the middle QW is within the optical Eg after considering uncertainty. The 

values and uncertainties for both x in InxGa1-xAs and the Eg in Fig. S17 are presented in Table S5. 
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Figure S17. Comparison of the calculated and measured Cerenkov corrected Eg values at each 

position (1-6) for the middle (a) and top QW (b) as function of In mole fraction (x). The calculated Eg 

as a function of x (dotted purple line) based on Eq. 2 from Nahroy et al.[3]. 

QW Position 
Non-Corrected Eg 

(eV) 

Corrected Eg 

(eV) 
X in InxGa1-xAs 

Bottom 

1 0.713±0.012 0.881±0.019 0.316±0.058 

2 0.726±0.015 0.866±0.022 0.433±0.058 

3 0.708±0.015 0.877±0.022 0.433±0.055 

4 0.705±0.014 0.875±0.021 0.437±0.051 

5 0.721±0.011 0.884±0.018 0.440±0.060 

6 0.745±0.010 0.897±0.018 0.339±0.054 

Average 0.720±0.012 0.883±0.020 0.395±0.081 

Middle 

1 0.794±0.012 0.925±0.016 0.274±0.044 

2 0.786±0.012 0.921±0.016 0.439±0.055 

3 0.785±0.011 0.920±0.016 0.460±0.056 

4 0.785±0.011 0.919±0.017 0.468±0.055 

5 0.792±0.013 0.924±0.017 0.462±0.058 

6 0.795±0.014 0.926±0.016 0.422±0.056 

Average 0.790±0.012 0.922±0.016 0.419±0.083 

Top 

1 0.747±0.014 0.898±0.020 0.262±0.054 

2 0.750±0.014 0.900±0.019 0.417±0.054 

3 0.757±0.012 0.905±0.017 0.428±0.056 

4 0.758±0.010 0.906±0.016 0.439±0.049 

5 0.762±0.008 0.908±0.014 0.448±0.061 

6 0.767±0.008 0.911±0.014 0.355±0.054 

Average 0.757±0.011 0.905±0.017 0.393±0.081 

Table S5. Measured non-corrected and Cerenkov corrected Eg and x in InxGa1-xAs at each position 

for each In0.40Ga0.60As QW.  
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Comparison of uncorrected Cerenkov Eg not corrected for Cerenkov and measured In concentration 

(Fig. S18) show that even with the inclusion of uncertainty, the measured Eg and In atomic fraction 

does not fall within the optical Eg from Nahory [3]. This further validates the importance of correcting 

the Cerenkov radiation effects to ensure an accurate Eg measurement. 

  

Figure S18. Comparison of the calculated Eg and measured non-Cerenkov corrected Eg values at 

each position (1-6) in the bottom (a), middle (b) and top QW (c) as function of In mole fraction (x). 

The calculated Eg as a function of x (dotted purple line) based on Eq. 2 from Nahroy et al. [3]. 

 

Figure S19 presents the simulated EELS for the outlined concentrations measured. The onset energy 

from each of the simulated EELS of InxGa1-xAs alloys were extracted by finding the energy where the 

loss function is significantly greater than zero i.e above the x-axis. Initial numbers for the loss 

function were in the magnitude of 10-17 which were considered close to zero. It was decided that the 

<10-5 was the smallest number significantly above zero hence the lowest energy with was considered 

to be the onset energy for Fig. 5c in the main manuscript. 
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Figure S19. Simulated EELS of GaAs (a), In0.125Ga0.875As (b), In0.25Ga0.75As (c), In0.50Ga0.50As (d), 

In0.75Ga0.25As (e) and InAs (f). Coloured lines denote the strain in each of the InxGa1-xAs alloys. 
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