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Abstract: Periods of Large Igneous Province (LIP) magmatism have shaped Earth’s biological 20 

and climatic history, causing major climatic shifts and biological reorganizations. The vegetation 21 

response to LIP-induced perturbations may affect the efficiency of the carbon-climate regulation 22 

system and the post-LIP climate evolution. Using an eco-evolutionary vegetation model, we 23 

demonstrate that the vegetation’s climate adaptation capacity, through biological evolution and 24 

geographic dispersal, is a major determinant of the severity and longevity of LIP-induced 25 

hyperthermals, and can promote the emergence of a new climatic steady state. Proxy-based 26 

temperature reconstructions of the Permian-Triassic, Triassic-Jurassic and Paleocene-Eocene 27 

hyperthermals match the modelled trajectories of bio-climatic disturbance and recovery. We 28 

conclude that biological vegetation dynamics shape the multi-million-year Earth system response 29 

to sudden carbon degassing and global warming episodes.  30 
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Large Igneous Provinces (LIPs) represent major perturbations to the Earth system, 31 

triggering environmental changes that can result in severe mass extinctions on land and in the 32 

ocean (1, 2). Climate warming following the degassing of massive amounts of carbon in 33 

geologically instantaneous time is considered one of the main triggers of LIP-associated biological 34 

extinctions and reorganizations (1). The severity and duration of the climate perturbation depend 35 

on how fast the emitted carbon is returned to Earth’s interior by climate feedback mechanisms 36 

such as silicate mineral weathering and organic carbon burial (3, 4). The efficiency of the carbon-37 

climate regulation system, however, may in turn be affected by terrestrial and marine ecosystems 38 

being shifted to a state of disequilibrium and maladaptation (5–8). 39 

The terrestrial vegetation plays an integral part in the long-term carbon-climate regulation 40 

system, but its functioning is sensitive to abrupt environmental changes. Primary productivity 41 

determines the extent of photosynthetic carbon assimilation and the burial of organic carbon as a 42 

net CO2 sink. Vegetation can further enhance CO2 consumption through silicate mineral 43 

weathering reactions, for example by releasing reactive species like organic acids and chelators 44 

into the soil during nutrient acquisition, or by intensifying the local hydrological cycle and 45 

prolonging water–mineral contact times (9–14). LIP-triggered environmental perturbations 46 

modify vegetation structure and functioning, causing species extinctions, range shifts, 47 

deforestation, reductions in organic carbon burial, and the spread of opportunistic species into 48 

newly freed habitats until more adapted plant communities reestablish (5–7, 15–17). To what 49 

extent and how fast vegetation functions recover from LIP-induced climatic changes depends on 50 

the capacity of plants to disperse and follow suitable habitats in a given paleogeographic setting 51 

(18) and to adjust to new conditions through evolutionary adaptation (19, 20). After the most 52 

severe mass extinction in Earth’s history around 252 Ma ago, triggered by the Siberian Traps LIP, 53 

the recovery of vegetation diversity and productivity to pre-LIP levels required several million 54 

years (7, 15, 16). During this recovery period, the efficiency of the carbon-climate regulation 55 

system may have been reduced due to weakened vegetation–weathering interactions and reduced 56 

primary productivity. The long-term climatic consequences of LIP degassing events may be 57 

dictated not only by intrinsic characteristics of the LIP episode, such as the mass of emitted 58 

greenhouse gases, but also by the biological response and bio-climatic interactions in a given 59 

paleogeographic setting. 60 

Here, we use an eco-evolutionary vegetation model and proxy-based temperature 61 

reconstructions to investigate how the climate adaptation capacity of vegetation, by dispersal and 62 

adaptive evolution, may have affected geologic carbon fluxes and the long-term climate evolution 63 

after episodes of Phanerozoic LIP degassing. We consider three LIPs, the Siberian Traps 64 

(Permian–Triassic boundary; ≈ 252 Ma), the Central Atlantic Magmatic Province (Triassic–65 

Jurassic boundary; ≈ 201 Ma) and the North Atlantic Igneous Province (Paleocene–Eocene 66 
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boundary; ≈ 56 Ma). The LIPs differed in the severity of the triggered biological and climatic 67 

consequences and occurred under contrasting paleogeographic configurations. During the Siberian 68 

Traps and the Central Atlantic Magmatic Province, most continental land mass was assembled in 69 

the supercontinent Pangea. The two LIPs are assumed to have caused two of the most severe mass 70 

extinctions in Earth’s history (1). The Siberian Traps further resulted in a multi-million-year 71 

hyperthermal of elevated atmospheric CO2 and temperatures (21, 22). The North Atlantic Igneous 72 

Province occurred under a more modern paleogeography with dispersed continents, and it caused 73 

the most severe warming event during the Cenozoic (Paleocene-Eocene Thermal Maximum, 74 

PETM) (23). While less severe in terms of species extinctions, it still induced a major 75 

reorganization of biological systems on land and in the ocean (24). 76 

The eco-evolutionary model is designed to capture major vegetation dynamics in response 77 

to climate perturbations, including dispersal, adaptation and competition. It is coupled to models 78 

of the geologic carbon cycle and climate. The climate trajectory after an imposed LIP degassing 79 

episode depends on how fast the released carbon is returned from the atmosphere-ocean system to 80 

geologic carbon reservoirs through silicate weathering and organic carbon burial. Silicate 81 

weathering is modelled as a function of local erosion, runoff, temperature and vegetation-mediated 82 

weathering enhancement. In areas of high plant productivity, a maximum four-fold or six-fold 83 

(Supplementary Materials; SM) weathering enhancement is considered compared with 84 

unvegetated land (9, 10, 12, 25). Marine organic carbon production and burial depend on local sea 85 

surface temperatures and continental weathering as a nutrient source, while vegetation productivity 86 

and terrestrially derived organic carbon burial depend on solar radiation, aridity, temperature and 87 

the vegetation adaptation state. Primary productivity and weathering enhancement are calculated 88 

by modelling vegetation units that populate the continents and that can disperse and adapt in 89 

response to climatic changes at specified rates. The vegetation units represent plant assemblages, 90 

which we term ‘floras’, and depict the ensemble response of their constituents. Floras are 91 

characterized by a gaussian niche, defined by an optimum mean annual temperature (MAT) and 92 

Budyko aridity index (BAI) at which their physiological potential is greatest. The climate niche 93 

determines a geographic space in which a flora can be productive (niche range of 10°C in MAT 94 

and 2 BAI units; see SM and fig. S1 for derivation). The LIP-triggered climate warming can cause 95 

a discrepancy between a flora’s optimum niche and the local environment, resulting in reduced 96 

productivity and vegetation-mediated weathering enhancement, until a better adapted flora 97 

disperses to the location, or the original flora adapts to the new conditions through adaptive 98 

evolution. By testing a wide parameter range for rates of flora dispersal (varying the scale 99 

parameter of the dispersal kernel between 0–100,000 km Ma−1) and niche evolution (speed of 100 

temperature niche adaptation 0–10°C Ma−1; aridity niche adaptation 0–100 BAI units Ma−1), we 101 
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explore the sensitivity of LIP-triggered climatic perturbations to the vegetation’s adaptation 102 

capacity in a given paleogeographic configuration.  103 
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Vegetation recovery shapes long-term climate trajectory and steady state 104 

The vegetation’s climate adaptation capacity and its effects on organic carbon burial and 105 

silicate weathering rates affect the severity and duration of the temperature excursion, as well as 106 

the long-term climatic steady state, after a LIP degassing event (fig. 1A). Using the 107 

paleogeography of the Permian-Triassic mass extinction and a LIP degassing of 40,000 Gt of 108 

carbon in 200 ka (3), modelled global average surface temperature (GAST) warming is between 109 

7°C and 12°C, with greater warming in simulations in which floras have a limited capacity to 110 

disperse in geographic space or to adapt their climatic niche to local environmental conditions by 111 

adaptive evolution. The climate trajectories recovered from the simulations show four categories 112 

of behavior (fig. 1B): the ‘return’, ‘die out’, ‘new quasi-steady state’, and ‘transient’ trajectories. 113 

‘Return’ trajectories describe a full recovery of the GAST to temperatures similar to those before 114 

the degassing event. This scenario is characterized by an ephemeral temperature excursion during 115 

which carbon sinks temporarily fail to effectively remove carbon from the atmosphere-ocean 116 

system. This is caused by a vegetation adaptation lag, resulting in reductions in vegetation-117 

mediated weathering enhancement and organic carbon burial. During the temperature excursion, 118 

these processes can temporarily offset the effects of higher temperatures and a more active 119 

hydrological cycle on silicate weathering. As the vegetation recovers, the strength of carbon 120 

feedback mechanisms is re-established, and excess carbon is effectively removed from the 121 

atmosphere-ocean system (complete set of carbon fluxes shown in fig. S2). 122 

In a large proportion of the simulations, a ‘new quasi-steady state’ climate emerges, 123 

characterized by stabilization of the GAST at a higher temperature than before the degassing event. 124 

This scenario is characterized by carbon flux dynamics similar to those in the ‘return’ scenario, 125 

with the exception that the vegetation does not fully recover from the climatic perturbation. As a 126 

result, land-derived organic carbon burial and vegetation-mediated silicate weathering 127 

enhancement stabilize at a lower level than before the degassing event, resulting in a higher GAST. 128 

The new quasi-steady-state temperature is high enough that the direct climatic effects of 129 

temperature and increased runoff on silicate weathering counterbalance the solid Earth carbon 130 

degassing, despite the less adapted vegetation. A full vegetation recovery is prevented by the 131 

presence of dispersal barriers (e.g., oceans, deserts and areas with better-adapted competitors) that 132 

hinder floras in following their optimum climatic niche under a limited speed of in situ 133 

evolutionary adaptation. The resulting climate state is considered a quasi-steady state, as continued 134 

adaptive evolution, changes in degassing rates, or paleogeography beyond the considered model 135 

duration would promote further climatic changes. 136 

The ‘transient’ category includes climate trajectories that reached neither the initial nor a 137 

new quasi-steady-state GAST within the modelled period but would presumably do so if a longer 138 
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time horizon was considered. Finally, ’die out’ trajectories correspond to situations in which the 139 

terrestrial vegetation is not able to cope with the climatic changes and possibly vanishes 140 

completely. In this trajectory, temperatures continue to increase until silicate weathering can 141 

compensate for the carbon degassing in the absence of vegetation. 142 

The trajectory of a LIP-triggered carbon-climate excursion is determined by the 143 

combination of the vegetation’s dispersal and climate adaptation capacity (fig. 1D). ‘Die out’ 144 

trajectories are limited to models assuming very low dispersal capacities. For temperature 145 

adaptation speeds lower than 1°C Ma−1, simulations predict an increased likelihood of reaching a 146 

new climatic quasi-steady state. This is because the warming exceeds the in situ temperature 147 

adaptation capacity, thus triggering a dispersal response and a redistribution of floras, which can 148 

result in an incomplete recovery and less productive vegetation distribution. The aridity adaptation 149 

capacity limits the geographic space into which a flora can disperse. Therefore, simulations predict 150 

an increased proportion of transient trajectories with a slow climatic recovery in the low aridity 151 

adaptation range. We observe a full recovery from the climate perturbation only in simulations 152 

considering the highest dispersal and temperature adaptation rates, enabling floras to efficiently 153 

track their climatic niche or eliminate the need for migration, respectively. Such dispersal and 154 

temperature niche adaptation rates represent the upper end of what can be considered a plausible 155 

range for plants (18–20, 26, 27). Considering more likely temperature niche adaptation rates of 0–156 

3° C Ma−1 (median below 1° C) (19, 26), non-zero aridity adaptation (19), and the exclusion of 157 

unrealistic dispersal values that result in ‘die out’ trajectories, all three of the categories ‘return’, 158 

‘new quasi-steady state’ and ‘transient’ are plausible climate trajectories following a LIP degassing 159 

of the intensity estimated to have occurred at the Permian–Triassic boundary. 160 
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161 
Figure 1: Sensitivity of modelled post-Large Igneous Province (LIP) climate trajectories to eco-evolutionary 162 

vegetation dynamics. A. Range of modelled global average surface temperature (GAST) increase depending on the 163 

terrestrial vegetation’s adaptation capacity. The dispersal value represents the scale parameter of a Weibull distribution 164 

with shape parameter value of two, from which dispersal values of modelled floras are randomly drawn. A flora’s 165 

aridity niche is characterized by a range of the Budyko aridity index (BAI). Aridity adaptation speed is thus expressed 166 

as BAI units per Ma. B. Range of climate trajectories observed for different vegetation adaptation capacities. Each 167 

line represents a separate model run with a different combination of vegetation dispersal and climatic niche adaptation 168 

capacity. ‘Die out’: model outcomes with less than 1012 mol C yr−1 terrestrial organic carbon burial at the end of the 169 

simulation and a high temperature steady state, ‘return’: complete recovery of climate from perturbation (∆GAST 170 

between end and beginning of simulation < 0.5°C), ‘new quasi-steady state’: stabilization at a higher global average 171 
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temperature (minimum of +0.5°C compared to initial conditions, ∆GAST < 0.5°C and ∆Flocb < 5 ·1010 
mol C yr−1 172 

during the last two million model years), ‘transient’: none of the above occurs until the end of the simulation. All 173 

carbon fluxes associated with the different climate trajectories are shown in fig. S2. C. Spatial net primary productivity 174 

(NPP) plots showing the distribution of productivity for a ‘return’ (bottom) and a ‘transient’ (top) scenario 2 Ma after 175 

the LIP onset. D. Model outcome frequency depending on biological adaptation parameters. In total, 12,122 parameter 176 

combinations were tested (19 Weibull dispersal scale parameters, and 29 temperature- and 22 aridity-adaptation rates).  177 

Bio-climatic response to Phanerozoic LIPs 178 

Simulations produce climate trajectories that correspond well with the variable temperature 179 

responses reconstructed for different Phanerozoic LIPs (fig. 2). We compiled multi-million-year 180 

composite sea surface temperature reconstructions spanning the emplacement and aftermath of the 181 

Siberian Traps, the Central Atlantic Igneous Province and the North Atlantic Igneous Province 182 

LIPs based on several geochemical proxy systems and from different locations around the globe 183 

(see SM). We applied the coupled vegetation–carbon-cycle model to the corresponding 184 

paleogeographic settings and varied boundary conditions, i.e., pre-LIP atmospheric CO2 185 

concentration and mass and duration of the LIP carbon degassing, within estimated ranges [600 186 

ppm, 40,000 Gt C, 200 ka, for the Siberian Traps (21, 28, 29), 800 ppm, 30,000 Gt C, 200 ka, for 187 

the Central Atlantic Igneous Province (30, 31) and 500 ppm, 15,000 Gt C, 100 ka (step injection) 188 

(32–34), for the North Atlantic Igneous Province, respectively; alternative scenarios in fig. S3]. In 189 

doing so we identify eco-evolutionary vegetation dynamics as a possible cause of the variability 190 

in post-LIP climate evolution – excluding models with unrealistic dispersal scales that would result 191 

in ‘die-out’ trajectories and considering only models with non-zero temperature and aridity niche 192 

adaptation rates. 193 

Geologic proxies suggest the most severe and sustained warming for the Siberian Traps 194 

(Permian-Triassic), with temperatures increasing by 5–10°C over 5 Ma following the LIP and a 195 

subsequent recovery of temperatures to about 2.5°C higher than before the LIP. This severity and 196 

multi-million-year warming, as well as a possible shift to a new climate quasi-steady state, is 197 

reproduced in the model when a strongly impacted vegetation with a limited climate adaptation 198 

capacity by dispersal and evolution is assumed, resulting in a sustained reduction of the efficiency 199 

of the carbon-climate regulation system. The resulting reduction in the ratio of organic to total 200 

carbon burial further results in an excursion of approximated carbonate δ13C signatures, in 201 

agreement with proxy records for the period (up to −6 ‰; fig. S4). Applying the same biological 202 

parameter space to the Central Atlantic Igneous Province (Triassic-Jurassic), we simulate less 203 

severe temperature excursions, with an initial warming of around 5°C and a relatively rapid and 204 

continuous recovery of temperatures thereafter, in line with the proxy data. This suggests a faster 205 

recovery of vegetation and carbon-cycle feedback mechanisms after the LIP perturbation, with the 206 

excess carbon being captured effectively through silicate weathering and organic carbon burial. 207 

For the North Atlantic Igneous Province, the proxy record reveals a short-lived initial warming of 208 
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3–5°C (the PETM), followed by a multi-million-year increase in temperatures of approximately 209 

2.5°C (the Early Eocene Climatic Optimum). This is in agreement with a large range of possible 210 

new climatic quasi-steady states modelled for the respective paleogeography. We further model a 211 

hypothetical LIP of 10,000 Gt C to test the response for the present-day continental configuration, 212 

assuming a starting CO2 concentration of 400 ppm. Despite the lower mass of carbon injected, a 213 

similar set of trajectories as for the Permian-Triassic is observed, ranging from rapid recovery to 214 

very severe and sustained warming in models with a reduced biological adaptation capacity. This 215 

tendency for severe warming is caused by a particularly strong reduction in the carbon burial 216 

capacity following the LIP-triggered vegetation disturbance (fig. S5), and by the low initial CO2 217 

concentration that results in a sensitive temperature to CO2 response (fig. S6), amplifying the 218 

warming and vegetation disturbance. 219 
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 220 
Figure 2: Comparison of modelled and reconstructed temperature changes for different Phanerozoic Large 221 

Igneous Province (LIP) degassing events. ∆GAST represents the change in the modelled global average surface 222 

temperature. ∆SSTcomposite represents a composite temperature change reconstructed from several geologic proxy 223 

systems and sample locations around the globe, based on data compiled in the PhanSST database (53); see 224 

Supplementary Materials for the derivation of temperature values. A. Siberian Traps LIP (Permian–Triassic 225 

boundary), B. the Central Atlantic Magmatic Province (Triassic–Jurassic boundary) and C. the North Atlantic Igneous 226 

Province (Paleocene–Eocene boundary). D. Hypothetical LIP scenario for present-day geography. See the main text 227 

for pre-LIP starting CO2 concentration, LIP C degassing mass and LIP duration. An alternative set of scenarios 228 
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regarding the magnitude and duration of degassing, as well as sensitivity to plant weathering enhancement, is explored 229 

in fig. S3. Paleogeographies are taken from (54) and (55).  230 

Bio-geographic climate sensitivity 231 

Eco-evolutionary dynamics and climate evolution reveal strong interactions with the 232 

paleogeographic setting and LIP characteristics. Each geography is characterized by a distinct set 233 

of possible climate trajectories following a carbon injection (figs 2 & S3). Differences include the 234 

tendency for severe and persistent hyperthermals (e.g., Permian-Triassic and present-day 235 

configuration) or the chance to result in a warmer climatic quasi-steady state (e.g., Paleocene-236 

Eocene). Our results suggest that these differences are caused by interacting biotic and abiotic 237 

factors. Abiotic and geographic factors include the magnitude of the LIP degassing event, the pre-238 

event climate state (i.e., radiative forcing), and the response of temperature and the hydrological 239 

cycle to an increase in greenhouse gases (fig. S6). Together, these factors determine the severity 240 

of the initial climatic and biological perturbation. The recovery from this perturbation, however, 241 

is shaped by interacting biological and abiotic processes, as different geographic configurations 242 

cause different local environmental changes and stresses to the vegetation, but also shape recovery 243 

dynamics by determining possible migration routes. More fragmented continental configurations, 244 

like during the Paleocene-Eocene compared to supercontinent configurations, enhance the 245 

likelihood of a shift to a new climatic quasi-steady state, as dispersal barriers slow down biological 246 

recovery. Differences in the abundance and disturbance of regions with high rates of weathering 247 

and primary productivity tend to determine the efficiency of the post-LIP carbon regulation system 248 

and the resulting climatic evolution (figs S5 & S7). The coupled biotic and abiotic response to a 249 

perturbation can be considered a ‘bio-geographic’ climate sensitivity that is unique to every 250 

paleogeographic configuration and biota present in a given period.  251 



 

12 

 

Vegetation eco-evolution and the long-term carbon-climate system 252 

By combining simulations and proxy-based climate reconstructions, we show how the 253 

evolution of the physical environment following a LIP-triggered perturbation is shaped by 254 

biological vegetation dynamics. Eco-evolutionary processes, including dispersal, evolution and 255 

competition, that determine the resilience and distribution of primary productivity and vegetation–256 

weathering interactions can interfere with the carbon-climate regulation system, resulting in a large 257 

range of possible climate trajectories following a carbon cycle perturbation. The feedback 258 

documented here represents an important addition to the regulation mechanisms previously 259 

considered to shape the multi-million-year climate evolution following a massive carbon injection 260 

to Earth’s atmosphere and oceans (3, 35–39). 261 

LIP characteristics, paleogeography and eco-evolutionary vegetation dynamics combine to 262 

shape the temperature trajectories observed in simulations and the data for selected Phanerozoic 263 

LIPs. For the Permian–Triassic transition, we observe that the combination of the severe initial 264 

warming caused by the Siberian Traps and a limited vegetation adaptation capacity reduces the 265 

efficiency of the carbon regulation system and results in elevated atmospheric CO2 and 266 

temperatures for several millions of years after the perturbation. Our temperature reconstruction 267 

and simulated scenarios are in agreement with other climatic reconstructions for the period (21, 268 

22) and with the especially slow vegetation recovery observed in the fossil record in comparison 269 

to other extinction events (7, 15, 40, 41). After the Permian-Triassic mass extinction, it may have 270 

taken 4–5 Ma for stable forest ecosystems to re-establish (15, 42, 43). This could have played a 271 

particularly large role in slowing down the climatic recovery, considering the importance of deep-272 

rooting trees in mediating plant–weathering interactions and carbon assimilation (13). In contrast, 273 

the geologic record and simulations indicate a faster recovery of temperatures for the Triassic-274 

Jurassic hyperthermal, suggesting that the bio-geographic conditions permitted a faster 275 

equilibration and recovery of vegetation and the carbon-climate system. Other abiotic and biotic 276 

factors could have amplified differences in the vegetation response and climate evolution between 277 

the considered LIPs. Short-term ‘kill mechanisms’ such as acid rain, aerosol-induced climatic 278 

change, halogen toxicity, and increased levels of ultraviolet-B radiation could have reduced initial 279 

vegetation fitness and the ability of vegetation to respond to long-term climate changes (1, 44, 45). 280 

More severe climate warming is further modelled when floras are less adapted at the onset of the 281 

LIP, for example due to a previous climatic perturbation (fig. S9). Distinct environmental 282 

perturbations during the LIP emplacement result in different post-LIP plant community structures, 283 

with differences in functioning and ecological stability beyond the generalized vegetation response 284 

captured in the present model (40, 42, 43). Additional vegetation adaptation lags could be caused 285 

by a limited dispersal success, which is affected not only by the distribution of climatic zones, but 286 
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also by the distribution and formation of appropriate soil conditions (42, 46) and the effect of 287 

climatic changes on dispersal vectors (47). Our results emphasize the importance of considering 288 

such LIP-triggered biological dynamics in shaping the Earth system response to severe warming. 289 

The LIP-triggered vegetation response can cause a transition to a new climatic quasi-steady 290 

state. Combined simulations and data indicate that a new equilibrium can be reached after a multi-291 

million-year high-temperature period (i.e., Permian-Triassic) or relatively rapidly after the initial 292 

carbon cycle perturbation, as observed for the Paleocene–Eocene transition. In contrast to the 293 

Siberian Traps, the floral recovery after the North Atlantic Igneous Province and the PETM is 294 

assumed to have occurred rapidly through plant dispersal (48) and less severely impacted plant 295 

communities (49). Our results indicate that, for variable speeds of the biological and climatic 296 

recovery, a main effect of LIPs is to trigger a process of vegetation turnover and reorganization 297 

that can change long-term rates of organic and inorganic carbon burial. These changes in carbon 298 

fluxes result in a new carbon cycle balance at a different atmospheric CO2 level than before the 299 

perturbation (50, 51). Our findings are supported by limited climatic niche adaptation rates in 300 

plants, which are considerably lower than the warming rates during these events (19, 20). Hence, 301 

severe climate changes inevitably result in range shifts, competition and possibly the extinction of 302 

specific floras, which permanently alter the distribution and intensity of vegetation-mediated 303 

carbon fluxes. The vegetation reorganization may affect additional vegetation-climate interactions, 304 

which can contribute to a shift in the climate state. These include changes in surface albedo, 305 

affecting climate through an altered radiation balance [fig. S8; (52)], or changes in 306 

evapotranspiration rates and water cycling, which may further amplify the influence of vegetation 307 

shifts on weathering rates (fig. S3). Biological movement and vegetation dynamics are further 308 

shaped by the paleogeographic configuration, which affects the speed of biotic recovery and 309 

therefore the potential for long-term climatic shifts. 310 

Throughout its history, Earth has experienced several severe mass extinctions and finds itself today 311 

in another major bio-climatic crisis – this time not triggered by a LIP, but by anthropogenic 312 

greenhouse gas emissions and land use. Our results show how the coupled response of biological 313 

systems and the abiotic environment shape the long-term consequences of such perturbations and 314 

reveal the possibility of a shift to a new climatic steady state.  315 
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Materials and Methods 584 

Model description 585 

The model consists of three coupled components: an eco-evolutionary vegetation model, a 586 

geologic carbon cycle model, and a look-up structure of pre-run climate model simulations. 587 

Each presented climate trajectory represents a model run covering a time span of 8 Ma in time 588 

steps of 100 ka and at a spatial resolution of 3.75° × 3.75°. 589 

Eco-evolutionary deep-time vegetation model. The eco-evolutionary vegetation model tracks 590 

vegetation primary productivity and vegetation-mediated enhancement of mineral weathering 591 

as a function of a flora’s productivity and state of adaptation to the local environmental 592 

conditions. The developed vegetation model is based on gen3sis (58) (general engine for eco-593 

evolutionary simulations), a framework designed to model various biological entities and their 594 

traits in a dynamic landscape, considering key processes such as dispersal, trait evolution and 595 

competition. In the present model configuration, a biological entity represents a terrestrial 596 

vegetation flora (assemblage of plants and symbiotic organisms living in a certain location at a 597 

certain point in time) that is characterized by two key characteristics also observed for present-598 

day floras (59, 60): a temperature niche and an aridity niche (niche for water availability). In 599 

the model, both characteristics are represented as a bell-shaped performance function around an 600 

optimum (𝑇𝑜𝑝𝑡 for temperature and 𝐴𝑜𝑝𝑡  for aridity) for each model flora. 𝑇𝑜𝑝𝑡 and 𝐴𝑜𝑝𝑡 need to 601 

be understood as an ensemble response of all the organisms constituting a flora. The widths of 602 

the temperature and aridity niches are derived from bio-climatic classification systems that are 603 

often used to distinguish geographic regions with specific vegetation types (61). For the 604 

temperature niche, the width approximates the variation in mean annual temperatures observed 605 

within Koeppen-Geiger bio-climatic zones (approximately 10°C; fig. S1). For aridity, the niche 606 

width is approximated by the bin width of the Budyko aridity index (BAI) used to describe 607 

different hydroclimatic regions on the globe [BAI for humid: 0–1.2, semi-humid: 1.2–2, semi-608 

arid: 2–4, arid: 4–6 (62); niche width of 2 BAI units used]. The 𝐵𝐴𝐼 is defined as: 609 𝐵𝐴𝐼 = 𝑅𝑛𝜆 ⋅ 𝑃 
(1) 

where 𝑅𝑛 is the net surface radiation, 𝜆 the latent heat of vaporization, and 𝑃 the precipitation. 610 

Together, the temperature and aridity niche represent a geographic region in which a model 611 

flora can be productive. If the climate changes to conditions a flora is not adapted to, it is forced 612 

to adapt through migration and/or adaptive evolution of its niche. 613 

The model is initialized with each terrestrial grid cell being occupied by an optimally adapted 614 

flora, with 𝑇𝑜𝑝𝑡 and 𝐴𝑜𝑝𝑡  corresponding to the local temperature and aridity, respectively (the 615 

possibility of a non-optimal adaptation state at the onset of the LIP is illustrated in fig. S9). At 616 
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each time step, floras can disperse to other terrestrial grid cells within a dispersal range that is 617 

newly drawn for each flora and at each time step from a right-skewed dispersal kernel defined 618 

by a Weibull distribution with shape parameter two and a varying scale parameter γ. The choice 619 

of the dispersal kernel accounts for the highly stochastic nature of dispersal (e.g., depending on 620 

vegetation characteristics, dispersal vectors or environmental conditions) as well as the 621 

generally high frequency of short-distance dispersal and low frequency of long-distance 622 

dispersal (18). By additionally scaling the dispersal distances according to the rate of a flora’s 623 

primary productivity potential (𝑁𝑃𝑃𝑛𝑜𝑟𝑚, see eq. 11), we account for the various costs 624 

associated with the process of reproduction and dispersal, giving higher chances for long-625 

distance dispersal to well adapted and productive floras (63). In the presented parameter 626 

exploration (e.g., figs 1 & 2), we vary the scale parameter γ of the dispersal kernel within a 627 

range of 0–100’000 km Ma−1 (a multiple of Earth’s circumference; considered unlimited 628 

dispersal) across the different simulations, covering a large range of empirically estimated plant 629 

dispersal abilities (unassisted dispersal: 0–5 m per generation time, wind dispersal: 2–500 m, 630 

animals as dispersal vector: 400–1500 m) (18, 27). Changing the global dispersal kernel scale 631 

parameter allows us to test the effect of a globally low to high ability of vegetation floras to 632 

respond to climatic changes by dispersal, while maintaining the skewed nature of dispersal 633 

events. 634 

In addition to dispersal-based adaptation, at every time step, a flora’s 𝑇𝑜𝑝𝑡 and 𝐴𝑜𝑝𝑡  traits evolve 635 

in situ towards local environmental conditions at a varying prescribed maximum adaptation rate 636 

(θ for temperature and α for aridity), representing adaptive evolutionary processes. Climatic 637 

niche adaptation is the result of multiple processes that are interdependent and that act on 638 

different spatiotemporal scales, ranging from phenotypic plasticity, to changes in species 639 

composition, to actual evolutionary innovation (60). The speed at which species and entire floras 640 

can adapt to new climatic conditions is associated with large uncertainty (19, 20, 26). We thus 641 

test a large range of flora climatic niche adaptation rates, ranging from very slow (highly 642 

conserved climatic niche) to near-immediate adaptation. For temperature adaptation, we vary θ 643 

from 0–10°C Ma−1 between simulations, covering the empirical uncertainty range (19, 20, 26). 644 

Regarding aridity adaptation, we vary α from 0 to 100 Budyko units Ma−1 with the upper end-645 

member representing a vegetation response that is not limited by aridity. 646 

After dispersal and adaptation, a competition scheme determines the best-adapted flora that will 647 

ultimately occupy a terrestrial grid cell. For this scheme, a performance function (Ω) captures 648 

the degree of adaptation of each flora in each grid cell, considering the deviation of a flora’s 649 𝑇𝑜𝑝𝑡 and 𝐴𝑜𝑝𝑡  to local climatic conditions as follows: 650 Ω = 𝑇𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛 ⋅ 𝐴𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛 (2) 
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𝑇𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛 = 𝑒𝑥𝑝 (−𝛽𝑇 ⋅ (𝑇𝑜𝑝𝑡 − 𝑇𝑙𝑜𝑐𝑎𝑙)2) (3) 

𝐴𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛 = 𝑒𝑥𝑝 (−𝛽𝐴 ⋅ (𝐴𝑜𝑝𝑡 − 𝐴𝑙𝑜𝑐𝑎𝑙)2) (4) 

where 𝑇𝑙𝑜𝑐𝑎𝑙  and 𝐴𝑙𝑜𝑐𝑎𝑙  are the grid cell’s temperature and the local BAI, and 𝛽𝑇  and 𝛽𝐴 are the 651 

penalty parameters describing the performance of a flora for a given deviation of temperature 652 

and aridity from the flora’s optimum (for the previously described niche width of approximately 653 

10°C and 2 BAI units, the parameters are fixed at 0.1 and 5 for temperature and aridity, 654 

respectively). In addition to flora extinction due to competition, floras are assumed to die out if 655 

the prevailing temperature differs from the temperature niche by more than 15°C or if the 656 

prevailing aridity differs by more than 5 BAI units from the flora’s niche, to avoid unrealistically 657 

large climate niche deviations. When combined, the modelled eco-evolutionary processes 658 

depict the vegetation response to a climatic change and how it varies depending on the 659 

vegetation’s dispersal and adaptive evolution capacity. To assess the sensitivity of the global 660 

post-LIP climate evolution to the vegetation’s ability to respond and adapt, the coupled carbon-661 

climate-vegetation model is run for over 12,000 combinations of θ, α and γ. 662 

Carbon cycling. At every time step, a model of the geologic carbon cycle tracks the carbon 663 

exchange between geologic reservoirs and the atmosphere-ocean carbon pool, from which 664 

atmospheric CO2 and climate conditions are derived. The mass balance of the surface system is: 665 𝑀𝐴𝑂𝑑𝑡 = 𝐹𝑑𝑒𝑔𝑎𝑠𝑠𝑖𝑛𝑔 + 𝐹𝐿𝐼𝑃 − 𝐹𝑠𝑖𝑙𝑤 − 𝐹𝑙𝑜𝑐𝑏 − 𝐹𝑚𝑜𝑐𝑏 
(5) 

where 𝑀𝐴𝑂  is the mass of carbon in the exogenic system, 𝐹𝑑𝑒𝑔𝑎𝑠𝑠𝑖𝑛𝑔  a background inorganic and 666 

organic carbon degassing rate, 𝐹𝐿𝐼𝑃  the carbon injection due to LIP magmatic activity, 𝐹𝑠𝑖𝑙𝑤  the 667 

carbon burial due to silicate mineral weathering, 𝐹𝑙𝑜𝑐𝑏  the burial of terrestrially derived organic 668 

carbon, and 𝐹𝑚𝑜𝑐𝑏  the burial of marine organic carbon. 669 

Terrestrial organic carbon production is considered a function of a flora’s state of adaptation to 670 

its local environment, as well as abiotic factors. A flora’s net primary productivity (NPP) per 671 

time step is calculated as: 672 𝑁𝑃𝑃 = 𝜖∗ ⋅ 𝑅𝑆𝑆 ⋅ 𝑇𝑙𝑖𝑚 ⋅ 𝐴𝑙𝑖𝑚 ⋅  Ω (6) 𝜖∗ is the radiation conversion efficiency, scaled to obtain a present-day land-derived organic 673 

carbon burial rate (𝐹𝑙𝑜𝑐𝑏) of about 3.5·1012 mol C year−1 (25) with present-day climate and 674 

geographic boundary conditions and assuming a constant burial efficiency beff  (0.0007) of NPP 675 

[𝐹𝑙𝑜𝑐𝑏  = beff   ⋅  𝑁𝑃𝑃, with beff  derived from present day rates of NPP and organic carbon 676 

burial (25, 64)]. 𝑅𝑆𝑆 the surface net shortwave radiation. 𝑇𝑙𝑖𝑚 a temperature limitation factor 677 
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that is 0 for mean annual temperatures lower than -10°C or higher than 55°C, 1 for temperatures 678 

between 0 and 45°C, and linearly interpolated for transition temperatures. 𝐴𝑙𝑖𝑚  the water 679 

limitation of productivity, expressed as a function of the local BAI: 680 𝐴𝑙𝑖𝑚 = 1 − 11 + 𝑒𝑥𝑝(−3 ⋅ (𝐵𝐴𝐼 − 2)) 
(7) 

𝐴𝑙𝑖𝑚  is approximately 1 in humid zones (BAI: 0–1.2), 0.5 at the transition from semi-humid to 681 

semi-arid (BAI: 2), and 0 for arid to hyperarid regions (BAI: 4–6). Ω again represents the flora’s 682 

state of adaptation and performance in local conditions. A comparison of modelled NPP rates 683 

with this simplified vegetation model and data-based estimates for the present day is shown in 684 

fig. S10. 685 

Marine primary productivity is approximated using an empirically derived chlorophyll-686 

normalized temperature dependence of photosynthetic productivity 𝑃𝑏𝑜𝑝𝑡
 (65) that accounts for 687 

temperature-limited productivity at sea surface temperatures (𝑆𝑆𝑇) below 20°C and nutrient- or 688 

stratification-limited productivity at temperatures higher than 20°C. Further, ocean productivity 689 

is taken to be proportional to silicate weathering rates, assuming that silicate weathering on land 690 

is the main nutrient input (i.e., phosphorus) to the ocean (66): 691 𝑁𝑃𝑃𝑜𝑐𝑒𝑎𝑛 = 𝜙𝑠𝑐𝑎𝑙𝑒 ⋅ 𝑃𝑏𝑜𝑝𝑡(𝑆𝑆𝑇) ⋅ 𝐹𝑠𝑖𝑙𝑤𝐹𝑠𝑖𝑙𝑤,0 
(8) 

where 𝜙𝑠𝑐𝑎𝑙𝑒  is a scaling factor used to obtain a present-day 𝐹𝑚𝑜𝑐𝑏  of 3.5·1012 mol C year−1 (25), 692 

with present-day climatic and geographic boundary conditions and assuming a constant burial 693 

efficiency of NPP (Fmocb =beff  ⋅ NPPocean); 𝐹𝑠𝑖𝑙𝑤  the current time step’s rate of continental 694 

silicate weathering; and 𝐹𝑠𝑖𝑙𝑤,0 the initial rate of continental silicate weathering. 695 

Following other deep-time biogeochemical models (66), silicate weathering is calculated using 696 

the approach by (67) where it is expressed as a function of local erosion, temperature and runoff: 697 𝜔𝑠𝑖𝑙𝑤 = 𝜒𝑚 ⋅ 𝜀 ⋅ (1 − 𝑒𝑥𝑝 [−𝐾 ⋅ 𝑒 𝐸𝑎𝑅 𝑇0− 𝐸𝑎𝑅 𝑇 ⋅ (1 − 𝑒−𝑘𝑤⋅𝑞) ⋅ (𝑧/𝜀)𝜎+1(𝜎 + 1) ]) ⋅ 𝑓𝑁𝑃𝑃 
(9) 

where 𝜔𝑠𝑖𝑙𝑤  is the flux of cations released during silicate weathering. 𝜀 is the local erosion, 698 

calculated as a function of topographic slope (𝑠), runoff (𝑞) and a scale parameter 𝑘𝑒  (calibrated 699 

to reproduce present day rates of erosion) (68): 700 𝜀 = 𝑘𝑒 ⋅ 𝑞0.5 ⋅ 𝑠 (10) 

In Eq. 9, 𝑇 is the local temperature, 𝜒𝑚  the cation abundance in the bedrock (0.1), 𝑧 the regolith 701 

thickness (10 m), 𝐸𝑎  the apparent activation energy of silicate weathering (20 kJ mol−1), 𝑅 the 702 
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ideal gas constant and 𝑇0 the standard temperature. 𝐾, 𝑘𝑤  and 𝜎 are three calibration constants 703 

(6 · 10−5, 1 ·  10−3 and −0.1) [all adapted from (66)]. As in other geologic carbon cycle models, 704 

the weathering parameters are kept constant in all simulations due to the lack of detailed global 705 

lithologic information for the geologic past. 706 

Finally, 𝑓𝑁𝑃𝑃  in Eq. 9 is a weathering enhancement factor representing the local vegetation-707 

mediated enhancement of mineral weathering as a function of the local flora’s productivity and 708 

adaptation state. It is derived using a normalized vegetation productivity potential (𝑁𝑃𝑃𝑛𝑜𝑟𝑚, 709 

between 0 and 1): 710 𝑁𝑃𝑃𝑛𝑜𝑟𝑚 = 𝑅𝑆𝑆𝑅𝑆𝑆𝑚𝑎𝑥 ⋅ 𝑇𝑙𝑖𝑚 ⋅ 𝐴𝑙𝑖𝑚 ⋅  Ω 
(11) 

where 𝑅𝑆𝑆𝑚𝑎𝑥  is 5000 MJ m−2 year−1 (tropical radiation intensity), representing the threshold 711 

for non-radiation-limited photosynthesis. 712 

Following (25), the vegetation-mediated enhancement is then calculated as: 713 𝑓𝑁𝑃𝑃 = [(1 − 𝑚𝑖𝑛(𝑁𝑃𝑃𝑛𝑜𝑟𝑚, 1)) ⋅ 𝑃𝑅𝐸𝑃𝐿𝐴𝑁𝑇 ⋅ 𝑅𝐶𝑂20.5 + 𝑁𝑃𝑃𝑛𝑜𝑟𝑚] (12) 

where RCO2 the ratio of the current atmospheric CO2 concentration to the initial concentration, 714 

and 𝑃𝑅𝐸𝑃𝐿𝐴𝑁𝑇 is the weathering efficiency in the absence of plants. The choice of 715 𝑃𝑅𝐸𝑃𝐿𝐴𝑁𝑇 defines the difference in weathering enhancement between bare ground and 716 

vegetated land. We test two values for the 𝑃𝑅𝐸𝑃𝐿𝐴𝑁𝑇 parameter, 1/4 (fig. 2) and 1/6 (fig. S3), 717 

which correspond to a maximum four-fold and a six-fold increase in weathering rates in areas 718 

with high plant primary productivity. The considered vegetation-mediated weathering 719 

enhancement corresponds to the range observed in laboratory and field studies and to the values 720 

used in other deep-time biogeochemical models (9, 10, 12, 25). 721 

The current timestep’s rate of CO2 consumption by silicate weathering is assumed to be 722 

proportional to the cation release 𝜔𝑠𝑖𝑙𝑤  (66), with a present-day rate of carbon burial due to 723 

silicate weathering (𝑘𝑠𝑖𝑙𝑤,𝑟𝑒𝑓) of 1.0 ·1013 mol C year−1 (25) and a present-day cation release 724 

(𝜔𝑠𝑖𝑙𝑤,𝑟𝑒𝑓) calculated for the present-day topography and climate. 725 𝐹𝑠𝑖𝑙𝑤 = 𝑘𝑠𝑖𝑙𝑤,𝑟𝑒𝑓 ⋅ 𝜔𝑠𝑖𝑙𝑤𝜔𝑠𝑖𝑙𝑤,𝑟𝑒𝑓 (13) 

The last carbon flux considered is the degassing of carbon from the solid Earth into Earth’s 726 

atmosphere and ocean. 𝐹𝑑𝑒𝑔𝑎𝑠𝑠𝑖𝑛𝑔 denotes the background inorganic and organic carbon 727 

degassing from magmatism and volcanism. It is also assumed to include possible carbon 728 

contributions from oxidative weathering of organic carbon stored in rocks. Given that for a 729 

multi-million-year period, the geologic carbon cycle is assumed to be in a ± 5% balance between 730 
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carbon source and sink fluxes (69, 70), 𝐹𝑑𝑒𝑔𝑎𝑠𝑠𝑖𝑛𝑔  is set equal to all carbon sink fluxes 731 

(𝐹𝑑𝑒𝑔𝑎𝑠𝑠𝑖𝑛𝑔 = 𝐹𝑠𝑖𝑙𝑤 + 𝐹𝑙𝑜𝑐𝑏 + 𝐹𝑚𝑜𝑐𝑏) at the start of a simulation. During the first 800 kyr of the 732 

model period, only small fluctuations in degassing are imposed, with the variations drawn 733 

randomly from a normal distribution with a mean of 0 and a standard deviation of 1 ·  1011 mol 734 

C year−1. This background rate of degassing is being emitted to the atmosphere-ocean carbon 735 

pool throughout the simulations. During the LIP phase, 𝐹𝐿𝐼𝑃  represents the estimated carbon 736 

injection due to LIP magmatism. The duration and mass of degassing is varied according to 737 

estimated degassing potentials of the Siberian Traps (Permian–Triassic), the Central Atlantic 738 

Magmatic Province (Triassic–Jurassic) and the North Atlantic Igneous Province (Paleocene–739 

Eocene) (see main article). 740 

We test the effect of seafloor weathering CO2 consumption as an additional carbon cycle 741 

feedback. Seafloor weathering is approximated following (66) as a global flux dependent on the 742 

global average surface temperature: 743 𝐹𝑠𝑓𝑤 = 𝑘𝑠𝑓𝑤,𝑟𝑒𝑓 ⋅ 𝑒0.0608⋅(𝑇𝐺𝐴𝑆𝑇−288) (14) 

where 𝑘𝑠𝑓𝑤,𝑟𝑒𝑓 is a reference weathering rate of 1.75 ·1012 mol C year−1 at a reference global 744 

average surface temperature of 288 K, and 𝑇𝐺𝐴𝑆𝑇  is the current global average surface 745 

temperature. Additionally, we test the sensitivity of the results to a weaker CO2-induced 746 

weathering enhancement in the absence of vegetation (𝑅𝐶𝑂20.3 instead of  𝑅𝐶𝑂20.5 in Eq. 12). 747 

The results of these sensitivity tests are shown in fig. S11 for the Permian-Triassic 748 

paleogeographic configuration. 749 

To obtain a first-order approximation of how the modelled changes in organic and inorganic 750 

carbon fluxes after a LIP degassing event affect the isotopic signature of buried carbonate 751 

carbon (𝛿13𝐶𝑐𝑎𝑟𝑏), we follow (71), assuming a steady state in the atmosphere-ocean 𝛿13𝐶 for a 752 

model time step larger than the residence time of carbon in the ocean (≈ 105 years): 753 𝛿13𝐶𝑖𝑛 = 𝛿13𝐶𝑜𝑟𝑔 ⋅ 𝑓𝑜𝑟𝑔 + 𝛿13𝐶𝑐𝑎𝑟𝑏 ⋅ (1 − 𝑓𝑜𝑟𝑔) (15) 

To derive the 𝛿13𝐶 of buried carbonate carbon, an average isotopic composition of degassed 754 

carbon 𝛿13𝐶𝑖𝑛 of −6‰ and an average isotopic composition of buried organic carbon 𝛿13𝐶𝑜𝑟𝑔 755 

of −27‰ are assumed. Finally, 𝑓𝑜𝑟𝑔  defines the ratio of total organic (marine + terrestrial) to 756 

total organic and inorganic (from silicate + carbonate weathering) carbon burial. While 757 

carbonate weathering affects the 𝛿13𝐶 balance, it is a CO2-neutral process for long time scales 758 

(72) and therefore is not included in the atmosphere-ocean carbon balance. It is approximated 759 

following (66) and calculated based on spatial fields of runoff and biotic weathering 760 

enhancement as: 761 
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𝐹𝑐𝑎𝑟𝑏𝑤 = 𝑘𝑐𝑎𝑟𝑏𝑤 ⋅ 𝑞 ⋅ 𝑓𝑁𝑃𝑃 (16) 

where 𝑘𝑐𝑎𝑟𝑏𝑤  represents a scale parameter, included to obtain a present-day rate of carbonate 762 

weathering of 8 ·1012 mol C year−1 with present-day topography and climate conditions (66). A 763 

comparison of modelled and observed carbonate 𝛿13𝐶 for the Permian-Triassic and the 764 

Paleocene-Eocene is shown in fig. S4. 765 

Climate model. With the carbon cycle model, carbon fluxes in and out of the combined pool of 766 

Earth’s atmosphere and oceans are tracked. Assuming a baseline atmosphere-ocean carbon mass 767 𝑀𝐴𝑂  of 3.193 ·1018 mol C at a 280 ppm atmospheric CO2 concentration (25), atmospheric CO2 768 

concentration is set to be proportional to the square of the total carbon in the atmosphere-ocean 769 

pool (73): 770 𝐶𝑂2,𝑡 = 𝐶𝑂2,0 ⋅ (𝑀𝐴𝑂,𝑡𝑀𝐴𝑂,0)2
 

(17) 

where 𝐶𝑂2,𝑡 is the current and 𝐶𝑂2,0 the initial CO2 concentration; 𝑀𝐴𝑂,𝑡 the current and 𝑀𝐴𝑂,0 771 

the initial atmosphere-ocean carbon content, respectively. 772 

A full dynamic coupling of a climate model with the above-described vegetation and carbon 773 

cycle model is currently not feasible, first because of computational limitations (climate models 774 

integrate over periods of hundreds to several thousand years, not the multi-million-year periods 775 

considered here), and second, because standard vegetation models integrated into climate 776 

models do not include the eco-evolutionary dynamics considered here (i.e., dispersal and 777 

adaptation processes). To overcome this limitation, we follow an approach commonly used in 778 

geologic carbon cycle modelling (66, 74), where climatic conditions at every model time step 779 

are interpolated from a lookup table of pre-run climate simulations. A quantification of the 780 

uncertainty in surface climatic conditions arising from implementing this interpolation routine 781 

instead of running a new climate model for each time step’s atmospheric CO2 concentration is 782 

illustrated in fig. S12. To create the climate lookup table, an Earth system model of intermediate 783 

complexity, PlaSim (75, 76), is run for atmospheric CO2 concentrations between 100 and 8000 784 

ppm for each considered continental configuration (from 100 to 1000 ppm in 50 ppm steps, 785 

from 1125 to 3000 in 125 ppm steps, and from 3000 to 8000 in 500 ppm steps). For each studied 786 

period, the solar luminosity is adjusted following the solar physics model of Gough (77). PlaSim 787 

is run with a mixed-layer slab ocean model and thermodynamic sea ice. To avoid confounding 788 

effects with vegetation models that can be coupled to PlaSim, the climate model is run without 789 

dynamic vegetation, with a uniform surface albedo on land (0.2), and with a constant soil depth 790 

(0.15 m). For each atmospheric CO2 concentration, PlaSim is run for 250 model years, using the 791 

average temperature, precipitation, runoff and radiation of the last 50 model years to inform the 792 
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eco-evolutionary vegetation model and the carbon cycle processes explained above. The 793 

continental configurations for the PlaSim simulations, as well as the other model components, 794 

are taken from (54) (maps for Permian-Triassic, Triassic-Jurassic and present) and from (55) 795 

for the Paleocene-Eocene and are assumed to be fixed for the entire 8 Ma model period. It should 796 

be noted that, as we do not fully integrate the studied vegetation dynamics into the PlaSim 797 

climate model, we can only consider the effects of eco-evolutionary vegetation on climate 798 

through changes in the atmosphere-ocean carbon content, and not through direct interactions 799 

with the climate system, including changes to surface albedo, water and energy exchange. 800 

Paleotemperature proxies 801 

The records documenting the sea surface temperature changes (∆SSTcomposite) across the 802 

Permian– Triassic, Triassic–Jurassic, and Paleocene–Eocene boundaries (Fig. 2) are compiled 803 

using proxy data from the PhanSST database (53). For each time slice, we utilize data from the 804 

chronostratigraphic stage (i.e., geochronologic age) preceding the LIP-associated boundary and 805 

the two to three stages postdating the boundary. The Ypresian (Eocene) is subdivided into three 806 

equal time bins (sub-stages) due to its extended duration, high data density, and reliable age 807 

control (53), and the PETM data are further subdivided following (32). 808 

For each of the three boundaries, we isolate records from the same site and proxy system that 809 

have unaltered data from at least two of the (sub-)stages, following the diagenetic screening 810 

protocol of (53). This results in 15 unique records for the Permian–Triassic transition (14 811 δ 18Ophosphate and one δ 18Ocarbonate), 11 records for the Triassic–Jurassic (10 δ 18Ocarbonate, 1 812 TEX86), and 36 records for the PETM (11 δ 18Ocarbonate, 14 TEX86, and 11 Mg/Ca). Sample 813 

sites for each period are shown in fig. S13. 814 

Sea surface temperatures (SSTs) are estimated from the proxy data using established transfer 815 

functions or proxy system models (78–84). Conodont δ 18Ophosphate data are brought into the 816 

same reference frame using an NBS-120c standard value of 21.7‰ and a Durango standard 817 

value of 9.8‰. Both BAYFOX (82) and BAYSPAR (83) are run using a prior mean value of 818 

25°C and a prior standard deviation of 10°C. BAYMAG is run using a prior standard deviation 819 

of 10°C, the newest version of the seawater Mg/Ca curve (i.e., option 2 in BAYMAG), an H 820 

value of 0.75 (84), and an omega value of 5. With both BAYFOX and BAYMAG, we use the 821 

pooled species annual calibration. Estimating absolute SST from oxygen isotope data requires 822 

an assumption about the δ 18O value of the seawater (78–82), which is difficult to constrain in 823 

deep time. However, this assumption is negated when calculating SST differences between time 824 

intervals, provided that the seawater composition remained constant across any given record. 825 ∆SSTcomposite is estimated by subtracting the median pre-LIP SST of each record from each data 826 

point in that record. Not all records have data from the stage preceding the LIP-associated 827 
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transition; in those instances, we use the median ∆SST of the subsequent (sub-)stage from the 828 

records with pre-LIP data to estimate a baseline ∆SST for each remaining record.  829 
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 830 

Fig. S1: Range of mean annual temperatures observed within Koeppen-Geiger vegetation zones. Location 831 

and temperature range within the A. tropical savannah and B. cold summer Koeppen-Geiger zone. Koeppen-Geiger 832 

zones are often used to distinguish among contrasting biological and climatic regions on Earth that are 833 

characterized by similar vegetation types. The range of mean annual temperatures observed within a Koeppen-834 

Geiger zone is approximately 10°C, which is the temperature niche width used for the modelled floras. Data from 835 

(61).  836 
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 837 

Fig. S2: Carbon flux dynamics for modelled range of climate trajectories observed for the Siberian Traps 838 

Large Igneous Province (Permian–Triassic transition). A. atmospheric CO2 concentration, B. silicate 839 

weathering (Fsilw), C. land-derived organic carbon burial (Flocb), D. marine organic carbon burial (Fmocb), E. carbon 840 

degassing (background + LIP) (Fdegassing). 841 
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 842 

Fig. S3: Global average temperature (GAST) trajectories for an alternative set of model boundary 843 

conditions. A. Permian-Triassic configuration with an increased sensitivity of silicate weathering to plant primary 844 

productivity: maximum six-fold increase in weathering rates in highly productive areas compared with four-fold 845 

in the default configuration. B. Triassic-Jurassic configuration with an increased sensitivity of silicate weathering 846 

to plant primary productivity (maximum six-fold enhancement). C. Paleocene-Eocene configuration with a 847 

reduced carbon degassing mass of 8’000 Gt (instead of 15’000 in main the main text). D. Permian-Triassic 848 

configuration with a higher starting CO2 concentration of 800 ppm (instead of 600 ppm in the main text) and a 849 

greater mass of carbon degassing of 50,000 Gt (instead of 40,000 Gt in the main text). 850 
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 851 

Fig. S4: Post-Large Igneous Province carbonate δ13C dynamics. A. Modelled changes in the carbonate δ13C 852 

record based on changes in organic and inorganic carbon burial. B. composite δ13C curve over the Permian–Triassic 853 

boundary from various sources, as compiled in (85) (only Iran sections shown), and benthic δ13C data over the 854 

Paleocene–Eocene boundary from ODP sites 1209, 1262 and 1263 from various sources, as compiled in (86, 87). 855 
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 856 

Fig. S5: Carbon burial fluxes for the modelled Phanerozoic Large Igneous Province (LIP) degassing events. 857 

Silicate weathering (Fsilw; left column) and land-derived organic carbon burial (Flocb; right column) for the present-858 

day hypothetical LIP (A. & B.), the North Atlantic Igneous Province (Paleocene-Eocene) (C. & D.), the Central 859 

Atlantic Igneous Province (Triassic-Jurassic) (E. & F.), and the Siberian Traps (Permian-Triassic) (G. & H.). 860 
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 861 

Fig. S6: Modelled climate sensitivity. A. Sensitivity of global average surface temperature (GAST) and B. global 862 

average precipitation to an increase in atmospheric CO2 concentration as observed in the PlaSim climate 863 

simulations for the Permian-Triassic, Triassic-Jurassic, Paleocene-Eocene and present-day continental 864 

configurations. 865 
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 866 

Fig. S7: Spatial distribution of net primary productivity (NPP) and silicate weathering carbon consumption. 867 

NPP (left column) and silicate weathering (silw; right column) for the present-day continental configuration (A. & 868 

B.), for the Paleocene-Eocene continental configuration (C. & D.), for the Triassic-Jurassic continental 869 

configuration (E. & F.), and for the Permian-Triassic continental configuration (G. & H.). Paleogeographic 870 

reconstructions are from (55) for the Paleocene-Eocene and otherwise from (54). Note that in the model, only a 871 

small fraction of NPP ultimately becomes buried (Flocb). Note also the uneven color scale for silicate weathering. 872 
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 873 

Fig. S8: Surface albedo-induced climate change. A. Uniform surface albedo of 0.2 on snow- and ice-free land. 874 

B. Example PlaSim climate simulation with an altered surface albedo scheme: higher surface background albedo 875 

of 0.25 and lower albedo only in areas with a potentially high vegetation cover as estimated by the PlaSim model. 876 

C. Difference in surface temperature between uniform and variable albedo scheme. If LIP-triggered vegetation 877 

shifts result in the exposure of surfaces of higher or lower albedo, a cooling or a warming effect on regional and 878 

global climate can be expected, respectively. D. Difference in annual precipitation between uniform and variable 879 

albedo scheme. 880 
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 881 

Fig. S9: Model results for pre-perturbed vegetation at onset of Large Igneous Province (LIP) degassing. This 882 

is achieved by imposing a carbon cycle perturbation before the onset of the LIP, resulting in non-optimally-adapted 883 

vegetation floras. Classification of the model outcome depending on A. the vegetation’s dispersal capacity, B. the 884 

temperature niche adaptation rate, and C. the aridity niche adaptation rate. Model outcome frequencies are similar 885 

to the results presented in the main text, but with slightly more ‘transient’ trajectories that did not reach a steady 886 

state at the end of the simulation. D. Range of climate trajectories for a reduced biological parameter set (excluding 887 

‘die-out’ trajectories and assuming non-zero temperature and aridity niche adaptation rates). For reference, the fast 888 

(pink) and slow (blue) vegetation adaptation end-member trajectories of the model presented in the main text are 889 

displayed.  890 
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 891 

Fig. S10: Validation of modelled net primary productivity (NPP). A. NPP modelled using the developed deep-892 

time vegetation model and climate input data from the intermediate-complexity climate model PlaSim (CO2 893 

concentration of 400 ppm, resolution 3.75°× 3.75°; averaged over 50 model years) and topographic data from (54). 894 

B. NPP estimate by (64) using monthly average climate data from 1931 to 1961 (ensemble mean of 17 estimates 895 

derived from vegetation models and satellite data; resampled to the resolution of the eco-evolutionary vegetation 896 

model for comparison).  897 
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 898 

Fig. S11: Sensitivity of global average surface temperature trajectories (GAST) to carbon cycle feedback 899 

mechanisms. A. Permian-Triassic simulation with seafloor weathering feedback. B. Permian-Triassic simulation 900 

with seafloor weathering feedback but a weaker CO2-dependent weathering feedback in the absence of plants or 901 

in locations of reduced primary productivity (𝑅𝐶𝑂20.3 instead of 𝑅𝐶𝑂20.5 in Eq. 12).  902 
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 903 

Fig. S12: Uncertainty in surface climatic conditions due to the climate interpolation routine. Plots depict the 904 

difference in A. surface temperature and B. precipitation between an interpolated climate for 800 ppm (interpolated 905 

from climate runs for 850 and 750 ppm) and an actual climate model output for 800 ppm.  906 
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 907 

Fig. S13: Sampling sites of paleotemperature proxies. Locations of analyzed proxies for A. the Permian–Triassic 908 

transition B. the Triassic–Jurassic transition, and C. the Paleocene–Eocene transition.  909 
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