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Abstract: Advances in quantum computers may pose a significant threat to existing public-key

encryption methods, which are crucial to the current infrastructure of cyber security. Both RSA

and ECDSA, the two most widely used security algorithms today, may be (in principle) solved by

the Shor algorithm in polynomial time due to its ability to efficiently solve the discrete logarithm

problem, potentially making present infrastructures insecure against a quantum attack. The National

Institute of Standards and Technology (NIST) reacted with the post-quantum cryptography (PQC)

standardization process to develop and optimize a series of post-quantum algorithms (PQAs) based

on difficult mathematical problems that are not susceptible to being solved by Shor’s algorithm.

Whilst high-powered computers can run these PQAs efficiently, further work is needed to investigate

and benchmark the performance of these algorithms on lower-powered (constrained) devices and

the ease with which they may be integrated into existing protocols such as TLS. This paper provides

quantitative benchmark and handshake performance data for the most recently selected PQAs from

NIST, tested on a Raspberry Pi 4 device to simulate today’s IoT (Internet of Things) devices, and

provides quantitative comparisons with previous benchmarking data on a range of constrained

systems. CRYSTALS-Kyber and CRYSTALS-Dilithium are shown to be the most efficient PQAs in the

key encapsulation and signature algorithms, respectively, with Falcon providing the optimal TLS

handshake size.

Keywords: post-quantum cryptography; Internet of Things; constrained devices; benchmarking

1. Introduction

Modern-day applications need security to protect the confidentiality and integrity
of data, particularly during digital communications. Internet users rely on this security
for numerous critical services, including online banking, mobile and cloud computing,
e-commerce, and home automation. Cryptography is a key tool used to grant digital
security, allowing the encryption, transfer, and decryption of data during their transmission
between devices. Encryption and decryption occur via the use of cryptographic keys,
which can either be private or public depending on whether the encryption is symmetric or
asymmetric, respectively.

Devices employing symmetric encryption (private-key encryption) use a single (secret)
key for both encryption and decryption; hence, devices using private-key encryption
exchange this key, which is subsequently used in the decryption process [1]. Asymmetric
encryption (public-key encryption) uses an encryption key (public key) and a separate
decryption key (private key) [2].

Whilst current symmetric encryption methods including ChaCha20 and AES offer
users confidentiality (attacks based on the quantum Grover algorithm are possible, but their
effectiveness is limited and mitigable, redefining the cryptosystem parameters like the key
size), it is public-key methods that are fundamental to many digital systems for providing
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both key negotiation and digital signing. The public-key cryptographic protocol transport
layer security (TLS) builds encrypted tunnels between digital entities and is used in over
60% of internet connections in the form of a TLS-based secure HTTPS protocol [3,4]. TLS
also provides authentication with the use of digital certificates, issued by trusted certificate
authorities. Endpoints can verify a communicating device’s identity and public key as
those contained within the certificate. The two most widely used public-key methods
within certificates today are the Elliptic Curve Digital Signature Algorithm (ECDSA) and
Rivest–Shamir–Adleman method (RSA).

The robustness of these two cryptographical methods relies on strong mathematical
calculations that cannot be practically broken by conventional computer systems without
the legitimate cryptographical key. ECDSA relies on the difficulty of its elliptic curve
discrete logarithm (ECDL), and RSA relies on integer factorization, meaning that it could
take a powerful computer system several years to break. However, both ECDL and
RSA are no longer quantum-resistant following the discovery, by Peter Shor, of quantum
factorization algorithms that could solve both ECDL and integer factorization problems in
polynomial time [5]. Today, despite the fact that quantum computers (QCs) able to run the
Shor algorithm are still not available to us, recent advances in the implementation of QCs by
global companies like IBM, Google, and other players in the quantum computer race make
the advent of the quantum era feel closer and more plausible, along with its threat to the
security of cryptosystems that are reliant on the hardness of the factorization problem [6]
and discrete logarithms, including the Diffie–Hellman key-exchange method [7].

For a cryptographic system to remain secure from quantum attacks, hard mathematical
problems that are not susceptible to either Shor’s or any other quantum algorithm are now
being developed for both key encapsulation mechanisms (KEMs) and signatures. Research
into PQC has become both a significant area of interest in fundamental research and a ne-
cessity towards practical application, e.g., to update current cryptographic infrastructures,
as recommended by the NIST post-quantum standardization process. Moreover, meeting
the need to integrate such algorithms into existing devices, particularly ‘constrained’ IoT
devices with limited performance, has become a worthy endeavor amongst researchers.

2. Background and Research Questions

In this section we provide a short description of the background that motivates
our research questions, we summarize the existing work carried out on post-quantum
cryptographic protocols, and we review the existing literature on the benchmarking of
constrained devices.

2.1. Post-Quantum Algorithm Families

To address the issue of current security protocols potentially being broken by QC-
equipped attackers, the cryptographic community has been developing problems and
subproblems of NP hardness (i.e., at least as hard as a nondeterministic polynomial time
problem) that cannot be solved by quantum algorithms in polynomial time. The current
PQAs span five key families of mathematical problems that are hard to solve even for
a quantum adversary. The distinct family classifications of asymmetric algorithms are
described in more detail below. This grounding in PQAs and their respective classifications
is essential to help answer all the related research questions, as the performance of each
PQA is correlated with its family class.

In lattice-based cryptography, a mathematical structure named a lattice is used to
provide an infinite number of grid points. Vectors (tuples) represent the coordinates of a
given point in the lattice relative to the origin (a tuple of 0 s), and vectors can be defined as
‘far’ vectors or ‘short’ vectors depending on their proximity to the origin. Any vector in the
lattice space originates from a basis, i.e., a smaller set of vectors used to represent the entire
lattice space, and can be represented as a linear combination of the basis vectors [8,9]. A
basis can be identified as long or short depending on the lattice location, which has given
rise to a series of hard lattice problems, including the following:
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A. Shortest-Vector Problem: Finding the shortest vector in the Euclidean norm [10];
B. Closest-Vector Problem: Finding a lattice vector that minimizes the distance from

another target lattice [11];
C. Short-Integer Solution Problem: finding a non-zero integer vector given a number of

uniformly random vectors grouped as the column of a matrix [12];
D. Learning with Errors: Recover a secret (s) given a sequence of ‘approximate’ random

linear equations on s. For example, the input could be where each equation is correct
up to some small additive error and the goal is to recover [13].

The difficulty of each of these problems is increased by the vast dimensions of the
lattice and has therefore yielded some promising lattice-based PQAs that have been consid-
ered for standardization. Examples include CRYSTALS-Kyber (Kyber) [14], CRYSTALS-
Dilithium (Dilithium) [15], NTRU [16], and Falcon [17]. All of these except NTRU (which
was excluded in NIST Round 4) are performance-tested in this paper, to represent lat-
tice methods and help answer RQ1, and then integrated with TLS [18] to answer RQ3.
Data gleaned from previous studies on the performance of these PQAs will support us in
answering RQ2 and will provide input for the advantages/disadvantages for RQ4.

Hash-based cryptography represents an alternative to current digital signature schemes,
relying on Merkle trees and one-time signatures or few-time signatures used with secure
cryptographic hash functions. The security of these algorithms depends on the properties
of the hash function collision and preimage resistance. Assuming that the hash function
is good, finding collisions and primages would be difficult if not impossible even for a
quantum algorithm, meaning that hash-based approaches represent a good option for post-
quantum authentication. The main disadvantage is that the hash-based digital signatures
are stateful, meaning that they can only be used once requiring state management. A prime
example of a hash-based PQA considered for standardization is SPHINCS+ [19], which is a
combination of Merkle hash trees in the Forest of Random Subsets Scheme [20] and Witerniz
One-Time Signatures Plus Scheme [21] and is stateless, which alleviates the latter issue of
stage-managing but subsequently increases the signature size (approximately 40–60 KB),
resulting in slower performance. SPHINCS+ will be performance-tested to obtain primary
data to answer RQ1 and RQ3. Secondary data regarding SPHINCS+ performance will be
used as input for RQ2 and RQ4.

Code-based cryptography, proposed by Robert McEliece in 1978, has remained un-
threatened by cryptanalysis until relatively recently [22]. The concept is based on the use of
a cyphertext comprising a word of an appropriate linear error-correcting code, which in this
instance is a binary Goppa code, to which random errors are introduced [23]. The generator
matrix (i.e., the arbitrary basis of the code) is the public key that allows anyone receiving it
to encrypt it. Authentic users who have access to the decoding algorithm for the code (a
polynomial time algorithm termed a ‘trapdoor’ or private key) can remove the errors and
recover the cleartext. The scheme security relies on two key principles: (i) generic decoding
is usually hard, and (ii) the public key used to generate the cyphertext is hard to distinguish
from a random matrix.

Examples considered for standardization include the Classic McEliece scheme [24],
which has a much larger public key than its classical counterparts such as RSA. BIKE
and HQC are also code-based KEMs that are being considered for standardization. BIKE
is based on Quasi-Cyclic Moderate-Density Parity-Check (QC-MDPC) codes that take
inspiration from the McEliece scheme but have improved bandwidth and a decoder (Black
Gray Flip) [25]. Hamming Quasi-Cyclic (HQC) [26] is reliant on the difficulty of decisional
quasi-cyclic syndrome decoding with parity problems. HQC is INDCPA-secure and is
alleged to also be secure against adaptive chosen-ciphertext attack (CCA2) [27]. It does,
however, have significantly larger keys and ciphertexts compared to BIKE, but its key-
generation and decapsulation mechanisms are considerably faster. Classic McEliece, BIKE,
and HQC are all performance-tested in this paper to represent the code-based methods for
RQ1. HQC and BIKE are available for TLS handshake performance testing for RQ3, and
secondary data are obtained for all the algorithms to contribute to RQ2 and RQ4.
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Isogeny-based cryptography is based on elliptic curves for KEMs. The first elliptic
curve key exchange algorithm was the Elliptic Curve Diffie–Hellman, based on the dis-
crete logarithm problem over elliptic curves [28]. It was theoretically solved by Shor’s
algorithm, and, therefore, it is no longer considered secure against quantum algorithms.
This has prompted the development of isogeny-based schemes, such as the Supersingular
Isogeny-based Diffie–Hellman (SIDH). Isogenies are surjective and homomorphic structure-
preserving functions that map two groups together. Between two elliptic curves, an isogeny
φ will map points on the domain curve E1 to points on a co-domain curve E2. These
isogenies are calculated using Velu’s formulas [29] as φ: E → E/κ, where κ is defined as the
kernel. An isogeny is generated from random values and used for private keys in secure
communications, and, as yet, no significant attacks against it have been identified. For this
reason, SIKE (Supersingular Isogeny-based Key Encapsulation) [30] is an SIDH-based PQA
that is being considered for standardization, and it will be assessed further in this paper.
Given its close relationship with ECC and Diffie–Hellman protocols, SIKE’s integration
into existing systems is considered relatively easy compared to its other PQA counterparts.
SIKE also has a very small key size of 750 bytes but is an order of magnitude slower than
the alternative PQAs being considered.

Multivariate polynomial cryptography (MPC) involves the hardness of solving prob-
lems of multivariate quadratic equations across finite fields, which is an NP-hard problem.
MCP often results in excessive signature or key sizes, and many of the developed PQAs
considered for standardization have focused on reducing these. MPC candidates include
GeMSS [31] and Rainbow [32]. Unfortunately, attacks on these PQAs have significantly
reduced their security, and, therefore, they are not being considered for PQC standardiza-
tion [33–35]. Consequently, this class of PQAs will not be investigated in this paper.

Relevant PQA winners of the NIST round 4, and alternatives, are represented in Figure 1.

ffi

ffiϕ E1 E2ϕ: E → E/κ κ	
tt

ffi

tt

Family KEM Signature 

Lattice CRYSTALS-Kyber 

CRYSTALS-Dilithium 

 

Falcon 

Hash-Based  SPHINCS+ 

Code-based 

BIKE* 

 

Classic McEliece*  

 

HQC* 

 

Isogeny-based SIKE*  

Figure 1. The four PQA winners [14,15,17,19] and the four PQA alternatives (*) [24–26,30] from NIST

Round 4. Five of the algorithms are employed for KEM (with CRYSTALS-Kyber as the primary PQA),

three are selected for signatures.
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2.2. Post-Quantum Cryptography and IoT Devices

The IoT connects embedded sensors and actuators using networking protocols. As
such, the IoT has contributed significantly to the creation of novel applications, including
smart homes, smart cities, smart farms, healthcare, smart sensors, drones, and many
more. The majority of devices involved in such IoT networks are constrained devices
with limited CPU, memory, wireless bandwidth, and/or power resources [36]. Given the
high asset value of the sectors and environments in which these systems operate, they
have become a significant target for cyberattacks [37,38]. Whilst the security protocols for
most information technology (IT) devices can be patched in the future, performing this
task for today’s billions of embedded IoT devices presents a significant challenge, and the
security risks to such devices are further increased in a post-quantum world [39]. There
therefore needs to be consideration of how quantum-resistant algorithms perform on these
constrained IoT devices, as opposed to focusing on their non-constrained counterparts.

Given the increase in the number of IoT devices transmitting encrypted data, the
work developed in ref. [40] discusses the need for ‘lightweight’ PQAs that are quantum-
safe but with minimal overheads. Ref. [41] supports the need for PQAs to maintain
security against quantum adversaries but emphasizes the ease with which higher-powered
computing devices can run such algorithms; therefore, the testing of constrained devices
with limited capabilities is necessary to simulate the performance of current IoT devices.
Ref. [41] achieves this in an IoT laboratory where the constrained device is a Raspberry
Pi 3B+ (1.2 GHz quad core ARMv8 (A53) 64-bit processor, 1 GB RAM and 32 GB storage).
This is used for benchmarking the performance of the selected PQAs from Round 2 of
the NIST PQC standardization competition. Both KEMs (including Kyber, Saber, NTRU,
Classic McEliece, and FrodoKEM) and signatures (including Dilithium, qTESLA, Rainbow,
and SPHINCS+) are benchmarked in [41], which is relevant to this study, as it provides
a similar justification and methodology for generating the quantitative data-measuring
time (ms) to assess the performance of each algorithm on individual constrained devices.
This previous work also combines the performance of KEM/signature PQAs during a
handshake between two constrained devices, communicating using TLS1.3 over a wired
network and also providing secondary data to answer RQ2. The methods used in [41] will
aid in generating the benchmarking data to answer RQ1, and the data from [41] can also be
a source of secondary quantitative data to assist in answering RQ2 and RQ4. The work in
ref. [41] also points to previous studies that used higher-powered CPUs in their constrained
devices to obtain similar results [42,43], which could be of use for the control used in this
study for the first two research questions.

The interpretation of this quantitative data will provide the basis of an assessment for
identifying the advantages and disadvantages of the PQAs being investigated.

2.3. Research Questions

• RQ1: The PQA standardization competition was updated by NIST in July 2022 [44],
which highlights how cutting-edge the post-quantum field is and prompts further
inquiry into the efficiency and practicality of PQAs. This includes the ease with which
they integrate with current security technologies and how they perform in current
IoT devices, which have significantly less processing power than their high-powered
counterparts and yet are widely distributed within smart systems and are therefore
more prone to cyber-attacks. For this reason, there is the need to ask the question:
how do the selected PQAs perform relative to each other on constrained devices and
compared to higher-powered devices?

• RQ2: There are numerous groups within the cryptographic community that have
tested the performance of PQAs on a range of constrained devices and lower power
processors [41,45–48]. Whilst the data may not be directly comparable, it would be
useful to have supporting data to either confirm or refute the findings of RQ1, and,
therefore, we should ask: how do the data from this study compare to those from
similar previous studies?
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• RQ3: The integration of PQAs into existing network security protocols such as TLS will
be a requirement even for future networks that QCs form part of. For this reason, this
question should be posed: how do the PQAs perform on constrained target devices
when tested in combination (KEM and Sign) over TLS?

• RQ4: Finally, to summarize the findings, we need to ask what the concluding key advan-
tages and disadvantages of PQAs are, when they are implemented in constrained devices.

2.4. Primary Data Collection and Experimental Methods

The method defined in this section was employed to generate primary quantitative
data to help answer RQ1. Quantitative data were collected and analyzed to determine
the benchmark performance of each PQA, encompassing the four NIST winners and
the four alternate candidates in the fourth round for PQC standardization (see Table 1).
Benchmarking measures mean the time (µs) during key exchange and signing for each
of the PQA algorithms when tested on both constrained and higher-performance devices.
For KEMs, the process timings were subdivided into key generation, encapsulation, and
decapsulation, and for signatures, they were subdivided into Keypair, Sign, and Verify.

Table 1. This table summarizes the performance of PQA KEM, comparing the benchmarking per-

formed in this work with that of other existing works. * SSF = Classic McEliece with semi-systematic

form of public-key generation.

PQA Reference
NIST
Level

Constrained? Device/CPU Keygen (ms) Encaps (ms) Decaps (ms)

Kyber

Barton et al. [41] 3 Yes RPi3 0.89 1.08 1.32

This work 3 Yes RPi4 0.11 0.11 0.08

This work 3 No PC 0.04 0.05 0.06

HQC

Røneid, 2021 [49] 3 No 3.5 GHz CPU 0.08 0.13 0.21

This work 3 Yes RPi4 24.28 48.48 72.97

This work 3 No PC 3.75 7.52 11.35

Classic-McEliece

Chikouche et al.
2018 [45] 3 Yes Android Mobile 320,313.00 11.00 364.00

Røneid, 2021 [49] 3 No 3.5 GHz CPU 53.95 0.03 0.07

This work 3 Yes RPi4 1907.86 0.47 106.63

This work 3 No PC 83.26 0.02 0.06

Classic-McEliece
(SSF) *

Røneid, 2021 [49] 3 No 3.5 GHz CPU 29.27 0.03 0.07

This work 3 Yes RPi4 0.48 106.60 596.47

This work 3 No PC 0.08 28.68 80.56

BIKE-L3

Barton et al. [41] 3 Yes RP3 24.50 30.30 127.00

Roneid, 2021 [50] 3 No 3.5 GHz CPU 0.44 0.12 1.65

This work 3 Yes RP4 200.41 10.19 161.67

This work 3 No PC 0.57 0.07 1.62

Benchmarking was achieved using Open Quantum Safe (OQS), an open source project
chosen for this paper due to its correlation in experimenting with NIST-selected algorithms
and the ability to evaluate PQC within a testing environment [51]. Liboqs is a library
from the OQS platform containing the relevant PQAs that is available through GitHub
(https://github.com/open-quantum-safe, accessed on 15 May 2024) and provides bench-
marking functionality for both KEM and signing. This library has been used in previous
benchmarking studies [41] and allows greater comparability of data, to answer RQ2.
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A second component was to performance-test the TLS1.3 handshake between the two
constrained devices using a fork in the OQS-OpenSSL 1.1.1 project, which integrates liboqs
(version 0.7.1). The TLS handshake size (bytes) and timings (ms) were determined for
different combinations of KEM and signing PQAs. The OpenSSL fork’s protocol involves
simulated client–server handshake on the same device, but here, it was adapted for client–
server handshake measurement between two networked, constrained devices. These data
were generated within an IoT laboratory setting, using the equipment and configurations
described below:

• Two Raspberry Pi 4 devices with a 1.5 GHz quad core ARMv8 (A72) 64-bit processor,
4GB RAM. Given that a 64-bit operating system is required to run liboqs, Raspberry
Pi OS 64-bit Debian version 11 (bullseye) was installed with 64 GB microSD storage.
Access to the devices was over SSH (using PuTTY 0.77) from a desktop PC.

• A standalone network generated between the two devices using a home-based switch
(Netgear GS308).

Comparative PQA performance testing on non-constrained (control) devices was
performed using the following:

• Windows 11 OS Desktop PC with 4.9 GHz 16 core (32 thread) Ryzen 9 5950x processor,
64 GB DDR4 3600 MHz RAM, and 1 TB of M.2 NvMe SSD storage.

• A Windows 11 OS laptop (Razer Blade) with up to 2.6 GHz 6-core (12-thread) i7-9750H
processor, 8 GB GDDR6 VRAM, and 1 TB SSD.

• For both control devices, testing was performed on a Linux-based hypervisor using
VM Virtual Box version 6.1.36 (Oracle) running Ubuntu 22.04.01 LTS Jammy Jellyfish
OS. The hypervisors were set to access all CPU cores within each respective system,
and all additional parameters were maximized to optimize performance.

• All PQA benchmarks were run in triplicate on both Raspberry Pi 4 devices and control
devices, and the mean values are presented in the Results section.

• All TLS performance tests were run in singlet due to the lack of variance in the data
generated. The designated server Raspberry Pi 4 device (RPi4-1) was configured to
have a static IP address, as per the configuration shown in Figure 2. The OQS-OpenSSL
protocol was adapted to enable testing across both devices using the connect ip address
command on the client device (RPi4-2).

ff

tt

 

 

 

 

 

 

 

 

Figure 2. Standalone wired network for measuring PQA handshake sizes and timings over TLS

between RPi4-1 (server) and RPi4-2 (client). A static IP address was configured for the server to allow

connection from the client.

3. Results and Analysis

OQS benchmark analysis assessed the performance of the KEM and signature PQA
schemes and the TLS handshake (combining KEM and signature mechanisms). Given the
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number of parameter variations in each PQA, the volume of quantitative data generated
needed restricting, as follows:

• The selection of the PQA parameters required to achieve NIST Level 3 security only
(equivalent to cracking AES-256 or 128 bits of quantum security, as required for NIST
standardization). Where this was not available, NIST Level 5 security was selected.
We observed that Falcon-512 and Falcon-1024 had claimed NIST security levels of 1
and 5, respectively; therefore, the latter was selected.

• Only those PQAs with representation in liboqs were used. During benchmarking, SIKE
was no longer available in liboqs, having been compromised by a classical computer
attack, after having reached NIST Round 4 selection [52]. It was therefore excluded
from testing.

• Where significant variations in a PQA existed, specific parameters were selected and
taken as representative of the group (as for SPHINCS+).

The summarized results of this paper are represented graphically in the relevant
sections and then compared, where possible, with other benchmarks from the literature.
In order to allow further understanding of the different PQAs in the context of the results
generated in this paper, both public- and private-key sizes are provided. These can be
found in Appendix A, Table A1 for each KEM, and in Table A2 for each signature PQA,
selected based on the above criteria [50].

3.1. KEM Benchmarking

Benchmark performance testing of the KEM PQAs on the two constrained devices
(RPi4-1 and RPi4-2) and two control devices (PC and laptop) provided mean times (µs) for
the individual stages of key generation, encapsulation, and decapsulation. The data are
represented graphically (bar charts) in Figure 3 for each of the devices on a logarithmic axis
due to the broad range of values.

 

tt
 

tt

 

ff

ff

Figure 3. Logarithmic plot of time (µs) versus KEM PQA processes for key generation (keygen),

encapsulation (encaps), and decapsulation (decaps) on constrained (RPi4-1 and RPi4-2) and higher-

powered (PC and laptop) devices. Kyber768 processes are fastest for all devices and show the least

difference between the two device power classifications.

Across all devices tested, the lattice-based solution Kyber (Kyber768) was the front
runner, with a moderate key size and performing encapsulation and decapsulation in ap-
proximately 0.05 milliseconds. Of the code-based algorithms—HQC (parameter HQC-192),
BIKE (parameter BIKE-L3), and Classic McEliece—HQC demonstrated the best overall
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performance across all devices. BIKE’s performance was more costly than HQC, with
the highest cost being for decapsulation for the higher-powered devices and key genera-
tion for the low-powered systems. Classic McEliece parameter 460,896 showed the best
performance in the code-based solutions for encapsulation, but the key generation was
substantially more costly, given the large public-key size and the fact that the system would
reject 3–4 Goppa polynomials on average, thus restarting the key-generation process [24].
Despite having the same large public-key size, the alternatively designed parameter for
Classic McEliece 460896f used a semi-systematic form (SSF) of public-key generation, which
offered a far better key-generation performance due to its the lower probability of key-
generation failure compared to the systematic form [24] and generated a much-improved
performance compared to that of HQC. This was, however, hindered by the excessive
decapsulation latency noted across all platforms, which requires further investigation via
comparison with previous studies.

In addition to this, comparison between the constrained devices and the higher-
powered devices revealed a difference in latency of up to an order of magnitude for the
constrained platforms, except for Kyber768, which showed only a ~50% improvement

When run on the PC (see Figure 3), interestingly, kyber768 tested on the constrained
devices showed a marginally improved performance compared to when it was run on
the laptop.

This performance testing has answered RQ1 regarding KEM PQAs, placing the lattice-
based Kyber method as the fastest of the KEM PQAs for key generation, encapsulation,
and decapsulation on both constrained devices; it demonstrates the least difference in
performance between constrained devices and higher-powered platforms. HQC appears
to be another promising algorithm, with a uniformly distributed performance across
key generation, encapsulation, and decapsulation on constrained platforms; however,
the difference in performance between constrained and higher-powered devices is more
pronounced. These results are further supported by the NIST competition that marked
Kyber as the winning KEM lattice-based PQA due to its security and performance across
other constrained devices [44].

3.2. Comparison with Other KEM Works

In Table 1, we compare three relevant publications testing KEM PQAs. In the com-
parison, the speeds are converted to micro seconds, and, where comparative data are not
available on constrained devices, PC benchmarks from this work are also included.

Given that each benchmarking is performed under slightly different conditions and
parameters, a summary of these divergencies is explained below in Table 1. The work de-
veloped in ref. [41] uses a Raspberry Pi 3 B+, which, while less powerful than the Raspberry
Pi 4, provides comparative results for Kyber768, supporting the speed and consistency of
Kyber’s performance across key generation, encapsulation, and decapsulation. Ref. [41]
also performance-tests BIKE-L3 and provides similar performances on constrained plat-
forms. In contrast, the work developed in ref. [50] delivers a comprehensive study focused
on Classic McEliece, including a semi-systematic form (SSF) variant, in comparison with
the other code-based PQAs, such as HQC and BIKE. These data are primarily collected on
a device with a 3.5 GHz CPU (non-constrained). However, consistency is maintained in the
high key-generation latency for Classic McEliece compared to its SFF counterpart.

The performance of HQC on the PC, compared with that described in ref. [49], shows
an increase in latency. The work developed in ref. [45] uses a Samsung Galaxy A5, model
SM-A500H, which is equipped with an Exynos 7880 Octa-core 1.9 GHz processor, to
benchmark a range of PQAs, including Classic McEliece [45], again showing extensive key-
generation times compared to the other KEM PQAs, listed with no SSF comparison in this
case. No previous studies support the extended SSF decapsulation time that we observed.
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3.3. Signature Benchmarking

Benchmark performance testing of the signature PQAs on the two constrained devices
and control devices provided mean times (µs) for the individual stages of Keypair, Sign,
and Verify processes (see Figure 4).

ff

ff

Figure 4. This figure describes the performance of signature PQA processes Keypair, Sign, and Verify

for constrained (RPi4-1 and RPi4-2) and higher-powered (PC and laptop) devices. Dilithium3 is

the fastest for all devices and shows a moderate difference in performance between the two power

classifications of devices. The performance is measured using a Log of time in µs.

The hash-based method SPHINCS+ can use either Haraka, SHA56, or SHAKE256
hash functions, each of which has a ‘robust’ and ‘simplified’ version, as well as parameters
for ‘fast processing’ (denoted ‘f’) and ‘small signatures’ (denoted ‘s’) [18]. This provides
12 combinations for NIST security level 3 alone, and, therefore, this has been limited to
two SHPINCS+ variants by taking the SHA256 hash-base to be representative and testing
‘simplified’ versions only, as the ‘robust’ alternatives were no longer available in the OQS
benchmark options.

The data in Figure 4 indicate that Dilithium performs the best across all devices for
Keypair, Sign, and Verify. Falcon offers faster verification speeds for constrained devices
but is slower on Keypair and signature. This comparison may, however, be less direct,
given that Falcon’s level 5 security parameter (Falcon-1024) has been used in place of
the level 3 parameter (due to the removal of the latter in the second round of the NIST
competition [27]).

SPHINCS+ ‘s’ variants denote small signatures and SHPINCS+ ‘f’ denotes fast pro-
cessing. SPHINCS+ has the smallest of the public keys, which is reflected in the Keypair
phase being faster than Falcon’s for the f variants. However, the SPHINCS+ Sign and Verity
phases are at least an order of magnitude slower across all devices as a result of its large
stateless signatures.

A comparison of the constrained device performance compared to the PC indicates
that, overall, the PC’s speed is approximately between 5 and 10 times faster than the
Raspberry Pi 4 across the PQAs. The laptop is approximately 50% slower than the PC but
is significantly faster than the Raspberry Pi 4 across the board.

Dilithium is the clear front-runner, with consistently low latency across the Keypair,
Sign, and Verify processes for all platforms compared to the other PQAs. Dilithium runs
approximately one order of magnitude slower on constrained platforms compared to non-
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constrained devices, but this is moderate when performing the same comparison for the
other signature PQAs.

The PQA performance testing in this work has answered RQ1, indicating that the
lattice-based PQAs CRYSTALS-Dilithium and CRISTALS-Kyber provide optimal latency
as, respectively, signature and KEM PQAs for IoT devices compared to the remaining
NIST winners/alternatives tested. Section 3.4 looks to verify these findings by measuring
the TLS handshake size for KEM/signature combinations communicated between two
constrained platforms.

D. Comparison with other signature works
Two relevant publications related to performance-testing signature PQAs have been

identified, and Table 2 compares these works to the results of this work. Timings are listed
only for the Sign and Verify processes for most publications selected, with Keypair excluded.
Benchmarking is conducted under slightly differing conditions, which are indicated below
in Table 2.

Table 2. This table summarizes the performance of PQA signature in this work and compares it with

the results of other existing works.

PQA Reference NIST Level Constrained? Device/CPU Sign (ms) Verify (ms)

Dilithium 4
Barton [41] 3 Yes RPi3 6.76 2.14

Sikeridis 2020 [53] 3 No i5 1.7 GHz CPU 1.25 0.3

Dilithium 3 This work 3 No RPi4 0.9 0.31

Falcon

Sikeridis, 2020 [53] 5 No
i5, 4 core 1.7
GHz CPU

5.22 0.05

This work 5 Yes RPi4 1.59 0.21

This work 5 No PC 0.37 0.06

SPHINCS
SHA256-192fs

Barton [41] 3 Yes RPi3 785 39.7

This work 3 Yes RPi4 193.07 10.27

SPHINCS
SHA256-192ss

Barton [41] 3 Yes RPi3 21,200 15.8

This work 3 Yes RPi4 4347.93 3.51

The work developed in ref. [41] uses a Raspberry Pi 3 B+, providing results for
Dilithium IV, but has also included the same SPHINCS+ variants as those selected in this
work. The findings of [41] are consistent with Dilithium’s leading performance with the
lowest latency. As per this study, ref. [41] also demonstrated that SPHINCS+ had the
highest latency for the Sign process, further supporting our results.

Ref. [53] uses a non-constrained device operating a virtual machine with an Intel i5-
8350U processor utilizing four cores set at 1.7 GHz each with 8GB of RAM [53]. Dilithium 4
is tested and again is the front-runner for speed overall. Falcon1024 has approximately ten
times more latency for signing, but verification is approximately three times faster than
Dilithium 4, given its smaller signature size [17]. These supporting data have been helpful
in answering RQ2 through verifying these papers’ findings through comparison with these
previous works.

3.4. TLS Handshake

For TLS performance, a fork in OpenSSL, which integrates liboqs to measure quantum-
safe key exchange and authentication in TLS1.3, is used to determine the size and time of
a handshake between the two constrained devices for each combination of the KEM and
signature PQAs. NIST Security Level 3 parameters for SHPINCS+ SHA-256-192 variants
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are not active in the OpenSSL liboqs provided by Open Quantum Safe. For this reason,
SPHINCS+-SHA256-128f-robust for NIST security level 1 was used instead.

Despite having a smaller public-key, private-key, and signature size (32 bytes, 64 bytes,
and 17,088 bytes, respectively) compared to the level 3 variants, this parameter still provides
the smallest of the public-/private-key sizes and the largest signature size compared to the
other signature PQAs tested.

These data are presented in Table 3 and indicate that SPHINCS+ uses the greatest
number of bytes, independent of the KEM algorithm used. Dilithium provided the second-
lowest byte data observed across all KEM combinations, but Kyber768 combinations were
shown to be optimal. Falcon was the front-runner, with the smallest handshake size,
independent of the combined KEM, but using Kyber768 led to the lowest byte cost. This
is attributed to Kyber having the smallest key sizes of the KEMs and Falcon having the
smallest signature size of the signature PQAs tested. Handshake timing data for these
KEM/signature combinations could not be obtained at the time of testing due to a TLS1.3
specific error caused by a configuration issue with Nginx SSL that prevented connection to
the server [54–59].

Table 3. This table shows that SPHINCS+ has the greatest byte cost, independent of the KEM

algorithm. Falcon and Dilithium have the lowest and second-lowest byte data, respectively, for all

KEM combinations, but Kyber768 was optimal. * NIST Level 1 SPHINCS+ alternative was used due

to there being no activation of level 3 (192) in OpenSSL at time of testing.

Handshake (Bytes)

Kyber768 HQC-192 BIKE-L3

Read Written Total Read Write Total Read Write Total

Dilithium3 10,105 1589 11,694 18,043 4927 22,970 12,132 3488 15,620

Falcon-1024 5891 1589 7480 13,831 4927 18,758 7920 3488 11,408

SPHINCS+-SHA256-128f-robust * 35,799 1589 37,388 43,737 4927 48,664 37,826 3488 41,314

4. Discussion and Conclusions

A summary of the results obtained in this work is given in Table 4, showing the key
advantages and disadvantages of the PQAs tested on IoT devices.

This work contributes to the field of post-quantum cryptography by benchmarking the
winning and front-running PQAs on the Raspberry Pi 4. At the time of writing, quad core
processors with speeds between 1.2 and 1.5 GHz and at least 4 GB of RAM can typically
be found in smart TVs, smart home devices, and mobile phones [55–57]. Comparably, the
Raspberry Pi 4 has similar specifications and therefore more closely represents the IoT
devices of today. Previous studies have either used non-constrained devices [40,42] due
to the availability of technology or devices of very limited capability compared to current
IoT device standards [58–60]. Furthermore, some finalist PQAs, such as BIKE and Classic
McEliece, have been modified for performance optimization between the second and third
rounds of the NIST competition, and it is therefore prudent to test the most recent iterations
of these PQAs [24,25].

The limitations of this work included the lack of TLS handshaking timings due to an
OpenSSL configuration issue [54]. It would be prudent to add these timings to support
the handshake size data in future work. Furthermore, SPHINCS+ SHA256-192-based
parameters were disabled in OpenSSL at the time of testing and were therefore replaced
with SHA256-128 parameters. Whilst this is inconsistent with the benchmarking data,
SHA256-192 testing for level 3 security is unlikely to add any value, given the large
size of the SPHINCS+ handshake, even at security level 1. Finally, this work has only
benchmarked PQAs using timings, which has limited the number of comparable prior
studies for RQ2. The literature ranges regarding the type of PQA benchmarking data
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collected and includes timings, CPU cycles, memory usage, and energy consumption.
Broadening these measurements in follow-up studies can provide greater insight into
PQA performance.

In terms of outlook and future work, the consistent and excessive decapsulation time
observed for the Classic McEliece SST parameter across all platforms tested is not supported
in the literature, prompting further investigation in order to better understand these
findings. The current literature reflects the need to adapt PQAs for the most vulnerable,
constrained nodes within a network, and introduce lighter-weight versions with reduced
latency and memory costs [61–64]. The benchmarking of these variants would be prudent
in order to build on the findings of this paper.

Aside from timings, PQA fitness for purpose and ‘cryptoagility’ needs to be considered
for migration into existing IT infrastructures and real-world use. The work developed
in ref. [65] indicates the main open issues that need to be addressed in order for robust
PQAs to achieve a quantum secure network that may be shared by both quantum and
classical infrastructures.

Table 4. The Table summarizes the key advantages and disadvantages of the PQAs tested on IoT

devices. * Includes reference to this paper. White cells denote KEMS, and gray cells denote signatures.

Advantages Disadvantages

CRYSTALS-Kyber

• Lowest-latency KEM across all processes *
[41,44,46]

• Adapted for constrained devices * [61,62]
• Smallest TLS handshake size * [41]

• Inefficient memory usage [66]

HQC
• Low-latency key generation * [49]
• Small public key * [26,50]
• Runs on low-cost hardware [49]

• Largest TLS handshake size *

Classic
McEliece

• Low-latency encapsulation/
decapsulation * [45,50]

• Establishes security well [24,49]
• Small cyphertext [26,49]

• Largest public key and highest
key-generation latency * [24,49]

• SST parameter with highest
decapsulation latency *

• Large bandwidth requirements [49]
• Not appropriate for constrained

devices * [45,49]
• Not available for testing in liboqs OpenSSL

fork * [50]

BIKE-L3
• Adapted for constrained devices * [49,66]
• Runs on low-cost hardware [49]

• High cost of key generation * (this work) [49]
• High cost of decapsulation * [49]

CRYSTALS-
Dilithium

• Lowest-latency signature across all
processes * [41]

• Adapted for constrained devices * [60,61]
• Moderate TLS handshake size * [53]

• Less efficient hardware architecture [67]

Falcon

• Smallest TLS handshake size * [53]
• Smallest signature size * [17]
• Small public-key size [17]
• Low verification latency *

• High Keypair latency *
• Increased susceptibility to side-channel

attacks [48]

SPHINCS+ • Smallest private- and public-key size [19]

• Large signature size * [19]
• High Sign latency * [19,47]
• Not appropriate for constrained

devices * [47,68]
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Appendix A

Private- and public-key sizes (and signature sizes) for the PQAs selected based on [55].
This provides a frame of reference for the relative performance of each PQA in the bench-
marking analyses.

Table A1. KEM PQA private- and public-key sizes.

Family Protocol Parameter Set Private-Key Size (Bytes) Public-Key Size (Bytes)

Lattice Crystal-Kyber
Kyber-768 2400 1184

Kyber-768-90s 2400 1184

Code-based

BIKE BIKE-L3 10,105 3083

HQC HQC-192 4586 4522

Classic McEliece
Classic-McEliece-460896 13,608 524,160

Classic-McEliece-460896f 13,608 524,160

Table A2. Signature PQA public-key, private-key, and signature sizes.

Family Protocol Parameter Set
Private-Key Size

(Bytes)
Public-Key Size

(Bytes)
Signature Size

(Bytes)

Lattice
Dilithium Dilithium3 4000 1952 3293

Falcon Falcon-1024 2305 1793 1462

Hash-based SPHINCS+

SPHINCS+-SHA256-192f-robust ‡ 96 48 35,664

SPHINCS+-SHA256-192f-simple 96 48 35,664

SPHINCS+-SHA256-192s-robust ‡ 96 48 16,224

SPHINCS+-SHA256-192s-simple 96 48 16,224

‡ Public-key, private-key, and signature sizes for SPHINCS+ robust variants were sourced from [26].
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