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Abstract. To enable long-term operations of swarms of energy-constrai-
ned robots, they need to manage both their in-ŕow and out-ŕow of en-
ergy. We consider two strategies for doing so: In the őrst strategy, all
robots work at a remote location but due to their limited storage ca-
pacity must return to charge. In the second strategy, dedicated mobile
chargers with őnite storage capacity deliver energy to the remote loca-
tion, substantially shortening the worker robots’ commute. We compare
the work performed and the energy efficiency of these strategies using
physics-based simulations and reveal conditions under which their per-
formance is close to theoretically derived upper bounds. We assess several
factors, including the number of mobile chargers, their storage capacity,
transfer losses, and the ratio of energy expended while working and trav-
elling. Our őndings conőrm that mobile chargers can help increase the
work performed, and even overall energy efficiency provided that their
energy storage is larger than that of workers.

1 Introduction

When playing their part in real-world applications, swarms of robots will have
to operate autonomously over extended periods of time. Examples include ap-
plications in environmental monitoring, surveillance, agriculture, construction,
and mining [7,13,21]. In this context, energy is a key consideration, and both its
in-ŕow (i.e. how a swarm replenishes its energy) and out-ŕow (i.e. how a swarm
invests its energy) need careful consideration. At every moment of time, the
robots ultimately devote some of their energy towards performing work versus
securing energy to replenish.

Several studies consider swarms where the individual robots alternate be-
tween performing work and visiting charging points to replenish their őnite en-
ergy storage [1,2,16,19,22]. To reduce charging times, stations offering robots
to hot-swap their batteries have been considered [18]. To reduce travel times,
optimised placements of (mobile) charging stations have been considered [5].
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Other studies consider swarms where energy is transferred among members
of őnite storage capacity, a process referred to as energy trophallaxis [4,8,12,20].
Such an approach can promote division of labour, enabling some individuals
to focus on certain tasks [3], while also reducing congestion near a shared re-
source [15] (e.g. at the charging station). To reduce transfer times, prior work [17]
proposed robots that exchange energy by swapping batteries. Recent multi-robot
platforms such as Freebot [6] have demonstrated low transfer times using super-
capacitors, achieving duty cycles of up to 98%. However, several factors including
ineffective strategies for sharing energy across the swarm or high energy transfer
loss may potentially hinder uptake of this technology.

In this paper, we compare two strategies for regulating the in-ŕow and out-
ŕow of energy of a swarm of robots that is required to perform work at a remote
location for an extended period of time. The őrst strategy makes exclusive use
of őxed charging points. Every robot alternates between performing work at the
remote location and recharging back at the base. The second strategy introduces
the use of mobile charging units of limited storage capacity, which deliver energy
to the working robots and recharge back at the base. The remaining robots alter-
nate between performing work and replenishing via energy transfer from nearby
mobile chargers. We formally derive some upper bounds for the amount of work
performed and energy efficiency. Through a series of physics-based simulations,
we identify conditions in which either strategy becomes favourable, considering
among others the cost of being idle, moving and working, as well as the ratio of
storage capacity of mobile chargers versus workers.

The paper is organised as follows. Section 2 presents the problem formulation
and strategy for energy replenishing using őxed charging points, and presents a
formal analysis. Section 3 presents the problem formulation and strategy for en-
ergy replenishing using mobile chargers. Section 4 describes the implementation
of the strategies. Section 5 presents the results. Section 6 concludes the paper.

2 Energy Replenishing Using Fixed Charging Stations

2.1 Problem Scenario

Consider the 2D environment illustrated in Fig. 1a. It comprises three regions:
(i) a base region (green), (ii) a commuter region (white), and (iii) a work region
(red).

The environment contains a population of nw robots (green circles), known
as workers. At each time step, each robot can choose whether to move or remain
stationary. When within the work region, the robot can choose in addition to
perform work. A working robot performs work at a rate of 1 unit per time step.

Each worker has the capacity to store a maximum of cw,max units of energy.
Its energy consumption is as follows:

1. A worker that is neither moving nor working consumes νw,min units of energy
per time step. This is to support its core operations.
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Fig. 1. Energy replenishing using őxed charging stations. (a) The workers, represented
by green disks, accumulate energy in the base region (green rectangle) before moving to
the work region (red rectangle) to perform work. When a worker’s energy storage runs
low, it moves back to the base region to recharge. (b) Finite state machine executed
by each robot.

2. A worker that is moving but not working consumes νw,min + νw,move units
of energy per time step.

3. A worker that is working but not moving consumes νw,min + νw,work units
of energy per time step.

4. A worker that is both moving and working consumes νw,min + νw,move +
νw,work units of energy per time step.

While residing within the base region, a worker can accumulate (gross) energy
at a rate of νw,charge units per time step. Its (net) accumulation of energy is
νw,charge − νw,min if stationary, and νw,charge − νw,min − νw,move otherwise. To
reach the work region from the base region, the worker has to travel through the
commuter region and vice versa.

We consider a mission over a őnite duration τ . Initially, each worker’s energy
storage is assumed to be at full capacity. The workers’ objective is to perform
as many units of work as possible without any worker depleting their energy
storage while outside the base region. As τ → ∞, theoretically, this allows the
workers to keep operating autonomously for an indeőnite period of time.

2.2 Strategy

Fig. 1b depicts a őnite state machine that is executed by each worker. Initially,
all workers are assumed to reside within the base region. Hence, at time zero,
the worker is charging (state charge). Once its level of stored energy reaches
full capacity, the worker travels towards the work region (state toWork). Once
reaching it, the worker performs work (state work). Once the level of its stored
energy is below some safety threshold, cw,safety1

, the worker returns to the base
region (state toBase).
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2.3 Analysis

We formally derive an upper bound for the performance of workers. In this
theoretical model, we assume that (i) there is no interference among the workers’
bodies (i.e., the workers may move through each other); (ii) the base, commuter,
and work regions are closed sets; (iii) all workers commute between the subsets
of the boundary of the commuter region that are shared with the base region
and work region, respectively, and (iv) the workers follow optimal trajectories.

At time 0, the worker leaves the base region at full capacity cw,max. Let
∆w,commute denote the time that it takes for the worker to reach the work region.
At time ∆w,commute, the worker reaches the work region at capacity cw,max −
(νw,min + νw,move)∆w,commute, and chooses to perform work from this moment.
Once having only (νw,min + νw,move)∆w,commute units of energy left, the worker
returns to the base region, arriving at the moment its energy storage reaches
zero. It then charges its level of energy to full capacity, which takes ∆w,charge =

cw,max

νw,charge−νw,min
units of time. The cycle then repeats.

In every cycle, the time a worker performs work is given by

∆w,work =
cw,max − 2(νw,min + νw,move)∆w,commute

νw,min + νw,work

The worker’s duty cycle is the proportion of time it is working. It is given by

Dw =
∆w,work

∆w,cycle

where ∆w,cycle = ∆w,work+2∆w,commute+∆w,charge is the duration of a worker’s
cycle.

The system’s total amount of work performed is

W = nwDwτ (1)

We deőne the system’s energy efficiency as the proportion of energy spent
on performing work3:

E =1−
(νw,min + νw,move)2∆w,commute + νw,min(∆w,work +∆w,charge)

cw,max

(2)

=1−∆w,cycle

νw,min

cw,max

− 2∆w,commute

νw,move

cw,max

(3)

3 Energy Replenishing Using Mobile Charging Stations

3.1 Problem Scenario

Consider the 2D environment illustrated in Fig. 2a. Compared to the scenario
with őxed charging stations, we have a fourth region (blue) called transfer region,
which sits in between the commuter and work regions.

3 Note that devoting energy to core operations while performing work reduces a
worker’s efficiency.
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Fig. 2. Energy replenishing with mobile chargers of limited storage capacity. (a) Mobile
chargers (represented as blue disks) transport energy from the base region to the trans-
fer region (blue rectangle), where workers with low levels of energy arrive to recharge.
(b) Finite state machine executed by each mobile charging unit. (c) Finite state ma-
chine executed by each working robot.

The environment contains nw workers and nm mobile chargers. The workers
have the same capabilities as described earlier. The mobile chargers can move
but are unable to perform any work.

Each mobile charger has the capacity to store a maximum of cm,max units of
energy. Its energy consumption is as follows:

1. A mobile charger that is not moving consumes νm,min units of energy per
time step. This is to support its core operations.

2. A mobile charger that is moving consumes νm,min + νm,move units of energy
per time step.

While residing within the base region, a mobile charger accumulates (gross)
energy at a rate of νm,charge units per time step. Its (net) accumulation of energy
is νm,charge − νm,min if stationary, and νm,charge − νm,min − νm,move otherwise.

While residing within the transfer region, a mobile charger can agree to
donate (gross) energy at a rate of νm,transfer units per time step to a worker
in that region. The worker accumulates (gross) energy at a rate of ξνm,transfer

units per time step, where ξ ∈ (0, 1] denotes the transfer loss. While energy is
being transferred, both mobile charger and worker consume energy for their core
operations, and, if applicable, their movement.

3.2 Strategy

Fig. 2b depicts a őnite state machine that is executed by each mobile charger.
Initially, all mobile chargers are assumed to reside within the base region. Hence,
a mobile charger is charging at time zero (state charge). Once its level of stored
energy reaches full capacity, the mobile charger travels towards the transfer
region (state toTransfer). Once within the transfer region, the mobile charger
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pauses (state idle), waiting for a transfer request by a worker. If reaching a
critical energy threshold, cm,safety, the mobile charger travels back to the base
region (state toBase). Otherwise, if a request is received, the mobile charger
awaits the worker and upon arrival starts transferring energy (state transfer).
The transfer is stopped as soon as the worker’s storage is at full capacity, or the
mobile charger’s storage reaches a critical limit, cm,safety. In the former case,
the mobile charger transitions to state idle; in the latter case, it transitions to
state toBase.

Fig. 2c depicts a őnite state machine that is executed by each worker. Initially,
all workers are assumed to reside within the base region. Hence, a worker is
charging at time zero (state charge). Once its level of stored energy reaches full
capacity, the worker moves towards the work region (state toWork). When within
the work region, the worker performs work (state work). If the level of its stored
energy gets below some safety threshold, cw,safety2

, the worker suspends work
(state idle) and (repetitively) requests an energy transfer. When its request gets
acknowledged by a mobile charger, the worker approaches this charger (state
toTransfer), and the transfer starts (state charge). Once its storage reaches
full capacity, the worker moves towards the work region (state toWork). If the
transfer is aborted prior to reaching full capacity, the worker probes whether
the stored energy exceeds the safety threshold, cw,safety2

. If it does, it moves
towards the work region (state toWork). Otherwise, it seeks a transfer from a
different mobile charger (state idle).

4 Implementation

To evaluate the energy replenishment strategies, we implement the state ma-
chines depicted in Figs. 1b, 2b and 2c on the e-puck [11] platform. The latter
is a mobile differential-wheeled robot of diameter 7 cm and maximum speed
vmax = 12 cm/s. We assume the robot is equipped with a range-and-bearing sys-
tem enabling relative localisation and communication within a local neighbour-
hood of radius 0.533m. All robots update their states using the state machines
and use virtual forces to determine their direction of movement. Let pij denote
robot j’s position in the local coordinate system of robot i. The virtual force of
robot i is given by

ui = αua
i + βurn

i + γuro
i

where α, β and γ are positive scalars to weigh the inŕuence of the components.
Component ua

i represents the attraction towards a goal, gi. It is deőned as

u
a
i =

gi

||gi||
min(||gi||, vmax)

where goal gi provides the position vector of a point in the base region, work
region, or transfer region, respectively, where all vectors are deőned relative to
the position of robot i.
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Component urn
i represents the repulsion from neighbouring robots. It is de-

őned as

u
rn
i = −

1

|Ni|

∑

j∈Ni

σλ

||pij ||λ
pij

||pij ||

where Ni denotes the set of robots in the neighbouring of robot i, σ is the desired
separation between robots and λ is the exponent.

To avoid collisions with obstacles such as the walls, component uro
i uses

the e-puck’s eight proximity sensors which are distributed around the robot’s
circumference [11]. It is deőned as

u
ro
i = −

1

8dmax

8∑

j=1

(dmax − dj)v̂j

where dmax = 10 cm is the range of the proximity sensors, dj is the distance
extracted from the jth sensor and v̂j is the unit vector pointing from the robot’s
centre to the jth sensor. Where sensor j detects no object, we set dj = dmax.

5 Results

We use physics-based simulations that consider collisions among robots to quan-
tify the performance of the energy replenishment strategies in terms of both
work performed and energy efficiency. Simulations are performed in ARGoS [14]
with the physics and state machines updated every 0.1 s. The arena has a di-
mension (H×W) of 1.6 m×1.6 m and is bounded within x, y ∈ [−0.8, 0.8]. The
base, work and transfer regions are each of dimension 0.3×1.6 m. We use α = 1,
β = 100, γ = 1, σ = 0.1m and λ = 24 for the robot’s motion and no transfer
loss (ξ = 1) per default. Trials are terminated after 10 minutes. Video recordings
of the simulation can be found at [9]. The source code can be found at [10].

5.1 Fixed vs Mobile Charging Stations

For both strategies, an identical amount of workers is used, while for one strategy,
mobile chargers are used as well. This is motivated by the observation that
replacing a worker with a mobile charger does under no circumstances increase
the amount of work being performed. On the contrary, it typically leads to a
reduction4. Mobile chargers could nevertheless be useful as they are not required
to perform any work and hence do not need potentially expensive work tools.
They could be designed to move efficiently and offer increased energy storage.

We conduct trials with nw = 6 workers. For the mobile charger strategy,
we vary the number of chargers nm = {1, 2, 4, 6, 8, 10, 12} and their storage
capacity cm,max = φcw,max where φ = {1, 1.5, 2, 4, 6} to examine their effect on
the aforementioned metrics.

4 This is because the transfer of energy from mobile chargers to workers requires time,
and during this time all parties consume a base level of energy.
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Fig. 3. The effect of the number of mobile chargers and their storage capacity on (a)
the amount of work performed, (b) the total energy consumed, (c) the proportion of
energy used to perform work, and (d) the number of depleted workers. The results of
the static charger strategy are shown in 0 chargers and 0× charger capacity cells. Each
conőguration was tested for 50 trials.

Fig. 3a shows that 24943 units of work are performed if the workers charge at
the base. This is 92.8% of the theoretical upper bound, obtained from equation
(1), suggesting that the workers perform close to optimal in embodied simula-
tions. When workers obtain their energy from mobile chargers, the amount of
work performed increases with the number of mobile chargers, nm, and plateaus
after around nm = nw. The work performed with 6 and 12 mobile chargers,
respectively, is 89.3% and 92.0% of what could optimally be achieved if the
transfer region offered a constant supply of energy, which is equivalent to set-
ting ∆w,commute = 0 in equation (1). Performing substantially more work would
require additional workers.

Fig. 3b shows the total energy consumed by all robots, whereas Fig. 3c shows
the energy efficiency, that is the proportion of total energy consumed that was
devoted to performing work. Workers that charge at the base achieve an energy
efficiency of 68.2%. This is only 12.6% less efficient than the upper bound ob-
tained from equation (3). For workers obtaining energy from mobile chargers, the
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Fig. 4. Comparison of the two strategies across different energy consumption ratios
ν∗,work/ν∗,move. The solid lines connects the average values indicated by the diamond
marker for each strategy. For mobile chargers, results are shown for 6 chargers and 2×
charger capacity. (a) The amount of work performed and (b) the proportion of energy
used to perform work. Each conőguration was tested for 50 trials.

highest energy efficiency is consistently observed when nm = nw. This suggests
that using fewer or additional mobile chargers would result in them or the work-
ers wasting energy due to the time they spend waiting for each other. Moreover,
deploying many mobile chargers with small capacity proves inefficient. Never-
theless, mobile chargers were able to help perform more work and even improve
energy efficiency when their storage capacity was larger than the workers.

Fig. 3d reveals that a small amount of mobile chargers is unable to supply
sufficient energy to all workers, even if being of high capacity. This is because
each mobile charger can serve only a single robot at a time, which can cause in
some robots depleting all their energy while waiting in the transfer region.

5.2 Impact of Workload

In the previous section, the rates of energy for performing work and for moving
were assumed equal (i.e., ν∗,move = ν∗,work). Here, we investigate the impact
of changing the energy rate required to perform work. We use nm = 6 and
cm,max = 2cw,max. This setting performed more work while maintaining a similar
energy efficiency to the strategy without mobile chargers (see Fig. 3c).

Fig. 4a shows that as performing work becomes more energy-intense, less
work is being performed. Furthermore, the strategy with mobile chargers out-
performs the strategy without them. Fig. 4b shows that using mobile chargers
results in higher energy efficiency when performing work that costs as much
or more energy than moving. Otherwise, having workers return to the base for
recharging is more energy-efficient.

5.3 Impact of Charging Rate

We explore the effect of the rate at which the agents charge and transfer energy.
For the mobile charger strategy, we use nm = 6 and cm,max = 2cw,max.
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Fig. 5. Comparison of the two strategies across different charging and transfer rates,
ν∗,charge = νm,transfer. The solid lines connect the average values indicated by the
diamond marker for each strategy. For mobile chargers, results are shown for 6 chargers
and 2× charger capacity. (a) The amount of work performed and (b) the proportion of
energy used to perform work. Each conőguration was tested for 50 trials.

Fig. 5a shows that, for both strategies, the amount of work performed de-
creases as the charging and transfer rates, ν∗,charge and νm,transfer, decreases.
This is because robots need to spend a longer time to charge, reducing the time
available for working.

Fig. 5b illustrates that the energy efficiency using őxed chargers remains
fairly constant, presumably as movement dominates charging both in terms of
duration and rate of energy consumption [see equation (3)]. In contrast, when
using mobile chargers, the energy efficiency, while fairly constant at high values
of ν∗,charge, drops for ν∗,charge ≤ 0.25. As the charging times start to dominate,
this disproportionately impacts the strategy with mobile chargers, as it requires
twice the time for workers to charge.

5.4 Impact of Energy Transfer Loss

In this section, we introduce energy transfer loss, where a proportion of energy
dissipates to the environment when mobile chargers transfer energy to workers.
We examine nm = 6 and cm,max = 2cw,max.

Fig. 6a reveals a non-monotonic dependency. The work performed őrst de-
creases as the transfer loss increases up to 40%, then increases at 50%, and
őnally decreases again from 60%. Upon close inspection of the simulation runs,
it was observed that this was caused by the particular timings of the chargers
and workers’ activities. At a transfer loss of 50%, the mobile chargers could only
transfer available energy to a single worker, and then had to return to the base.
At a transfer loss of 40%, they attempted to transfer energy to a second worker,
but had to abort the process prematurely to return to the base.

As expected, Fig. 6b shows that transfer loss negatively affects energy effi-
ciency when using mobile chargers as some of the energy is lost while transferring
energy to workers.



A Comparative Study of Energy Replenishment Strategies for Robot Swarms 11

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Transfer loss

12500
15000
17500
20000
22500
25000
27500
30000

W
or

k 
pe

rfo
rm

ed

Strategy

Fixed

Mobile

(a)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Transfer loss

0.2

0.3

0.4

0.5

0.6

0.7

En
er

gy
 e

ffi
cie

nc
y

Strategy

Fixed

Mobile

(b)

Fig. 6. Comparison of the two strategies for different levels of transfer losses ξ. The solid
line connects the average values indicated by the diamond marker for each strategy.
For mobile chargers, results are shown for 6 chargers and 2× charger capacity. (a) The
amount of work performed and (b) the proportion of energy used to perform work.
Each conőguration was tested for 50 trials.

6 Conclusion

This paper compared two energy replenishment strategies for a swarm of robots.
In the őrst strategy, all robots were responsible for their energy and commuted
between charging stations and remote locations of work. In the second strategy,
robots capable of performing work at remote locations depended on the delivery
and transfer of energy from mobile chargers. We compared the two strategies
based on the amount of work performed and energy efficiency using physics-
based simulations, and reveal conditions under which their performance is close
to theoretically derived upper bounds. Results show that mobile chargers are
beneőcial when there is a sufficient, though not excessive, number of them and
when they have a large energy capacity. Moreover, they are beneőcial when
more energy is required while performing work than while navigating. However,
slow recharging rates as well as energy transfer losses negatively affect both the
amount of work performed and energy efficiency.

Future work will investigate improved theoretical upper bounds for using mo-
bile chargers and propose a hybrid strategy that allows robots to decide whether
to wait for a mobile charger or travel back to the base region. We will also con-
sider faster mobile chargers that are optimised for navigation, individual differ-
ences in battery health and validate our őndings on a physical robotic platform.
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