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A B S T R A C T

Software Testing is normally one of the main forms of verification and validation used in software development but it is often manual and so 
expensive and error prone. One of the proposed solutions to this is to use model-based testing, in which testing is based on a model of how the 
system should behave. If the model has a formal semantics, then there is potential to automate systematic test generation. In this paper we consider 
the case where the semantics of the model is a set of refusal traces, also called failure traces. We show how the notions of fundamental refusal 
and fundamental refusal trace can be used to derive a normalised transition system, which we call an observation transition system (OTS), from the 
semantics. We then show how, if this OTS has finitely many states, and we are given a bound 𝑚, one can produce a corresponding complete test 
suite: one that is guaranteed to determine correctness as long as the number of states of the OTS defined by the semantics of the system under test 
has no more than 𝑚 states. In practice, the choice of value for 𝑚 might be based on domain knowledge or a cost-benefit analysis. As far as we are 
aware, this is the first work to show how a finite complete test suite can be derived when the semantics under consideration is a set of refusal traces.

1. Introduction

Software testing is the process of executing the system under test (SUT) with test cases and checking that the observed behaviours 
are allowed by the specification. Software testing is typically one of the main verification and validation approaches used in software 
development. Even if formal verification is used (and this certainly has merit!), such verification only ever checks that a model of 
the system behaves correctly. For example, if the source code is verified against a specification then verification assumes that the 
compiler and hardware behave as expected; one should still test. In addition, where a system is black-box (we do not have access to 
the code), it typically is not possible to apply formal verification techniques.

Unfortunately, software testing is often a manual process and so expensive and error prone. This issue has been addressed in model 
based testing (MBT), where testing is based on a model or specification of the required behaviour of the SUT. Ideally, the model used 
has a formal semantics and then there is potential to reason about test effectiveness [5,12]. Such reasoning requires one to assume 
that the SUT behaves like an unknown model 𝐼 and typically one also assumes that 𝐼 can be described using the same formalism as 
the specification (the minimum hypothesis [5]). Testing can then be seen as a process of executing the SUT in order to compare two 
models: the specification 𝑆 and an unknown model 𝐼 of the SUT and there is potential to automate systematic test generation (see, 
for example, [10,23]).

Much of the MBT work concerns state-based systems that have an internal state and so behaviours are sequences (traces). Many 
systems are state-based, with examples including communications protocols, CPUs, and embedded control systems used in areas such 
as avionics and the automotive industry. Testing is then normally based on models expressed as either a finite state machine (FSM) or 
labelled transition system (LTS); software development might use a higher-level/more abstract formalism whose semantics is expressed 
as an LTS or FSM (see, for example, [3,9]).
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Fig. 1. Specification of a simple coffee machine (left) and an incorrect implementation w.r.t. refusal trace semantics (right).

Most work on FSM-based testing has concerned test generation algorithms, with FSM-based testing research going back to work 
by Moore in the 1950s [17]. The early work concerned deterministic FSMs (DFSMs). The semantics of an FSM is given by the 
corresponding regular languages (all states are ‘final’ states and so the language is prefix closed). In order to reason about test 
effectiveness, most work on testing from an FSM 𝑀 assumes that the SUT behaves like an unknown FSM 𝑀𝐼 that has the same input 
and output alphabets as 𝑀 . Testing thus involves choosing a set of input sequences and then applying them to the SUT in order to 
check whether 𝑀 and 𝑀𝐼 agree on these input sequences.

In FSM testing, there has been significant interest in test generation techniques that are complete in the sense that the resultant test 
suites are guaranteed to determine whether the SUT is correct as long as the SUT satisfies a stated test hypothesis. The test hypothesis 
is usually either that the FSM 𝑀𝐼 representing the SUT has no more states than the specification 𝑀𝑆 or there is a known upper 
bound 𝑚 on the number of states of 𝑀𝐼 . There are FSM-based test generation algorithms that return finite complete test suites (see, 
for example, [4,11,16,24,26]). Possibly the best known such technique for testing from a DFSM is the W-method [4,26]. Although 
this technique was devised for testing from a DFSM, we will see that it can be extended to LTSs.

It is worth briefly explaining why we chose to adapt the W-method, despite there being many other DFSM-based test techniques. 
First, we wanted to adapt a test generation technique that returns a complete test suite and is general in the sense that it can be used 
to test from any (complete, minimal) DFSM. There are several such test generation techniques (see, for example, [16,20]). However, 
the W-method is arguably the simplest of these techniques, with its use avoiding additional complexity. In addition, the core building 
blocks of the W-method (reaching and separating states) are used in many other FSM-based test generation techniques. Thus, it should 
be possible to extend the approach taken in this paper to adapt other DFSM-based test generation techniques.

In FSM-based testing, an observation is a trace: a sequence of events. LTS-based work, however, often allows the tester to observe 
the refusal of a set 𝑋 of events [25,19,23]; a refusal occurs if the LTS is in a (stable) state in which none of the events in 𝑋 can 
occur. A tester can observe the refusal of 𝑋 by offering the events in 𝑋 and observing a deadlock, with the deadlock normally being 
observed through a timeout. There is a range of implementation relations, which state how the behaviours (possible observations) of 
the SUT and specification must relate in order for the SUT to be correct [8]. The implementation relation used in testing will depend 
upon the types of observations that a tester, or system environment/user, can make. In this paper we assume that an observation 
is a refusal trace, also called a failure trace: a sequence that includes events and refusals [22]. It has been noted that this provides 
the finest implementation relation that is consistent with testing [25]; stronger implementation relations require backtracking and 
normally this is not possible in testing. Refusal traces are particularly important in the context of (discrete) timed systems, where it 
is essential that refusal information is recorded at every point where time progresses [1,18].

In this paper we consider the problem of testing to determine whether the sets of refusal traces 𝑆 and 𝐼 , of the specification 
and SUT respectively, are the same.

A simple example, depicted in Fig. 1, demonstrates the distinguishing capability of refusal trace semantics. The specification on 
the left is a simple coffee machine that, after being activated with the on button, either offers the user a choice between coffee and 
tea, or no beverage at all (the latter in case when the user is e.g. not authorised or payment has not been made – for simplicity, we 
abstract from this aspect here). Refusal trace semantics allows us to specify the requirement that a correct machine must always offer 
(to an authorised user) both coffee and tea; indeed, the implementation on the right that may in some circumstance offer only coffee, 
is incorrect, since it has a refusal trace 𝑜𝑛.{𝑡𝑒𝑎}.𝑐𝑜𝑓 that does not belong to the specification. We note that the above processes are 
equivalent w.r.t. coarser semantics such as failures or traces.

We take inspiration from the work of Huang and Peleska [14] that concerns traces-based testing. Their approach maps a set 
of traces (the semantics of the specification or SUT)  to a canonical LTS. They use the Nerode-congruence: two traces 𝜎1 and 𝜎2
reach the same state of the induced LTS if and only if 𝜎1 and 𝜎2 have the same continuations in . Testing then involves comparing 
the corresponding LTSs for 𝑆 and 𝐼 . They observe that an advantage of this approach is that it is based on the semantics of 
the specification and not the form of its model; this contrasts with other techniques that would produce different test suites from 
different specifications even if these specifications had the same semantics. They then show how, if the derived LTS is finite, the 
classical W-method [4,26], for testing from an FSM, can be extended to derive finite complete test suites.
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The aim of this paper is to generalise the approach of Huang and Peleska to the case where observations are refusal traces. An 
initial challenge was that it is not possible to directly use the Nerode-congruence because the set of continuations of a refusal trace 𝜎
might not correspond to any possible state: as a result of non-determinism, it might be possible, in language  under consideration, 
to follow 𝜎 by event 𝑎 and also by the refusal of 𝑎. In order to address this issue, we draw on the recently introduced notion of 
a fundamental refusal: 𝑋 is a fundamental refusal after 𝜎 if 𝜎.𝑋 is in  and for every event 𝑎 ∉ 𝑋 we have that 𝜎.𝑋.𝑎 is also in 
 [6,7]. We used fundamental refusal traces, which are refusal traces in which all refusals are fundamental, as the basis for deriving 
a special normalised transition structure, called an observation transition system (), from a language . Conceptually, OTS is to 
a certain extent similar to the language LTS of Huang and Peleska [14], however, its structure corresponds more closely to the testing 
experiment one can perform on the correct/canonical LTS.

Having shown how () can be derived, the next problem is to show how a complete test suite can be generated from 
(𝑆 ), where 𝑆 is the language (set of refusal traces) of the specification. Similar to FSM-based testing, we use the test hypothesis 
that the derived OTS of the language 𝐼 of the SUT has at most 𝑚 states for some given 𝑚. We show how the concepts of state cover 
and characterising set, used in the W-method for testing from an FSM [4,26], can be extended to our setting if (𝑆 ) has finitely 
many states. These are then used in order to construct a complete test suite, with us separately considering two cases: 𝑚 = 𝑛, where 
𝑛 is the number of states of (𝑆 ), and 𝑚 > 𝑛. Finally, we then show how we can considerably reduce the test suite size by 
restricting it to traces whose prefixes are fundamental refusal traces of the specification.

Similar to FSM-based testing, the tester will be faced with the standard problem of choosing a value of 𝑚 to use in test generation. 
Such a choice can be based on a mixture of domain knowledge and also a cost-benefit assessment, with both the effectiveness and 
cost of testing increasing as 𝑚 increases.

This paper makes several contributions.

• We develop a theory of refusal traces based solely on healthy languages of refusal traces (sets of refusal traces representing 
semantics of valid computational models). In particular:
– we define a local equivalence that identifies refusals in the context of a specific trace (adapting the theory of [6,7] to pure 
language-based setting) (Section 3.1)

– we provide a language state space construction for healthy languages of refusal traces (based broadly on the suffix language 
solution [14] but more involved due to the presence of refusals) (Section 3.2)

• We draw on FSM-based test generation techniques (Section 5).
– These allow one to produce a finite set 𝑇 of finite behaviours (refusal traces), with this finite set acting as a complete test suite 
(one guaranteed to determine correctness as long as the SUT satisfies the stated test hypotheses).

– FSM-based test generation techniques are defined for traces and so there is the challenge of generalising them to refusal traces.
– The tests contain both positive test cases (behaviours that the SUT should have) and negative test cases (behaviours that the 
SUT should not have).

– Using fundamental refusal traces, one can substantially reduce the size of a test suite.

Related work As far as we are aware, this is the first work that directly shows how a finite complete test suite can be constructed 
when testing for refusal trace equivalence. Note that [6,7] also provides a (minimal) complete test suite construction, however, it differs 
in two important aspects: the conformance is refinement rather than equivalence, and it is parameterised by a bound on the trace 
length (i.e. refinement up-to-𝐾 steps) whereas in this work, the conformance relation itself is not bounded, but bounds are assumed 
on the specification and implementation. While in theory one could decide equivalence by performing two refinement checks, it is 
undesirable for reasons of efficiency, in particular in the realm of testing where there is asymmetry in access between the specification 
and implementation. Because of this, test suites in [6,7] can only check whether an implementation refines the specification, but not 
the other way round.

As mentioned, a closely related work is [14], where the conformance relation is trace equivalence (i.e. based on sequences of 
events with no refusals). In [19], finite complete test suites are constructed for trace and failures refinement (the latter is based on 
sequences of traces that potentially end in refusals). Complete test suites for refusal trace refinement with inputs and outputs has 
been provided in [3]; however, they are not finite. Regarding ioco work, test suites for a relation similar to refusal trace refinement, 
mioco, have been defined in [10]; they are, however, not finite for the general (unbounded) conformance.

2. Preliminaries

Here, we briefly introduce our semantic model (labelled transition systems), and refusal trace semantics. We shall use Σ to denote 
the alphabet of visible actions. A labelled transition system (LTS) is a tuple  = ⟨𝑆, →, Σ ∪{𝜏}⟩ where 𝑆 is a finite set of states, Σ a finite 
set of visible/external actions, 𝜏 a special silent/internal action, and →⊆ 𝑆 ×Σ ∪ {𝜏} ×𝑆 a transition relation. We use the shorthand 

notation 𝑠 
𝛼

⟶ [resp. 𝑠 ̸
𝛼

⟶ ] whenever there exists [does not exist] a state 𝑠′ such that 𝑠 
𝛼

⟶ 𝑠′. A state 𝑠 is stable if 𝑠 ̸
𝜏

⟶.

We use the notation 
𝜖

⟹ for the reflexive transitive closure of 
𝜏

⟶, i.e. 𝑠 
𝜖

⟹ 𝑠′ iff 𝑠 = 𝑠′ or there is a chain of states and transitions 

𝑠 = 𝑠0
𝜏

⟶… 
𝜏

⟶ 𝑠𝑛 = 𝑠′. Moreover, 𝑠 
𝑎

⟹ 𝑠′ denotes that 𝑠 
𝜖

⟹ 𝑡 
𝑎

⟶ 𝑡′
𝜖

⟹ 𝑠′ for some states 𝑡, 𝑡′.
A process can be defined by indicating a set of its possible initial states within a certain LTS. Formally, a process is a tuple 

𝑃 = ⟨𝑆𝐼 , ⟩, where  = ⟨𝑆, →, Σ ∪ {𝜏}⟩ and 𝑆𝐼 ⊆ 𝑆 . Typically, the underlying LTS should be clear from the context and we shall 
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identify a process 𝑃 with the set 𝑆𝐼 . Moreover, the internal closure of 𝑃 , notation I𝜏 (𝑃 ), is the set of states reachable from initial 

states of 𝑃 with internal actions, i.e. I𝜏 (𝑃 ) = {𝑠′ | ∃𝑠 ∈ 𝑃 ∶ 𝑠 
𝜖

⟹ 𝑠′} [here, we identify the process 𝑃 with its set of initial states].
An important assumption that we make throughout the paper is divergence-freedom, that is, in all systems under consideration we 

assume that there are no infinite paths of 𝜏-labelled transitions. This is a reasonable assumption since: 1) divergence in a specification 
normally represents a fault; and 2) for a system under test, divergence looks the same1 (to the tester) as deadlock and so is not needed.

For a stable state 𝑠, a set 𝑋 ⊆ Σ is a stable refusal, or simply refusal of 𝑠, if for all 𝑎 ∈𝑋, 𝑠 ̸
𝑎

⟶. The set of all refusals of 𝑠 is denoted 
with R(𝑠). Note that R(𝑠) = ∅ for unstable states. The state refusal of 𝑠 is the largest refusal of 𝑠, denoted with SR(𝑠).

Since all refusals 𝑋 ⊆ Σ, including ∅, can be observed in stable states only, an additional refusal observation is required that can be 
made in any state (including unstable states). We shall use ∙ to denote such null refusal observation. A refusal trace (failure trace) 𝜎 of 
a state 𝑠 is a sequence that is either an empty word 𝜖, or a word of the form 𝑋0𝑎1𝑋1𝑎2… 𝑋𝑛−1𝑎𝑛𝑋𝑛, or 𝑋0𝑎1𝑋1𝑎2… 𝑋𝑛−1𝑎𝑛, where 

𝑎𝑖 range over Σ and 𝑋𝑖 range over (Σ) ∪ {∙}, such that there is a chain of transitions 𝑠 
𝜖

⟹ 𝑠0
𝑎1
⟹ 𝑠1

𝑎2
⟹… 

𝑎𝑛−1
⟹ 𝑠𝑛−1

𝑎𝑛
⟹ 𝑠𝑛

𝜖
⟹ 𝑞

and for all 𝑘 ∈ {0, … , 𝑛 − 1, [𝑛]}, 𝑋𝑘 ∈ R(𝑠𝑘) or 𝑋𝑘 = ∙. We denote the existence of such a chain of transitions by 𝑠 
𝜎

⟹ 𝑞.
We define the length of a refusal trace in one of the above forms as the number of refusals occurring in the trace, that is

|𝜖| ≜ 0

|𝑋0𝑎1…𝑋𝑛−1𝑎𝑛| ≜ 𝑛

|𝑋0𝑎1…𝑋𝑛−1𝑎𝑛𝑋𝑛| ≜ 𝑛+ 1

Observe that in particular the length of a trace ending in refusal 𝑋𝑛 is 𝑛 + 1.
The set of refusal traces originating from a state 𝑠 [of length ≤ 𝑙] is denoted with RT(𝑠) [resp. RT

𝑙(𝑠)]; the notation is lifted to 
processes. The language of well-formed refusal traces over alphabet Σ is defined as:

RT[Σ] ≜ {𝜖}∪ {𝜎 ∈ ((Σ) ∪ {∙}) × (Σ × ((Σ) ∪ {∙}))∗ ∪ (((Σ) ∪ {∙}) × Σ)∗

| 𝜎 = 𝜌.𝑋𝑖.𝑎𝑖+1.𝜌
′
⟹𝑋𝑖 = ∙ ∨ 𝑎𝑖+1 ∉𝑋𝑖}

The alphabet annotation will often be dropped when the alphabet is clear from the context. In addition, we define the following 
subclasses of refusal traces, determined by the type of the terminal symbol.

RTR[Σ] ≜ {𝜋.𝑋 ∈ RT[Σ]} RTA[Σ] ≜ {𝜖} ∪ {𝜋.𝑎 ∈ RT[Σ]}

Refusal traces in RTR[Σ] [RTA[Σ]] will also be referred to as proper [partial] refusal traces. Sometimes we shall also use the following 
type of suffixes:

RTA-SUF ≜ {𝜆 |∃𝜋 ∈ RTR |𝜋.𝜆 ∈ RTR}

Note that, since 𝜏 represents an unobservable event, all observations of a process 𝑃 are precisely those of its internal closure I𝜏 (𝑃 ) – 
the two processes are indistinguishable in this observational model. Moreover, we use internal closure to formally lift the notions of 
refusal and refusal trace from states to processes:

R(𝑃 ) ≜
⋃

𝑞∈I𝜏 (𝑃 ) R(𝑞)

RT(𝑃 ) ≜
⋃

𝑞∈I𝜏 (𝑃 ) RT(𝑞)

A process 𝑄 is a refusal trace refinement of a process 𝑃 , notation 𝑃 ⊑RT 𝑄, iff RT(𝑄) ⊆ RT(𝑃 ). 𝑃 and 𝑄 are refusal trace equivalent, 
notation 𝑃 =RT 𝑄 iff RT(𝑃 ) = RT(𝑄).

For a process 𝑃 and refusal trace 𝜎, the process 𝑃 after 𝜎, denoted with 𝑃 ||𝜎, is the set {𝑞 ∈ 𝑆 | ∃𝑠 ∈ 𝑃 ∶ 𝑠 
𝜎

⟹ 𝑞}. On a formal 
note, observe that for all 𝑃 we have 𝑃 || 𝜖 = I𝜏 (𝑃 ).

Example 2.0.1. Consider the LTS from Fig. 2, representing a process 𝑃 . Refusals of the process 𝑃 are all subsets of {𝑏, 𝑐}, i.e. 
R(𝑃 ) = {{𝑏, 𝑐}, {𝑏}, {𝑐}, ∅}}. Refusals of the process 𝑄 = 𝑃 ||{𝑏, 𝑐}.𝑎 are the respective maximal refusals of states comprising 𝑄, i.e. 
{𝑏} and {𝑐}, as well as all of their proper subsets, in this case only the empty set, hence R(𝑄) = {{𝑏}, {𝑐}, ∅}.

3. Refusal traces: a language-based approach

In this work, we focus on a more abstract language-based view, in which processes are represented solely by their refusal trace 
semantics, that is languages (sets) of refusal traces. Hence our primary objects of interest are the so-called healthy languages of refusal 
traces. Healthiness conditions are syntactic constraints on a language that, ideally, provide a sufficient and necessary conditions for 
a language to represent actual semantics of a process.

1 Note that although divergence and deadlock look the same to the tester, since there are no visible actions/observations, they would not look the same if the tester 
was able to determine whether a process is active (divergence involves progress, while deadlock does not).
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𝑠0{𝐛, 𝐜}

𝑠1
{𝐛}

𝑠2
{𝐜}

𝑎

𝑎

𝑎, 𝑐

𝑎

𝑎, 𝑏

Fig. 2. A labelled transition system underlying a process 𝑃 . States are labelled with their maximal refusals (the so-called state refusals). The initial state of 𝑃 is 𝑠0 .

We first define a natural preorder on refusal traces, denoted by ≤RT, which combines prefix order and pointwise inclusion:

𝑋 ≤RT 𝑌 ⟺ (𝑋 = ∙) ∨ (𝑋 ≠ ∙ ∧𝑋 ⊆ 𝑌 )

𝑋0𝑎1…𝑎𝑛[𝑋𝑛] ≤RT 𝑌0𝑎1…𝑎𝑚[𝑌𝑚]
𝑑𝑒𝑓
⟺ 𝑛 ≤𝑚 ∧ ∀𝑖 ∈ {0,… , 𝑛− 1, [𝑛]}𝑋𝑖 ≤RT 𝑌𝑖

Intuitively, 𝜋1 ≤RT 𝜋2 indicates that 𝜋1 contains no more information on system behaviour than 𝜋2 , for instance: 𝜖 ≤RT 𝜋 for any 
𝜋, and {𝑎}.𝑏.∅.𝑑 ≤RT {𝑎, 𝑐}.𝑏.∅.𝑑.{𝑎, 𝑏, 𝑐}.

The healthiness conditions for a language  ⊆ RT can now be defined as follows:

RT0 𝜖 ∈
RT1 𝜋2 ∈ ∧ 𝜋1 ≤RT 𝜋2 ⟹ 𝜋1 ∈
RT2 𝑋, 𝑌 ∈ (Σ) ∧ 𝜋1.𝑋.𝜋2 ∈  ∧ (∀𝑎 ∈ 𝑌 𝜋1.𝑋.𝑎 ∉) ⟹ 𝜋1.(𝑋 ∪ 𝑌 ).𝜋2 ∈ 
RT3 ∙ ∈  ∧ (𝜋.𝑎 ∈ ⟹ 𝜋.𝑎.∙ ∈ )
RTC ∅ ∈ ∧ (𝜋.𝑎 ∈  ⟹ 𝜋.𝑎.∅ ∈ )

In particular, the condition RT2 intuitively states that if, in a given context, no action from 𝑌 can take place, then this must be 
reflected in the language by the presence of refusal 𝑌 in the same context. We note that the last condition RTC is only required/valid 
in case we assume convergence (divergence freedom) of the underlying model (as we do in this work).

From hereon, by  ⊆ RT we shall always denote a healthy language, i.e. satisfying syntactic healthiness conditions RT0–RT3+
RTC.

By RT
𝑙() we shall denote a sublanguage of  consisting of traces of length not exceeding 𝑙.

3.1. Fundamental refusals and equivalence

In this section, we introduce the notions of fundamental refusals and equivalence [6,7]. In [6], fundamental refusals were intro-
duced as intersections of state refusals (i.e. maximal refusals of states) and subsequently shown to have an equivalent characterisation 
based solely on the syntax of refusal traces. Since in our setting we work with a specification language not tied to an explicit model, 
we use the latter syntax-based definition as the default one. In fact, we show how one can arrive at the theory from [7] while only 
having a language of refusal traces at our disposal.

3.1.1. Behaviour after a partial trace
We first focus on the behaviour after partial traces (RTA), in particular the local structure of refusals after such traces: we identify 

classes of refusals that are equivalent in the context of a partial trace.

Definition 3.1. For 𝜋 ∈ RTA, we define:

• the language  after 𝜋 as:

 ||𝜋 ≜ {𝜆 ∈ RT | 𝜋.𝜆 ∈ }

• the set of refusals of  after 𝜋 as:

R(𝜋) = {𝑋 ⊆ (Σ) | 𝜋.𝑋 ∈ }

We also define R() ≜ R(𝜖).
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We sometimes refer to a language after a partial trace as a language process.
It is straightforward to observe that suffix languages after partial traces are of the same kind as the language under consideration 

 (i.e. healthiness conditions are satisfied in suffix languages).

Lemma 3.1. If  is a healthy language, then for any 𝜎 ∈,  ||𝜎 is healthy as well.

Proof. The proof is very straightforward and we shall only provide it for one case (healthiness condition RT2); proofs of the remaining 
cases follow the same pattern.

Suppose that 𝑋, 𝑌 ∈ (Σ), 𝜋1.𝑋.𝜋2 ∈ ||𝜎, and for all 𝑎 ∈ 𝑌 we have 𝜋1.𝑋.𝑎 ∉ ||𝜎. From the definition of  ||𝜎, this in particular 
entails 𝜎.𝜋1.𝑋.𝜋2 ∈ and 𝜎.𝜋1.𝑋.𝑎 ∉  for all 𝑎 ∈ 𝑌 . Since  is healthy, we have 𝜎.𝜋1.(𝑋 ∪𝑌 ).𝜋2 ∈, from which and the definition 
of  ||𝜎 follows 𝜋1.(𝑋 ∪ 𝑌 ).𝜋2 ∈ ||𝜎. Hence RT2 holds for  ||𝜎. □

Definition 3.2. A refusal observation 𝑋 ∈ R() ∪ {∙} entails 𝑌 in the context of  and 𝜋 ∈ RTA ∩ , notation 𝑋 ⪰,𝜋 𝑌 , if either 
𝑌 = ∙, or 𝑋, 𝑌 ⊆ Σ, and

∀𝑎 ∈ 𝑌 𝜋.𝑋.𝑎 ∉

In other words, for any 𝑋 ∈ R(𝜋), 𝑋 entails 𝑌 if any event in 𝑌 is always forbidden by  after 𝜋.𝑋 (note that this includes the 
case when 𝑌 is a subset of 𝑋). The interpretation of entailment in model-based testing is as follows: suppose we are testing if an 
implementation satisfies a specification , and we have already executed/observed a trace 𝜋 in the implementation. If we observe a 
subsequent refusal 𝑋, then the current state of a correct implementation must also exhibit any refusal 𝑌 such that 𝑋 ⪰,𝜋 𝑌 .

We can now define the fundamental equivalence of refusals in the context of  and 𝜋 ∈ RTA as:

𝑋 ≈,𝜋 𝑌
𝑑𝑒𝑓
⟺ 𝑋 ⪰,𝜋 𝑌 ∧ 𝑌 ⪰,𝜋 𝑋

We proceed to show that refusal entailment is a preorder, and fundamental equivalence an actual equivalence relation. We start 
with the following simple property.

Lemma 3.2. If 𝑋, 𝑌 ∈ (Σ) and 𝑋 ⪰,𝜋 𝑌 , then for any 𝜆 ∈ RTA-SUF:

𝜋.𝑋.𝜆 ∈ ⟹ 𝜋.𝑋 ∪ 𝑌 .𝜆 ∈

Proof. In the context described above, suppose 𝜋.𝑋.𝜆 ∈ . Since 𝑋 ⪰,𝜋 𝑌 , for all 𝑏 ∈ 𝑌 ⧵𝑋 we have 𝜋.𝑋.𝑏 ∉ . This, combined 
with the healthiness condition RT2, yields 𝜋.𝑋 ∪ 𝑌 .𝜆 = 𝜋.𝑋 ∪ (𝑌 ⧵𝑋).𝜆 ∈. □

The above lemma has an important corollary – equivalent refusals are interchangeable in the context of a trace.

Corollary 3.2.1. For any 𝑋, 𝑌 ∈ (Σ) ∪ {∙}:

1. 𝑋 ⪰,𝜋 𝑌 ⟹ ∀𝜆 ∈ RTA-SUF (𝜋.𝑋.𝜆 ∈  ⟹ 𝜋.𝑌 .𝜆 ∈)
2. 𝑋 ≈,𝜋 𝑌 ⟹ ∀𝜆 ∈ RTA-SUF (𝜋.𝑋.𝜆 ∈  ⟺ 𝜋.𝑌 .𝜆 ∈ )

Proof. We only need to show the first property, as the latter follows immediately. Take any 𝑋, 𝑌 such that 𝑋 ⪰,𝜋 𝑌 and suppose 
that 𝜋.𝑋.𝜆 ∈ . The case when 𝑌 = ∙ is trivial; otherwise we must have 𝑋, 𝑌 ⊆ Σ. From Lemma 3.2 we have 𝜋.(𝑋 ∪ 𝑌 ).𝜆 ∈ , and 
from the closure condition (RT1) of  we obtain 𝜋.𝑌 .𝜆 ∈ . □

The above property can be generalised as follows.

Proposition 3.3. Consider two traces 𝜋1 and 𝜋2 of the same length, with the same actions appearing at the corresponding positions, and 
moreover such that refusal observations at the corresponding positions are equivalent. That is, formally we have: 𝜋1 =𝑋0𝑎1𝑋1… 𝑎𝑛[𝑋𝑛], 𝜋2 =
𝑌0𝑎1𝑌1… 𝑎𝑛[𝑌𝑛], and for all 𝑖 ∈ {0, … , 𝑛 − 1, [𝑛]} 𝑋𝑖 ≈,𝑋0𝑎1…𝑎𝑖−1

𝑌𝑖. Then

𝜋1 ∈ ⟺ 𝜋2 ∈

Proof. Starting with 𝜋1 = 𝑋0… 𝑎𝑛−1[𝑋𝑛], we can modify the trace by iteratively substituting 𝑋𝑖 with 𝑌𝑖 for each position 𝑖 ∈
{0, … , 𝑛 − 1, [𝑛]}. Due to Corollary 3.2.1, after each such substitution the modified trace is contained in  if and only if the original 
one (𝜋1) is. The chain of modified traces ultimately results in the trace 𝜋2 . □

We are now in position to establish that refusal entailment is a preorder.
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Proposition 3.4. For any healthy  and 𝜋 ∈ RTA ∩, ⪰,𝜋 is a preorder. As a consequence, its kernel ≈,𝜋 is an equivalence relation.

Proof. Suppose 𝑋 ⪰,𝜋 𝑌 and 𝑌 ⪰,𝜋 𝑍 . Take any 𝑎 ∈𝑍 ⧵𝑋; we need to show that 𝜋.𝑋.𝑎 ∉. There are two cases:

• if 𝑎 ∈ 𝑌 , then 𝑎 ∈ 𝑌 ⧵𝑋, and from 𝑌 ⪰,𝜋 𝑋 follows 𝜋.𝑋.𝑎 ∉ 
• if 𝑎 ∉ 𝑌 , then 𝑎 ∈𝑍 ⧵ 𝑌 , and hence 𝜋.𝑌 .𝑎 ∉.
Suppose, towards contradiction, that 𝜋.𝑋.𝑎 ∈ . Then from 𝑋 ⪰,𝜋 𝑌 and Lemma 3.2 we would have 𝜋.(𝑋 ∪ 𝑌 ).𝑎 ∈ , which 
contradicts 𝜋.𝑌 .𝑎 ∉ (violation of subset closure of  – RT1). We have thus shown that 𝜋.𝑋.𝑎 ∉ . □

Refusal entailment and equivalence are lifted to refusal traces in a natural way:
𝑋0𝑎1𝑋1… 𝑎𝑛[𝑋𝑛] ⪰ 𝑌0𝑎1𝑌1… 𝑎𝑛[𝑌𝑛]
𝑑𝑒𝑓
⟺ ∀𝑖 ∈ {0, … , 𝑛 − 1, [𝑛]} 𝑋𝑖 ⪰,𝑋0…𝑎𝑖−1

𝑌𝑖
The pointwise lifting of refusal equivalence to traces, denoted with ≈ , is defined similarly (just substitute relation symbols in the 

above definition).

3.1.2. Fundamental refusals and fundamental refusal traces

Definition 3.3. Given a healthy language , and a trace 𝜋 ∈ RTA, we define the set of fundamental refusals [of ] after 𝜋 as:

FR(𝜋) = {𝑋 ∈ R(𝜋) | ∀𝑎 ∈ Σ ⧵𝑋 𝜋.𝑋.𝑎 ∈}

We also define FR() ≜ FR(𝜖).

Intuitively, a refusal 𝑋 is fundamental after 𝜋 if there is a valid model for  that, after performing 𝜋, can reach a state with a 
state refusal 𝑋 i.e. state which refuses precisely the actions in 𝑋 (and where all actions in Σ ⧵𝑋 are enabled).

Example 3.4.1. Let  be the refusal semantics of process 𝑃 from Fig. 2 in the context of Σ = {𝑎, 𝑏, 𝑐}. Observe that all nonempty 
traces in  are of the form 𝑋 or 𝑋.𝑎.𝜎, where 𝑋 = ∙ or 𝑋 ⊆ {𝑏, 𝑐}. We therefore have FR() = {{𝑏, 𝑐}}, since {𝑏, 𝑐}.𝑎 ∈ , and {𝑏, 𝑐}
is the only refusal meeting the condition from the definition of FR.

Consider now the context after the trace {𝑏, 𝑐}.𝑎. Its extensions in  are of the form:

• {𝑏, 𝑐}.𝑎.𝑋.𝑎.𝜎, {𝑏, 𝑐}.𝑎.𝑋.𝑐.𝜎 for 𝑋 ⊆ {𝑏}

(traces contributed by paths of the form 𝑠0.𝑠1. … )
• {𝑏, 𝑐}.𝑎.𝑋.𝑎.𝜎, {𝑏, 𝑐}.𝑎.𝑋.𝑏.𝜎 for 𝑋 ⊆ {𝑐} (traces contributed by paths of the form 𝑠0.𝑠2. … )

We have thus FR({𝑏, 𝑐}.𝑎) = {{𝑏}, {𝑐}, ∅}. Observe in particular that ∅ is a fundamental refusal due to {𝑏, 𝑐}.𝑎.∅.𝑎, {𝑏, 𝑐}.𝑎.∅.𝑏 and 
{𝑏, 𝑐}.𝑎.∅.𝑐 being present in .

Definition 3.4. The set of fundamental refusal traces (or fundamental traces for short) of  is defined as:

FRT() ≜ {𝜖} ∪ {𝑋0𝑎1…𝑋𝑛[𝑎𝑛+1] ∈ |𝑋0 = ∙ ∨𝑋0 ∈ FR()
∧∀𝑖 ∶𝑋𝑖 = ∙ ∨ 𝑋𝑖 ∈ FR(𝑋0𝑎1…𝑎𝑖) }

We also define, for a given 𝑋 ∈ R(𝜋), the so-called top refusal for 𝑋:

top,𝜋(𝑋) = {𝑎 ∈ Σ | 𝜋.𝑋.𝑎 ∉ }

Observe that for any 𝜋.𝑋 ∈, we also have 𝜋.top,𝜋(𝑋) ∈ – this is due to the healthiness condition RT2.
The top refusal for 𝑋 is the largest refusal entailed by 𝑋, as well as the least fundamental refusal that contains 𝑋, as witnessed 

by, respectively, Lemma 3.5 and Lemma 3.6.

Lemma 3.5. For any refusal 𝑋 ⊆ (Σ), top,𝜋(𝑋) is the largest refusal entailed by 𝑋, i.e. 𝑋 ⪰,𝜋 top,𝜋(𝑋) and

∀𝑌 𝑋 ⪰,𝜋 𝑌 ⟹ 𝑌 ≤RT top,𝜋(𝑋)

Similarly, top,𝜋(𝑋) is the largest refusal equivalent to 𝑋, i.e. top,𝜋(𝑋) ≈,𝜋 𝑋 and

∀𝑌 𝑋 ≈,𝜋 𝑌 ⟹ 𝑌 ≤RT top,𝜋(𝑋)

Proof. We first show that 𝑋 ⪰,𝜋 top,𝜋(𝑋) and top,𝜋(𝑋) ≈,𝜋 𝑋.
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For any 𝑎 ∈ top,𝜋(𝑋), we have 𝜋.𝑋.𝑎 ∉  directly from the definition of top,𝜋 ; hence 𝑋 ⪰,𝜋 top,𝜋(𝑋). Moreover, from the 
definition of top and the well-formedness condition for RT, we have 𝑋 ⊆ top,𝜋(𝑋). From this and the well-formedness condition for 
RT, follows top,𝜋(𝑋) ⪰,𝜋 𝑋, and hence we obtain top,𝜋(𝑋) ≈,𝜋 𝑋.

Take any refusal observation 𝑌 such that 𝑋 ⪰,𝜋 𝑌 [𝑌 ≈,𝜋 𝑋]. If 𝑌 = ∙, then 𝑌 ≤RT top,𝜋(𝑋) holds immediately. We thus assume 
that 𝑌 ∈ (Σ).

Take an arbitrary 𝑎 ∈ 𝑌 . From 𝑋 ⪰,𝜋 𝑌 it follows that 𝜋.𝑋.𝑎 ∉ . This entails 𝑎 ∈ top,𝜋(𝑋). □

Lemma 3.6. top,𝜋(𝑋) is the least refusal in the set {𝑌 ∈ FR(𝜋) | 𝑋 ⊆ 𝑌 }, that is, it is the least fundamental refusal that contains 𝑋.

Proof. That 𝜋.top,𝜋(𝑋) ∈  follows from 𝜋.𝑋 ∈ , definition of top,𝜋(𝑋), and the healthiness condition RT2. Hence top,𝜋(𝑋) ∈
R(𝜋).

We proceed to prove that top,𝜋(𝑋) ∈ FR(𝜋). Consider any 𝑎 ∈ Σ ⧵ top,𝜋(𝑋); from the definition of top,𝜋(𝑋)we have 𝜋.𝑋.𝑎 ∈. 
From this, the definition of top,𝜋(𝑋), and the healthiness condition RT2, we obtain 𝜋.top,𝜋(𝑋).𝑎 ∈ . Hence we have shown that 
top,𝜋(𝑋) ∈ FR(𝜋).

Finally, let 𝑌 ∈ FR(𝜋) be such that 𝑋 ⊆ 𝑌 . Take any 𝑎 ∈ Σ such that 𝜋.𝑋.𝑎 ∉ . From RT1 we have 𝜋.𝑌 .𝑎 ∉ , and since 
𝑌 ∈ FR(𝜋), it must be the case that 𝑎 ∈ 𝑌 . Hence we obtain

top,𝜋(𝑋) = {𝑎 ∈ Σ | 𝜋.𝑋.𝑎 ∉ } ⊆ 𝑌 □

For technical convenience, we extend the definition of top operator to null refusals:

top,𝜋(∙) ≜ ∙

Furthermore, we also extend the definition of the top operator to all refusal traces of a given language in a natural way. Namely, 
given a language , we define top(𝜖) ≜ 𝜖, and for all nonempty refusal traces of :

top(𝑋0𝑎1…𝑎𝑛[𝑋𝑛]) ≜ top0
(𝑋0)𝑎1…𝑎𝑛[top𝑛

(𝑋𝑛)]

where: 𝑋0𝑎1… 𝑋𝑛−1𝑎𝑛[𝑋𝑛] ∈, 0 = and 𝑖 = ||𝑋0𝑎1… 𝑎𝑖 for 𝑖 ∈ {1, … , 𝑛}.
It is straightforward to see that for any 𝜋 ∈, we have top(𝜋) ∈ .

Corollary 3.6.1. Given a language  and refusal trace 𝜎 ∈ ∩ RTA, we have:

 ||𝜎 =  || top(𝜎)

Proof. Follows from top,𝜋(𝑋) ≈,𝜋 𝑋 (Lemma 3.5) and Proposition 3.3. □

We have now arrived at the following corollary, which essentially states that fundamental refusal traces determine the refusal 
trace semantics: two healthy languages are equal whenever their respective restrictions to fundamental refusal traces are equal.

Corollary 3.6.2. For all healthy 1, 2 ⊆ RT

1 =2 ⟺ FRT(1) = FRT(2)

Proof. The direction from left to right is immediate, since FRT() is a function of . For the other direction, assume that FRT(1) =
FRT(2) and w.l.o.g. take any 𝜋 ∈ 1; we need to show that 𝜋 ∈ 2. Let 𝜋 = top(𝜋); we have 𝜋 ≤RT 𝜋. From FRT(1) = FRT(2)

we have 𝜋 ∈ FRT(2) ⊆ 2. That 𝜋 ∈ 2 follows now from downward closure property (RT1) of 2. □

In the final part of this section, we recall the result from [7] stating that the syntactic notion of fundamental refusals coincides 
with the original, model-dependent notion based on intersections of state refusals, introduced in [7].

Given a state 𝑠 of an LTS, the state refusal of 𝑠, denoted with SR(𝑠), is the largest refusal of 𝑠, i.e. the largest element of R(𝑠). Note 
that state refusals are complements of the so-called initial sets (or ready sets) of individual states. State refusals of a process 𝑃 are all 
state refusals of states comprising 𝑃 , i.e. SR(𝑃 ) =

⋃
𝑠∈𝑃 {SR(𝑠)}.

Let 𝑃 be a process and 𝜋 ∈ RTA(𝑃 ). A refusal 𝑋 is a fundamental refusal in the sense of [7] of 𝑃 after 𝜎 iff it is an intersection of 
some state refusals in 𝑃 ||𝜋, i.e. iff there exist state refusals 𝑋1, … , 𝑋𝑛 ∈ SR(𝑃 ||𝜋) such that 𝑋 =𝑋1 ∩⋯ ∩𝑋𝑛. As has been shown in 
[7], the two notions of fundamental refusals are equivalent, i.e. the following holds:

Proposition 3.7. Let 𝑃 be a process,  = RT(𝑃 ) be the refusal trace semantics of 𝑃 , and 𝜋 ∈ RTA. For any refusal 𝑋 ⊆ Σ we have:

𝑋 ∈ FR( ||𝜋) ⟺ 𝑋 ∈ {𝑋1 ∩⋯ ∩𝑋𝑛 |𝑋1,… ,𝑋𝑛 ∈ SR(𝑃 ||𝜋)}
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3.2. Observation transition system

In this section, we define a normalised canonical model for a language that is particularly suitable for testing purposes. It is a 
specific type of labelled transition system whose labels correspond to observations that can be made during a testing experiment, 
hence its labels contain refusals as well as actions. We found this approach simplest to work with, as it avoids a lot of redundant 
technical overhead that would otherwise be necessary to manage the structure of a more standard labelled transition system.

We note that the size of an observation transition system is in worst case exponential in the size of the original model (e.g. LTS).

Definition 3.5. For a healthy language , the observation transition system (OTS) induced by  is defined as:

() ≜ (() ∪ {𝑞⊤}, 𝑞
𝐼 (),⟶)

where:

• () ≜ { ||𝜋 | 𝜋 ∈ ∩ RTA}

• 𝑞⊤ = ∅ is the terminal state
• 𝑞𝐼 is the initial (language) state of  defined as:

𝑞𝐼 () ≜  || 𝜖 = 

• the transition relation ⟶ is defined as:

𝑞
𝑋.𝑎
⟶ 𝑞′

𝑑𝑒𝑓
⟺ 𝑋.𝑎 ∈ 𝑞 ∧ 𝑞′ = 𝑞 ||𝑋.𝑎

𝑞
𝑋
⟶ 𝑞⊤

𝑑𝑒𝑓
⟺ 𝑋 ∈ 𝑞

Note that the state 𝑞⊤ represents termination of a testing experiment after observing a refusal, and it is considered separate from 
the language states (): it is in particular not a healthy language.

Note that 𝑞𝐼 () ≠ ∅ due to the healthiness condition RT0 holding for .
We shall use the notion of observation traces of an OTS and its states, which are essentially their standard traces. Formally we 

define OT(𝑞⊤) ≜ {𝜖}, and for every 𝑞 ∈():

OT(𝑞) ≜{𝜖}

∪ {𝑋.𝑎.𝜋 |∃𝑞′ ∶ 𝑞
𝑋.𝑎
⟶ 𝑞′ ∧ 𝜋 ∈ OT(𝑞

′)}

∪ {𝑋 | 𝑞
𝑋
⟶ 𝑞⊤}

The validity of our construction can be now established with the following result.

Proposition 3.8. Given a language  and 𝑞 ∈(), we have:

OT(𝑞) = 𝑞

Proof. We shall prove that for any 𝜋 ∈ RT, we have

𝜋 ∈ OT(𝑞) ⟺ 𝜋 ∈ 𝑞

using induction on the structure of 𝜋.

• Base:
– 𝜋 = 𝜖: we have 𝜖 ∈ OT(𝑞) directly from the definition of OT(𝑞). Since 𝑞 =  ||𝜋 for some 𝜋 ∈ , from Lemma 3.1 and 
healthiness condition RT0 we obtain 𝜖 ∈ 𝑞.

– 𝜋 =𝑋: We have:
𝑋 ∈ OT(𝑞) ⟺ (def. of OT(𝑞))

𝑞
𝑋
⟶ 𝑞⊤ ⟺ (def. of ⟶)

𝑋 ∈ 𝑞

– Inductive step:
Let 𝜋 =𝑋.𝑎.𝜌. We have:
𝑋.𝑎.𝜌 ∈ OT(𝑞) ⟺ (def. of OT(𝑞))

∃𝑞′ ∶ 𝑞
𝑋.𝑎
⟶ 𝑞′ ∧ 𝜌 ∈ OT(𝑞

′) ⟺ (def. of ⟶)
∃𝑞′ ∶𝑋.𝑎 ∈ 𝑞 ∧ 𝑞′ = 𝑞 ||𝑋.𝑎 ∧ 𝜌 ∈ OT(𝑞

′) ⟺ (IH)
∃𝑞′ ∶𝑋.𝑎 ∈ 𝑞 ∧ 𝑞′ = 𝑞 ||𝑋.𝑎 ∧ 𝜌 ∈ 𝑞′ ⟺ (def. of 𝑞 ||𝑋.𝑎)
∃𝑞′ ∶𝑋.𝑎 ∈ 𝑞 ∧ 𝑞′ = {𝜆 | 𝑋.𝑎.𝜆 ∈ 𝑞} ∧ 𝜌 ∈ 𝑞′ ⟺

𝑋.𝑎.𝜌 ∈ 𝑞 □
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Corollary 3.8.1. For any language of refusal traces 

OT(𝑞
𝐼 ()) =

Next, we formally state a very straightforward and useful property regarding the relationship between (fundamental) traces of a 
language and (fundamental) traces of its language states.

Lemma 3.9. Given a language , some 𝑣 ∈, and a language state 𝑠 = ||𝑣, we have:

1. For any 𝜎 ∈ RT

𝜎 ∈ 𝑠 ⟺ 𝑣.𝜎 ∈ 

2. If 𝑣 ∈ FRT(), then

𝜎 ∈ FRT(𝑠) ⟺ 𝑣.𝜎 ∈ FRT()

Proof. 1. Immediate, since 𝑠 =  ||𝑣 = {𝜆 ∈ RT | 𝑣.𝜆 ∈ }
2. First, observe that we can state the definition of fundamental refusal traces in the following way:

𝜋 ∈ FRT() ⟺ ∀𝜋′.𝑋 ∶ 𝜋 = 𝜋′.𝑋.𝜆 ⟹𝑋 ∈ FR( ||𝜋′)

Furthermore, it is straightforward to observe that for any 𝜋 ∈ RTA, 𝜌 ∈ RT:
(*)  ||𝜋.𝜌 = ( ||𝜋) ||𝜌 Since we have assumed that 𝑣 ∈ FRT(), we have:
𝑣.𝜎 ∈ FRT() ⟺ [def. of FRT]
∀𝜋.𝑋 ∶ 𝑣.𝜎 = 𝜋.𝑋.𝜆 ⟹𝑋 ∈ FR( ||𝜋) ⟺ [𝑣 ∈ FRT()]
∀𝑣.𝜋′.𝑋 ∶ 𝑣.𝜎 = 𝑣.𝜋′.𝑋.𝜆 ⟹𝑋 ∈ FR( ||𝑣.𝜋′) ⟺
∀𝜋′.𝑋 ∶ 𝜎 = 𝜋′.𝑋.𝜆 ⟹𝑋 ∈ FR( ||𝑣.𝜋′) ⟺ [(*)]
∀𝜋′.𝑋 ∶ 𝜎 = 𝜋′.𝑋.𝜆 ⟹𝑋 ∈ FR(𝑠 ||𝜋′) ⟺ [def. of FRT]
𝜎 ∈ FRT(𝑠) □

We can work with transitions of an OTS modulo fundamental equivalence, as witnessed by the following proposition.

Proposition 3.10. Suppose 𝑞 = ||𝜋. For all 𝑋, 𝑌 such that 𝑋 ≈,𝜋 𝑌 and 𝜋.𝑋, 𝜋.𝑌 ∈, we have:

𝑞
𝑋.𝑎
⟶ 𝑞′ ⟺ 𝑞

𝑌 .𝑎
⟶ 𝑞′

𝑞
𝑋
⟶ 𝑞⊤ ⟺ 𝑞′

𝑌
⟶ 𝑞⊤

Proof. Follows from Corollary 3.2.1. □

Example 3.10.1. Let  be the language consisting of refusal traces of process 𝑃 from Fig. 2. () is depicted on Fig. 3.

4. Testing framework

Here, we describe the testing framework. In Section 4.1 we explain how testing can be seen as comparing two OTSs. Section 4.2
explains how, given refusal trace 𝜎, one can test to determine whether 𝜎 is a refusal trace of the SUT. Test generation can then 
be defined in terms of choosing suitable traces. Sections 4.3 and 4.4 then define what we mean for traces to reach states of the 
specification and also to identify a state; these definitions will be used in the test generation technique (Section 5).

4.1. Basic test hypotheses

In order to formally reason about test effectiveness one needs to consider formal entities. It is thus normal to assume that the SUT 
behaves like an unknown model that can be expressed in the language used to write the specification (the minimum hypothesis [5]). 
We therefore have a scenario in which we have a specification, with language 𝑆 , an SUT with unknown language 𝐼 and we would 
like to test to determine whether 𝑆 = 𝐼 . We also assume that 𝐼 induces an unknown OTS (𝐼 ) with the same alphabet as 
the specification.

When testing from an FSM, an additional test hypothesis is usually made: that the SUT behaves like an unknown FSM with at most 
𝑚 states, for some given 𝑚. This defines a fault domain: the set of FSMs, with the same input and output alphabets as the specification, 
that have no more than 𝑚 states. We use the corresponding test hypothesis, which is that there is a given 𝑚 such that the unknown 
OTS (𝐼 ) has at most 𝑚 states.

Non-determinism creates a problem in testing since, even if 𝑋.𝑎.𝜎 is a refusal trace of the SUT, the SUT might have a state that 
can be reached through 𝑋.𝑎 but that does not allow 𝜎: one can then test arbitrarily many times without observing 𝑋.𝑎.𝜎. This issue 
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𝑞0
{𝑠0}

𝑞1
{𝑠1, 𝑠2}

𝑞2
{𝑠0, 𝑠2}

𝑞3
{𝑠0, 𝑠1, 𝑠2}

∙.𝑎, {𝑏, 𝑐}.𝑎

∙.𝑏, ∙.𝑐, ∅.𝑏, ∅.𝑐,
{𝑏}.𝑎, {𝑏}.𝑐,{𝑐}.𝑎, {𝑐}.𝑏

∙.𝑎

∅.𝑎
{𝑏, 𝑐}.𝑎

∙.𝑏,{𝑐}.𝑏

∙.𝑎,{𝑐}.𝑎
∙.𝑎,∅.𝑎,{𝑐}.𝑎

∙.𝑏, ∙.𝑐, ∅.𝑏, ∅.𝑐,
{𝑏}.𝑎, {𝑏}.𝑐, {𝑐}.𝑏

{𝑏, 𝑐}.𝑎

Fig. 3. Observation transition system of a language induced by process 𝑃 from Fig. 2. Only the proper language states (without the terminal state 𝑞⊤) are shown; 
moreover, transition labels of the form 𝑋.𝑎 are only included if either X is fundamental, or 𝑋 = ∙.

also arises for testing based on traces. Clearly, in the presence of possible non-determinism one cannot make guarantees about test 
effectiveness without additional assumptions.

The standard solution is to make a fairness assumption that, for some given 𝑘, it is sufficient to apply a test case 𝑘 times to observe 
all possible responses of the SUT (see, for example, [16,21]; Huang and Peleska also make a similar assumption [13,14]). The choice 
of 𝑘 could depend on criticality/risk or domain knowledge, and there is also the potential to use probabilistic arguments. We therefore 
assume that a fairness assumption is being made.

To summarise, we assume that language 𝐼 of the SUT induces an unknown OTS (𝐼 ) that has the same alphabet as the 
specification, that (𝐼 ) has at most 𝑚 states, and that a fairness assumption can be made.

4.2. Testing for refusal traces

We will consider test generation as a process of choosing a set of refusal traces and determining whether these are refusal traces 
of the SUT. One could use refusal traces in 𝑆 or refusal traces not allowed (not in 𝑆 ). Here, we briefly address how one can test 
whether the language of the SUT includes a refusal trace 𝜎.

First consider the problem of testing to decide whether 𝑋 ∈ (Σ) is a refusal in the current state of the SUT. The normal process 
is for the tester to offer the set 𝑋 of actions to the SUT and check whether there is a deadlock. The tester thus behaves like a process 
that provides an external choice between the events in 𝑋. In testing, deadlock is normally observed through the use of a timeout, 
with the choice of time used being problem specific.

Now let us suppose that we wish to test to determine whether 𝑋.𝑎.𝜎 is a refusal trace of the SUT, for some refusal trace 𝜎. As 
before, the tester provides an external choice between the events in 𝑋. If deadlock is observed (there is a timeout) then the tester offers 
event 𝑎. If 𝑎 is observed then we recurse, testing to check whether 𝜎 is a possible refusal trace in the current state of the SUT (that has 
been reached by 𝑋.𝑎). In the presence of (possible) non-determinism, if 𝑋.𝑎.𝜎 is not observed then the overall process/experiment 
is repeated a sufficient number of times to use the fairness assumption.

4.3. State covers

In FSM-based testing, many techniques use the notion of a state cover: a set of input sequences that, between them, reach all of 
the states of the FSM specification. Based on the material above, we can now adapt this concept to language states.

Definition 4.1. Given language  and language state 𝑞 ∈(), a refusal trace 𝜋 ∈ ∩ RTA reaches 𝑞 if  ||𝜋 = 𝑞.

It is straightforward to say what it means for a set of refusal traces to be a state cover.

Definition 4.2. A set 𝑉 ⊆ RTA ∩ of refusal traces is a state cover for language  if the following conditions hold:

1. For all 𝑞 ∈(), there is some 𝜋𝑞 ∈ 𝑉 that reaches 𝑞; and
2. 𝜖 ∈ 𝑉
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The second condition is a natural property (we use the shortest refusal trace that reaches the initial state) and will be required by 
the test generation algorithm.

If () is finite and the alphabet is finite then one can use a breadth-first search to generate a state cover.

Proposition 4.1. Given language , if () is finite such that 𝑛 = |()|, then there is a state cover 𝑉 such that:

• 𝑉 contains 𝑛 refusal traces
• 𝑉 contains only fundamental refusal traces of 
• each refusal trace has length at most 𝑛
• 𝑉 is prefix-closed w.r.t. RTA

• each refusal trace 𝑣 ∈ 𝑉 has minimal length among all refusal traces in RTA ∩ that reach  ||𝑣.

We shall use the term normal state cover for any state cover with the above properties.

Proof. That a state cover has |()| refusal traces follows immediately from its definition, requiring one refusal trace for each 
language state. Moreover, from every state cover 𝑉 ′ we can obtain a state cover 𝑉 with the same relevant properties and in addition 
consisting of fundamental refusals only by taking 𝑉 = {top(𝜎) | 𝜎 ∈ 𝑉 ′}.

The existence of a state cover with the remaining properties can be shown constructively using a breadth-first search approach.
Let 𝑇 be an arbitrary breadth-first search tree rooted in 𝑞𝐼 (). Observe that, for a given state 𝑞 ∈ (), the length of the path 

from the root 𝑞𝐼 () to 𝑞 in 𝑇 is equal to the minimal length of a refusal trace that reaches 𝑞.
Thus let 𝑉 be a collection of refusal traces corresponding to all paths in 𝑇 from the root 𝑞𝐼 () to the states in (). Since a 

collection of (nontrivial) paths in a tree is prefix-closed, then so is 𝑉 , and furthermore, since the path lengths in 𝑇 obviously do not 
exceed 𝑛, the same holds for traces in 𝑉 . □

Example 4.1.1. Consider the  induced by a language  from Fig. 3. The set 𝑉 = {𝜖, {𝑏, 𝑐}.𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎} is a 
normal state cover for .

4.4. State identification

One can use a state cover to reach the states of the specification and so devise tests that execute transitions of the SUT that 
correspond to those of the specification. However, such tests need not find faults that entail a transition of the SUT going to the 
wrong state (state transfer faults). In order to detect state transfer faults we use refusal traces that separate two language states [15].

Definition 4.3. Refusal trace 𝜋 is said to separate language states 𝑞1 and 𝑞2 of  if either 𝜋 ∈ 𝑞1 ⧵ 𝑞2 or 𝜋 ∈ 𝑞2 ⧵ 𝑞1.

A characterising set is a set of traces that separates all pairs of states.

Definition 4.4. A set 𝑊 of refusal traces is a characterising set for language  if for every pair 𝑞1, 𝑞2 of distinct language states in 
(), there is some 𝜋 ∈𝑊 that separates 𝑞1 and 𝑞2.

One can place an upper bound on the size of the smallest characterisation set.

Proposition 4.2. If () is finite, with 𝑛 = |()|, then  has a characterising set 𝑊 such that:

1. 𝑊 contains at most 𝑛 − 1 refusal traces; and
2. Every trace in 𝑊 has length at most 𝑛 − 1.

Proof. By definition, two different language states 𝑞1 and 𝑞2 define different sets of refusal traces and so are separable. As a result, 
since () is finite,  has a finite characterising set.

We now prove that given two language states 𝑞1 and 𝑞2, there is a refusal trace 𝑤 that separates 𝑞1 and 𝑞2 such that |𝑤| ≤ 𝑛 − 1.
Let us fix a context of some language  and its corresponding OTS (). For pairs of states in (), we define 𝑚𝑖𝑛𝑠𝑒𝑝(𝑞, 𝑞′)

as the length of a minimal trace separating 𝑞 and 𝑞′. We shall prove the following statement:
(*) 𝑚𝑖𝑛𝑠𝑒𝑝(𝑞, 𝑞′) > 1 ⟹ ∃𝑠, 𝑠′ ∈() ∶𝑚𝑖𝑛𝑠𝑒𝑝(𝑠, 𝑠′) =𝑚𝑖𝑛𝑠𝑒𝑝(𝑞, 𝑞′) − 1

Take any 𝑞1, 𝑞2 ∈ () such that 𝑚𝑖𝑛𝑠𝑒𝑝(𝑞1, 𝑞2) > 1 and let 𝜋 be their separating trace of minimal length. Assume w.l.o.g. that 
𝜋 ∈ OT(𝑞1) ⧵ OT(𝑞2).

Let 𝜋 =𝑋.𝑎.𝜋′ (note that |𝜋′| ≥ 1 hence 𝜋′ ≠ 𝜖). Let 𝑞′
1
= 𝑞1 ||𝑋.𝑎.

Observe that 𝑋.𝑎 is a refusal trace of 𝑞2 (otherwise 𝜋 would not be a minimal trace separating 𝑞1 and 𝑞2). Let 𝑞
′
2
= 𝑞2 ||𝑋.𝑎. Observe 

that the trace 𝜋′ separates 𝑞′
1
and 𝑞′

2
and there is no shorter trace separating 𝑞′

1
and 𝑞′

2
. Indeed, if there was such 𝜆, then 𝑋.𝑎.𝜆 would 

separate 𝑞1 and 𝑞2, contradicting the minimality of 𝜋. Since |𝜋′| = |𝑋.𝑎.𝜋′| −1 = |𝜋| −1, we obtain 𝑚𝑖𝑛𝑠𝑒𝑝(𝑞′
1
, 𝑞′

2
) =𝑚𝑖𝑛𝑠𝑒𝑝(𝑞1, 𝑞2) −1. 

We have thus shown that (*) holds.
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Let us define a family of equivalence relations ∼𝑖 on language states by: 𝑞 ∼𝑖 𝑞′ if and only if 𝑞 and 𝑞′ are not separated by 
any refusal trace of length at most 𝑖. Observe that for any 𝑞, 𝑞′ such that 𝑘 = 𝑚𝑖𝑛𝑠𝑒𝑝(𝑞, 𝑞′) > 1 we have 𝑞 ≁𝑘 𝑞′ and 𝑞 ∼𝑖 𝑞′ for all 
𝑖 ∈ {1, … , 𝑘 − 1}.

Let 𝑞 and 𝑞′ be a pair of states for which the value 𝑚𝑖𝑛𝑠𝑒𝑝(𝑞, 𝑞′) is maximal. Let 𝑘 = 𝑚𝑖𝑛𝑠𝑒𝑝(𝑞, 𝑞′). Suppose that 𝑘 > 1 (the other 
case is trivial). From (∗) we know that there is a sequence of pairs of states {(𝑠𝑖, 𝑠

′
𝑖
) | 𝑖 ∈ {1, … , 𝑘}} such that 𝑚𝑖𝑛𝑠𝑒𝑝(𝑠𝑖, 𝑠

′
𝑖
) = 𝑖. This 

means that for all 𝑖 ∈ {2, … , 𝑘}, ∼𝑖 has more equivalence classes than ∼𝑖−1. Moreover, since 𝑠1 ≁
1 𝑠′

1
, we know that ∼1 has at least 

two equivalence classes. Since the number of equivalence classes is bounded by the number of states 𝑛, we thus obtain that 𝑘 ≤ 𝑛 −1.
What remains to be shown is that there is a characterising set 𝑊 that contains at most 𝑛 −1 refusal traces and where every refusal 

trace in 𝑊 contains at most 𝑛 − 1 refusals. Let us suppose that 𝑊 = {𝑤1, … , 𝑤𝑘} is a minimal (smallest) characterising set whose 
refusal traces all contain at most 𝑛 − 1 actions. For all 1 ≤ 𝑖 ≤ 𝑘. let 𝑊𝑖 = {𝑤1, … , 𝑤𝑖}. Further, we define the equivalence relation 
∼𝑖 by: 𝑞1 ∼𝑖 𝑞2 if 𝑞1 and 𝑞2 are not separated by any refusal trace in 𝑊𝑖. Since 𝑊 is minimal, the equivalence relations ∼1, … , ∼𝑘

are distinct and have different (increasing) numbers of equivalence classes. Now observe that ∼1 has at least two equivalence classes 
and so ∼𝑘 has at least 𝑘 + 1 equivalence classes. It is now sufficient to note that the number of equivalence classes is bounded above 
by 𝑛 and so 𝑘 + 1 ≤ 𝑛 as required. □

Example 4.2.1. Consider the  induced by a language  from Fig. 3. The set 𝑊 = {{𝑏, 𝑐}, ∙.𝑏, ∙.𝑐} is a characterising set for . 
Indeed, observe that:

• {𝑏, 𝑐} separates 𝑞1 from every other state in () ⧵ {𝑞1}
• ∙.𝑏 separates 𝑞0 from every other state in () ⧵ {𝑞0}
• ∙.𝑐 separates states in {𝑞1, 𝑞3} from states in {𝑞0, 𝑞2}.

5. Test generation

In this section we introduce a complete test generation technique for testing from a (finite) OTS induced by a specification language 
𝑆 . The aim is to test whether the implementation defines the same language as the specification; we are testing for equivalence.

We now show how one can test to check properties of the state cover 𝑉 and characterising set 𝑊 . We will use the notion of two 
languages 1 and 2, normally the specification and SUT languages, agreeing on a set 𝐴 of refusal traces.

Definition 5.1. Given set 𝐴 of refusal traces, languages 1 and 2 agree on 𝐴, written 1 ≡𝐴 2, if 1 ∩𝐴 =2 ∩𝐴.

Proposition 5.1. Let us suppose that the specification language 𝑆 induces finite state OTS (𝑆 ), with state set (𝑆 ) of cardinality 
𝑛 = |(𝑆 )|, and the implementation language 𝐼 induces OTS (𝐼 ), with state set (𝐼 ). Further, let us suppose that 𝑉 is a state 
cover for (𝑆 ) and 𝑊 is a characterising set for (𝑆 ). If 𝑆 ≡𝑉 ∪𝑉 .𝑊 𝐼 then the following hold.

1. 𝑉 ⊆ 𝐼 and 𝑉 reaches 𝑛 distinct language states of (𝐼 ).
2. 𝑊 separates the language states of (𝐼 ) reached by 𝑉 .

Proof. That 𝑉 ⊆𝐼 follows immediately from 𝑆 ≡𝑉 ∪𝑉 .𝑊 𝐼 .
By definition, each refusal trace in 𝑉 must reach a unique specification state in (𝑆 ). Now consider two language states 𝑠 and 

𝑠′ of 𝑆 reached by distinct refusal traces 𝑣, 𝑣′ ∈ 𝑉 . Let us suppose that 𝑞 and 𝑞′ are the language states of (𝐼 ) reached by 𝑣
and 𝑣′ respectively.

Since 𝑊 is a characterising set for (𝑆 ), there must exist 𝜎 ∈ 𝑊 that separates 𝑠 and 𝑠′. Without loss of generality, we 
assume that 𝜎 ∈ 𝑠 ⧵ 𝑠′. Then 𝑣.𝜎 ∈ 𝑆 and 𝑣′.𝜎 ∉ 𝑆 . Since 𝑆 ≡𝑉 .𝑊 𝐼 , we therefore have that 𝑣.𝜎 ∈ 𝐼 and 𝑣

′.𝜎 ∉ 𝐼 , hence 
𝜎 ∈ 𝑞 ⧵ 𝑞′, and so 𝜎 separates 𝑞 and 𝑞′.

We now know that the language states of (𝐼 ) reached by 𝑉 are separated by 𝑊 . This also implies that these language states 
must be distinct as required. □

5.1. A simplified scenario

We now adapt the W-method to our scenario. We start by first considering a simplified setting where the number of language 
states of the implementation does not exceed that of the specification.

Using the notions of a state cover and a characterising set, our test suite needs to ensure that the transitions are properly executed. 
As a result of non-determinism, when testing from the OTS induced by 𝑆 , there may be more than one transition that can be followed 
if an event 𝑎 is received in state 𝑠. We therefore define a set of refusal traces that extends 𝑉 to execute the transitions of (𝑆 ).

Definition 5.2. Given specification 𝑆 and normal state cover 𝑉 for 𝑆 , we let 𝑅𝑒𝑞𝑇 𝑟(𝑉 , 𝑆 ) and 𝑅𝑒𝑞𝑅𝑒𝑓 (𝑉 , 𝑆 ) be defined as 
follows.

𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 ) = {𝑣.𝑋.𝑎 ∈ FRT(𝑆 ) |𝑣 ∈ 𝑉 ∧ 𝑎 ∈ Σ ∧𝑋 ∈ (Σ) ∪ {∙}}

𝑅𝑒𝑞𝑅𝑒𝑓 (𝑉 ,𝑆 ) = {𝑣.𝑋 ∈ FRT(𝑆 ) |𝑣 ∈ 𝑉 ∧𝑋 ∈ (Σ) ∪ {∙}}
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Note that all refusal traces in the above sets are required to be present in the implementation (corresponding to, respectively, 
required transitions and refusals). We use these sets, as well as 𝑉 and 𝑊 , to construct the following test suite that contains both 
positive tests (refusal traces of the specification language) and negative tests (refusal traces that are not refusal traces of the specification 
language).

Definition 5.3. Given specification 𝑆 , state cover 𝑉 for 𝑆 , and characterising set 𝑊 for 𝑆 :

𝑇 1(𝑆 , 𝑉 ,𝑊 ) = 𝑉 ∪ 𝑉 .𝑊 ∪𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 ) ∪𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 ).𝑊 ∪𝑅𝑒𝑞𝑅𝑒𝑓 (𝑉 ,𝑆 )

The above tests will be used to check for the presence of required transitions and refusals, as well as the absence of transitions 
to incorrect states, but it is also necessary to check that the SUT does not have any additional, forbidden behaviours: refusal traces 
of the form 𝑣.𝑋 or 𝑣.𝑋.𝑎 that are not refusal traces of the specification. We therefore define the following set of additional negative 
tests: refusal traces that the SUT should not have.

Definition 5.4. Given specification 𝑆 and state cover 𝑉 for 𝑆 :

𝐹𝑜𝑟𝑏𝑅𝑒𝑓 (𝑆 , 𝑉 ) = {𝑣.𝑋 ∉𝑆 |𝑣 ∈ 𝑉 ∧𝑋 ∈ (Σ)}

𝐹𝑜𝑟𝑏𝑇 𝑟(𝑆 , 𝑉 ) = {𝑣.𝑋.𝑎 ∉𝑆 |𝑣 ∈ 𝑉 ∧𝑋 ∈ (Σ) ∪ {∙} ∧ 𝑣.𝑋 ∈ 𝑆}

𝑇 2(𝑆 , 𝑉 ) = 𝐹𝑜𝑟𝑏𝑅𝑒𝑓 (𝑆 , 𝑉 ) ∪ 𝐹𝑜𝑟𝑏𝑇 𝑟(𝑆 , 𝑉 )

𝑠𝑖𝑚𝑝𝑙𝑒(𝑆 , 𝑉 ,𝑊 ) = 𝑇 1(𝑆 , 𝑉 ,𝑊 ) ∪ 𝑇 2(𝑆 , 𝑉 )

Theorem 5.2. Let us suppose that 𝑆 and 𝐼 are languages, (𝑆 ) is finite, and (𝐼 ) has no more states than (𝑆 ). Further, 
let us suppose that 𝑉 is a state cover and 𝑊 is a characterising set for (𝑆 ). If 𝑆 ≡𝑠𝑖𝑚𝑝𝑙𝑒(𝑆 ,𝑉 ,𝑊 ) 𝐼 then (𝑆 ) and (𝐼 )

are isomorphic.

Proof. From Proposition 5.1 we know that 𝑉 ⊆𝐼 , the refusal traces in 𝑉 reach |(𝑆 )| distinct states of (𝐼 ), and that these 
states are separated by 𝑊 . This in particular means that |(𝑆 )| = |(𝐼 )|, and hence 𝑉 reaches all states in (𝐼 ). Since also 
𝜖 ∈ 𝑉 , 𝑉 is a state cover for (𝐼 ).

𝑉 induces a relation ∼𝑉 ⊆(𝑆 ) ×(𝐼 ) defined by: 𝑠 ∼𝑉 𝑞 if and only if there exists 𝑣 ∈ 𝑉 such that 𝑣 reaches 𝑠 in (𝑆 )

and 𝑣 reaches 𝑞 in (𝐼 ). Since 𝑉 is a state cover of both (𝑆 ) and (𝐼 ), one can easily observe that ∼𝑉 is in fact a 
bijection.

By Proposition 5.1 and |(𝑆 )| = |(𝐼 )|, we have that 𝑊 separates the states of (𝐼 ). As a result, 𝑊 induces the relation 
≃𝑊 ⊆ (𝑆 ) ×(𝐼 ) defined by 𝑠 ≃𝑊 𝑞 if and only if 𝑠 ≡𝑊 𝑞. Again, since 𝑊 is a characterising set of both 𝑆 and 𝐼 , one can 
easily show that ≃𝑊 is a bijection.

From 𝑆 ≡𝑉 .𝑊 𝐼 we have ∼𝑉 ⊆≃𝑊 , and since ∼𝑉 and ≃𝑊 are both bijections between (𝑆 ) and (𝐼 ), we have in fact 
∼𝑉 =≃𝑊 . We now need to prove that the bijection is an isomorphism, that is, preserves initial states, and transitions.

Due to 𝜖 ∈ 𝑉 , ∼𝑉 =≃𝑊 obviously preserves the initial states; we proceed to show that transitions are preserved as well.
Take any 𝑣 ∈ 𝑉 and let 𝑠 and 𝑞 be the states of (𝑆 ) and (𝐼 ) respectively that are reached by 𝑣.
The first important observation is that FR(𝑠) = FR(𝑞). Indeed, we have:
𝑋 ∈ FR(𝑠) ⟺ [def. of FR]
𝑋 ∈ 𝑠 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑋.𝑎 ∈ 𝑠 ⟺ [𝑠 =𝑆 ||𝑣]
𝑣.𝑋 ∈ 𝑆 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝑋.𝑎 ∈𝑆 ⟺ [𝑆 ≡𝑅𝑒𝑞𝑅𝑒𝑓 (𝑉 ,𝑆 )∪𝐹𝑜𝑟𝑏𝑅𝑒𝑓 (𝑉 ,𝑆 )

𝐼 ]
𝑣.𝑋 ∈ 𝐼 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝑋.𝑎 ∈ 𝑆 ⟺ [𝑆 ≡𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 )∪𝐹𝑜𝑟𝑏𝑇 𝑟(𝑉 ,𝑆 )

𝐼 ]
𝑣.𝑋 ∈ 𝐼 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝑋.𝑎 ∈ 𝐼 ⟺ [𝑞 = 𝐼 ||𝑣]
𝑋 ∈ 𝑞 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑋.𝑎 ∈ 𝑞 ⟺ [def. of FR]
𝑋 ∈ FR(𝑞)

We now proceed to show that all pairs of successor states of 𝑠 and 𝑞 in their respective OTSs are related by ≃𝑊 .
Consider an arbitrary 𝑋.𝑎 ∈ 𝑠 ∪ 𝑞. We will first show that 𝑋.𝑎 ∈ 𝑠 ∩ 𝑞. There are two cases:

• if 𝑋.𝑎 ∈ 𝑠, then also top𝑠(𝑋) ∈ 𝑠, hence 𝑣.top𝑠(𝑋).𝑎 ∈𝑆 . Since 𝑆 ≡𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 )
𝐼 , we have 𝑣.top𝑠(𝑋).𝑎 ∈ 𝐼 , hence top𝑠(𝑋).𝑎 ∈

𝑞, and we obtain 𝑋.𝑎 ∈ 𝑞 from RT1.
• if 𝑋.𝑎 ∈ 𝑞, then 𝑣.𝑋.𝑎 ∈ 𝐼 . Were it the case that 𝑣.𝑋.𝑎 ∉ 𝑆 , we would have either 𝑣.𝑋.𝑎 ∈ 𝐹𝑜𝑟𝑏𝑇 𝑟(𝑉 , 𝑆 ) or 𝑣.𝑋 ∈

𝐹𝑜𝑟𝑏𝑅𝑒𝑓 (𝑉 , 𝑆 ), but since 𝑆 ≡𝐹𝑜𝑟𝑏𝑇 𝑟(𝑉 ,𝑆 )
𝐼 and 𝑆 ≡𝐹𝑜𝑟𝑏𝑅𝑒𝑓 (𝑉 ,𝑆 )

𝐼 , this would entail either 𝑣.𝑋.𝑎 ∉ 𝐼 or 𝑣.𝑋 ∉ 𝐼 , 
a contradiction. Hence 𝑣.𝑋.𝑎 ∈ 𝑆 , from which we obtain 𝑋.𝑎 ∈ 𝑠.

Hence we have shown in particular that transition labelled with 𝑋.𝑎 is defined for both 𝑠 and 𝑞.
Since FR(𝑠) = FR(𝑞), 𝑠 ||𝑋.𝑎 = 𝑠 || top𝑠(𝑋).𝑎, and 𝑞 ||𝑋.𝑎 = 𝑞 || top𝑞(𝑋).𝑎, we can further assume that 𝑋 ∈ FR(𝑠) = FR(𝑞). This in 

particular means that 𝑋.𝑎 ∈𝑅𝑒𝑞𝑇 𝑟(𝑉 , 𝑆 ).
Let 𝑠′ = 𝑠 ||𝑋.𝑎 =𝑆 ||𝑣.𝑋.𝑎 and 𝑞′ = 𝑞 ||𝑋.𝑎 =𝐼 ||𝑣.𝑋.𝑎. Take an arbitrary 𝑤 ∈𝑊 .
We have:
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𝑤 ∈ 𝑠′ ⟺

𝑣.𝑋.𝑎.𝑤 ∈ 𝑆 ⟺ [𝑆 ≡𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 ).𝑊
𝐼 ]

𝑣.𝑋.𝑎.𝑤 ∈ 𝐼 ⟺

𝑤 ∈ 𝑞′

We therefore have that 𝑠′ ≡𝑊 𝑞′ and so 𝑠′ ≃𝑊 𝑞′. Therefore ≃𝑊 (and so also ∼𝑉 ) is preserved under transitions and hence is an 
isomorphism between (𝑆 ) and (𝐼 ) as required. □

Example 5.2.1. We shall now generate the test suite for our running example, i.e. language  of LTS from Fig. 2, whose () is 
shown in Fig. 3.

Recall from Examples 4.1.1 and 4.2.1 that we have the following state cover and characterising set for :

𝑉 = {𝜖, {𝑏, 𝑐}.𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎}

𝑊 = {{𝑏, 𝑐}, ∙.𝑏, ∙.𝑐}

We therefore obtain:

𝑉 .𝑊 = {{𝑏, 𝑐}, ∙.𝑏, ∙.𝑐,

{𝑏, 𝑐}.𝑎.{𝑏, 𝑐}, {𝑏, 𝑐}.𝑎. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑐,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑏, 𝑐}, {𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑐,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑏, 𝑐}, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎. ∙ .𝑐}

For convenience in further construction, the following table lists, in the respective columns: all traces 𝑣 in 𝑉 , their corresponding 
states in (), and for each 𝑣, all fundamental refusals in  ||𝑣.

𝑣 state in () FR( ||𝑣)
𝜖 𝑞0 {𝑏, 𝑐}

{𝑏, 𝑐}.𝑎 𝑞1 ∅,{𝑏},{𝑐}

{𝑏, 𝑐}.𝑎. ∙ .𝑎 𝑞2 {𝑐},{𝑏, 𝑐}

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎 𝑞3 ∅,{𝑏},{𝑐},{𝑏, 𝑐}

The set 𝑅𝑒𝑞𝑅𝑒𝑓 (𝑉 , 𝑆 ) can be constructed by taking, for each trace 𝑣 ∈ 𝑉 (first column above), all its extensions 𝑣.𝑋 where 𝑋 ∈

FR( ||𝑣) (last column), plus the trace 𝑣.∙:

𝑅𝑒𝑞𝑅𝑒𝑓 (𝑉 ,𝑆 ) = {∙, {𝑏, 𝑐},

{𝑏, 𝑐}.𝑎.∙, {𝑏, 𝑐}.𝑎.∅, {𝑏, 𝑐}.𝑎.{𝑏}, {𝑏, 𝑐}.𝑎.{𝑐},

{𝑏, 𝑐}.𝑎. ∙ .𝑎.∙, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑏, 𝑐},

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.∙, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.∅,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑏}, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑐},

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑏, 𝑐}}

The set 𝑅𝑒𝑞𝑇 𝑟(𝑉 , 𝑆 ) can be derived in a simple manner by taking each 𝑣.𝑋 in the (already generated) 𝑅𝑒𝑞𝑅𝑒𝑓 (𝑉 , 𝑆 ) and 
including, for each action 𝑎, the trace 𝑣.𝑋.𝑎 whenever 𝑣.𝑋.𝑎 ∈  (this in turn can be checked by e.g. inspecting the transitions in 
Fig. 3):

𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 ) = {∙.𝑎, {𝑏, 𝑐}.𝑎,

{𝑏, 𝑐}.𝑎. ∙ .𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑐,

{𝑏, 𝑐}.𝑎.∅.𝑎, {𝑏, 𝑐}.𝑎.∅.𝑏, {𝑏, 𝑐}.𝑎.∅.𝑐,

{𝑏, 𝑐}.𝑎.{𝑏}.𝑎, {𝑏, 𝑐}.𝑎.{𝑏}.𝑐,

{𝑏, 𝑐}.𝑎.{𝑐}.𝑎 {𝑏, 𝑐}.𝑎.{𝑐}.𝑏,

{𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑏,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑏,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑏, 𝑐}.𝑎,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎. ∙ .𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎. ∙ .𝑐,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.∅.𝑎, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.∅.𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.∅.𝑐,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑏}.𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑏}.𝑐,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑐}.𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑐}.𝑎,

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑏, 𝑐}.𝑎}

The remaining component of the first part of our test suite, i.e. 𝑇 1(𝑆 , 𝑉 , 𝑊 ) is the concatenation 𝑅𝑒𝑞𝑇 𝑟(𝑉 , 𝑆 ).𝑊 For brevity, we 
only show its fragment:
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𝑞′
0

{𝑠′
0
}

𝑞′
1

{𝑠′
1
, 𝑠′

2
}

𝑞′
2

{𝑠′
0
, 𝑠′

1
}

𝑞′
3

{𝑠′
0
, 𝑠′

1
, 𝑠′

2
}

∙.𝑎, {𝑏, 𝑐}.𝑎

∙.𝑏, ∙.𝑐, ∅.𝑏, ∅.𝑐,
{𝑏}.𝑎, {𝑏}.𝑐,{𝑐}.𝑎, {𝑐}.𝑏

∙.𝑎

∅.𝑎
{𝑏, 𝑐}.𝑎

∙.𝑐,{𝑏}.𝑐

∙.𝑎,{𝑏}.𝑎

∙.𝑎,∅.𝑎,{𝑐}.𝑎

∙.𝑏, ∙.𝑐, ∅.𝑏, ∅.𝑐,
{𝑏}.𝑎, {𝑏}.𝑐, {𝑐}.𝑏

{𝑏, 𝑐}.𝑎

Fig. 4. OTS induced by a language consisting of a faulty candidate implementation. Transitions differing from those of the specification OTS in Fig. 3 have been 
highlighted.

𝑅𝑒𝑞𝑇 𝑟(𝑉 ,𝑆 ).𝑊 = {∙.𝑎.{𝑏, 𝑐}, {𝑏, 𝑐}.𝑎.{𝑏, 𝑐},

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑏, 𝑐}, {𝑏, 𝑐}.𝑎. ∙ .𝑏.{𝑏, 𝑐}, {𝑏, 𝑐}.𝑎. ∙ .𝑐.{𝑏, 𝑐},

…

∙.𝑎. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑏,

{𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑏. ∙ .𝑏, {𝑏, 𝑐}.𝑎. ∙ .𝑐. ∙ .𝑏,

…

∙.𝑎. ∙ .𝑐, {𝑏, 𝑐}.𝑎. ∙ .𝑐,

{𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑐, {𝑏, 𝑐}.𝑎. ∙ .𝑏. ∙ .𝑐, {𝑏, 𝑐}.𝑎. ∙ .𝑐. ∙ .𝑐,

…

}

We now proceed to generate the second part of the test suite 𝑇 2(𝑆 , 𝑉 ), which consists of two sets of forbidden behaviours. 
𝐹𝑜𝑟𝑏𝑅𝑒𝑓 (𝑆 , 𝑉 ) contains, for each 𝑣 ∈ 𝑉 , all forbidden refusal extensions 𝑣.𝑋. Note that we can optimise this set by including 
only minimal refusals 𝑋 forbidden after 𝑣. The second set, 𝐹𝑜𝑟𝑏𝑇 𝑟(𝑆 , 𝑉 ), consists of forbidden continuations of 𝑣 of the form 𝑋.𝑎.

𝑣 minimal forbidden refusals 
in  || 𝑣

forbidden transitions after 𝑣

𝜖 {𝑎} {𝑏}.𝑐,{𝑐}.𝑏

{𝑏, 𝑐}.𝑎 {𝑎}, {𝑏, 𝑐}
{𝑏, 𝑐}.𝑎. ∙ .𝑎 {𝑎}, {𝑏} ∙.𝑐,{𝑏}.𝑐

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎 {𝑎}

We therefore obtain:

𝐹𝑜𝑟𝑏𝑅𝑒𝑓 (𝑆 , 𝑉 ) = {{𝑎},

{𝑏, 𝑐}.𝑎.{𝑎}, {𝑏, 𝑐}.𝑎.{𝑏, 𝑐},

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑎}, {𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑏},

{𝑏, 𝑐}.𝑎. ∙ .𝑎.{𝑐}.𝑎.{𝑎}}

𝐹𝑜𝑟𝑏𝑇 𝑟(𝑆 , 𝑉 ) = {{𝑏}.𝑐, {𝑐}.𝑏,

{𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑐}

Example 5.2.2. Suppose an incorrect candidate implementation 𝐼 results from a modified LTS from Fig. 2, where the direction of 
the 𝑎-transition from 𝑠1 to 𝑠2 has been switched. The corresponding  induced by the language 𝐼 is given in Fig. 4. Observe 
that in particular, for 𝑣 = {𝑏, 𝑐}.𝑎. ∙ .𝑎 and 𝑤 = ∙.𝑐 we have a negative test {𝑏, 𝑐}.𝑎. ∙ .𝑎. ∙ .𝑐 ∈ 𝑉 .𝑊 ∩𝐼 , proving 𝐼 ≠ .
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5.2. The general case

We now extend our approach to the general case where there is an (arbitrary but fixed in advance) upper bound 𝑚 ≥ 𝑛 on the 
number of states of (𝐼 ). To handle the possible larger number of states in (𝐼 ), an exhaustive exploration with arbitrary 
(sub)traces outside 𝑉 and 𝑊 is required.

We start by defining some sets of traces, parameterised with a number 𝑘, which corresponds to the difference between the 
aforementioned bounds on the number of OTS states i.e. 𝑚 − 𝑛, as well as the length of the additional arbitrary subtraces that need 
to be added to the tests.

Definition 5.5. Given specification 𝑆 and state cover 𝑉 for 𝑆 , we let 𝑅𝑒𝑞𝑇 𝑟𝑘(𝑉 , 𝑆 ) and 𝑅𝑒𝑞𝑅𝑒𝑓𝑘(𝑉 , 𝑆 ) be defined as follows.

𝑅𝑒𝑞𝑇 𝑟𝑘(𝑉 ,𝑆 ) = {𝑣.𝜎.𝑋.𝑎 ∈𝑆 ∩ RTA |𝑣 ∈ 𝑉 ∧ |𝜎| ≤ 𝑘}

𝑅𝑒𝑞𝑅𝑒𝑓𝑘(𝑉 ,𝑆 ) = {𝑣.𝜎.𝑋 ∈𝑆 ∩ RTR |𝑣 ∈ 𝑉 ∧ |𝜎| ≤ 𝑘}

We then obtain the following (partial) test suite that checks that the required transitions have been implemented.

Definition 5.6. Given specification 𝑆 , state cover 𝑉 for 𝑆 , and characterising set 𝑊 for 𝑆 , we define:

𝑇 1𝑘(𝑆 , 𝑉 ,𝑊 ) = 𝑉 ∪ 𝑉 .𝑊 ∪ 𝑅𝑒𝑞𝑇 𝑟𝑘(𝑉 ,𝑆 ) ∪ 𝑅𝑒𝑞𝑅𝑒𝑓𝑘(𝑉 ,𝑆 )

∪𝑅𝑒𝑞𝑇 𝑟𝑘(𝑉 ,𝑆 ).𝑊

Naturally, we also need to extend the set of negative tests defined earlier, so that it includes longer refusal traces that follow 𝑉 .

Definition 5.7. Given specification 𝑆 and state cover 𝑉 for 𝑆 , we define:

𝐹𝑜𝑟𝑏𝑇 𝑟𝑘(𝑆 , 𝑉 ) ={𝑣.𝜎.𝑋.𝑎 ∈ RTA |𝜎 ∈ RT
𝑘(𝑆 ||𝑣) ∧ 𝑣.𝜎.𝑋 ∈ 𝑆

∧ 𝑣.𝜎.𝑋.𝑎 ∉ RT(𝑆 )}

𝐹𝑜𝑟𝑏𝑅𝑒𝑓𝑘(𝑆 , 𝑉 ) = ∪ {𝑣.𝜎.𝑋 ∈ RTR |𝜎 ∈ RT
𝑘(𝑆 ||𝑣)

∧ 𝑣.𝜎.𝑋 ∉ RT(𝑆 )}

𝑇 2𝑘(𝑆 , 𝑉 ) =𝐹𝑜𝑟𝑏𝑇 𝑟𝑘(𝑆 , 𝑉 ) ∪ 𝐹𝑜𝑟𝑏𝑅𝑒𝑓𝑘(𝑆 , 𝑉 )

𝑘(𝑆 , 𝑉 ,𝑊 ) =𝑇 1𝑘(𝑆 , 𝑉 ,𝑊 ) ∪ 𝑇 2𝑘(𝑆 , 𝑉 )

We can now prove that the generalised test suite is complete for 𝑘 = 𝑚 − 𝑛.

Theorem 5.3. Let us suppose that 𝑆 and 𝐼 are languages, (𝑆 ) has 𝑛 states, and (𝐼 ) has no more than 𝑚 states for some 𝑚 ≥ 𝑛. 
Further, let us suppose that 𝑉 is a normal state cover and 𝑊 is a characterising set for (𝑆 ). Let 𝑘 = 𝑚 − 𝑛. If 𝑆 ≡𝑘(𝑆 ,𝑉 ,𝑊 ) 𝐼 , 
then 𝑆 =𝐼 .

Proof. Observe first that we only need to prove the statement for 𝑚 strictly greater than 𝑛, since if 𝑚 = 𝑛, our test suite is contained 
in the one defined in Section 5.1, and hence the result follows from Theorem 5.2. We thus assume throughout the proof that 𝑚 > 𝑛, 
and hence 𝑘 > 2.

Suppose that 𝑆 ≡𝑘(𝑆 ,𝑉 ,𝑊 ) 𝐼 . Recall relations ≃𝑊 and ∼𝑉 from the proof of Theorem 5.2; using a similar reasoning, we can 
show that ≃𝑊 and ∼𝑉 coincide – with the proviso that codomains are restricted to the image of (1) under ∼𝑉 ; in other words, 
≃𝑊 and ∼𝑉 are bijections and coincide when restricted to (𝑆 ) × {𝐼 ||𝑣 | 𝑣 ∈ 𝑉 }.

We now proceed to prove the main statement. We will use proof by contradiction, assuming that 𝑆 ≠ 𝐼 . Since 𝜖 ∈ 𝑉 , we know 
that every 𝜎 ∈ RT(𝑆 ) ∪ RT(𝐼 ) is of the form 𝑣.𝜎′ for some 𝑣 ∈ 𝑉 .

Since 𝑆 ≠ 𝐼 , we can choose some shortest refusal trace 𝜎 such that either of the following holds:

1. there is some 𝑣𝜎 ∈ 𝑉 where 𝑣𝜎 .𝜎 separates 𝑆 and 𝐼 , or
2. there is some 𝑣𝜎 ∈ 𝑉 and 𝑤 ∈𝑊 such that 𝑣𝜎 .𝜎.𝑤 separates 𝑆 and 𝐼 .

Since 𝑆 ≡𝑘(𝑆 ,𝑉 ,𝑊 ) 𝐼 and 𝑘 ≥ 1, we have that |𝜎| ≥ 1. Let 𝜎 = 𝜎1.𝜒 where 𝜒 is of the form 𝜒 =𝑋.𝑎 or 𝜒 =𝑋. In the remainder of 
the proof, we will reason about two subsets of (𝐼 ): language states reached by 𝑉 , and language states reached by extensions of 𝑣𝜎
with prefixes of 𝜎1. Formally, we define:

𝑄𝑉 ≜ {𝐼 ||𝑣 | 𝑣 ∈ 𝑉 }

𝑄+
𝑉

≜ {𝐼 ||𝑣𝜎 .𝜎′1 | 𝜎
′
1
is a nonempty prefix of 𝜎1}
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Observe that by Proposition 5.1, 𝑄𝑉 contains 𝑛 states and these are all in different equivalence classes of ∼𝑊 .
Consider some non-empty 𝜎2 with 𝜎1 = 𝜎2.𝜎3 and the state 𝑠

′ of the specification reached by the trace 𝑣𝜎 .𝜎2. Let 𝑞
′ denote the 

state of (𝐼 ) reached by 𝑣𝜎 .𝜎2. By the minimality of 𝜎, we have that 𝑠
′ ≃𝑊 𝑞′. By the definition of 𝜎, we have that either 𝜎3.𝑋.𝑎

separates 𝑠′ and 𝑞′ or there is some 𝑤 ∈𝑊 such that 𝜎3.𝑋.𝑎.𝑤 separates 𝑠′ and 𝑞′. Let 𝑣′ ∈ 𝑉 be such that 𝑠′ =𝑆 ||𝑣′.
If 𝑞′ is a state in 𝑄𝑉 , then 𝑞

′ must be the state in 𝑄𝑉 that is reached by 𝑣′; otherwise we would have 𝑠′ ≁𝑉 𝑞′, contradicting 
𝑠′ ≃𝑊 𝑞′. But then either 𝑣′.𝜎3.𝑋.𝑎 separates 𝐼 and 𝑆 or there is some 𝑤 ∈𝑊 such that 𝑣′.𝜎3.𝑋.𝑎.𝑤 separates 𝐼 and 𝑆 and this 
contradictions the minimality of 𝜎. We therefore have that 𝑄𝑉 ∩𝑄+

𝑉
= ∅.

Now let us suppose that 𝜎2 and 𝜎3 are distinct non-empty prefixes of 𝜎1, |𝜎2| < |𝜎3|, 𝑣𝜎 .𝜎2 reaches state 𝑞2 of (𝐼 ) and 
𝑣𝜎 .𝜎3 reaches state 𝑞3 of (𝐼 ). We will consider two cases, in each case proving that 𝑞2 ≠ 𝑞3. First, if 𝑣𝜎 .𝜎2 and 𝑣𝜎 .𝜎3 reach 
different states of the specification then 𝑞2 and 𝑞3 must be separated by 𝑊 and so 𝑞2 ≠ 𝑞3 is immediate. In the second case, 𝑣𝜎 .𝜎2
and 𝑣𝜎 .𝜎3 reach the same state 𝑠 of the specification. Let us suppose that 𝑞2 = 𝑞3 and define 𝜎4 as the (possibly empty) trace such 
that 𝜎1 = 𝜎3.𝜎4. By the definition of 𝜎, either 𝑣𝜎 .𝜎3.𝜎4.𝑋.𝑎 separates the specification and SUT or there is some 𝑤 ∈ 𝑊 such that 
𝑣𝜎 .𝜎3.𝜎4.𝑋.𝑎.𝑤 separates the specification and SUT. But then, since 𝑞2 = 𝑞3, we must have that either 𝑣𝜎 .𝜎2.𝜎4.𝑋.𝑎 separates the 
specification and SUT or there is some 𝑤 ∈ 𝑊 such that 𝑣𝜎 .𝜎2.𝜎4.𝑋.𝑎.𝑤 separates the specification and SUT. This contradicts the 
minimality of 𝜎 and so we must have that 𝑞2 ≠ 𝑞3.

As a result of the above, we know that for any two distinct non-empty prefixes 𝜎2 and 𝜎3 of 𝜎1, we have that 𝑣𝜎 .𝜎2 and 𝑣𝜎 .𝜎3
reach distinct states of (𝐼 ). We therefore have that |𝑄+

𝑉
| = |𝜎1|.

We now have that |𝑄𝑉 | = 𝑛, |𝑄+
𝑉
| = |𝜎1|, and 𝑄𝑉 ∩𝑄+

𝑉
= ∅. Thus, |𝑄+

𝑉
∪𝑄𝑉 | = 𝑛 + |𝜎1|. Since (𝐼 ) has at most 𝑚 states, 

we therefore have that 𝑛 + |𝜎1| ≤𝑚, and so |𝜎1| ≤𝑚 − 𝑛. But this means that 𝑣.𝜎 is of the form 𝑣.𝜎1.𝜒 where |𝜎1| ≤ 𝑘 and 𝜒 is of the 
form 𝜒 =𝑋.𝑎 or 𝜒 =𝑋. Hence 𝑣.𝜎 ∈ 𝑘(𝑆 , 𝑉 , 𝑊 ), providing a contradiction as required. □

5.3. An optimised test suite

In this section, we present an optimisation to our test suite for the general case. One component that can particularly contribute 
to its size is the enumeration of arbitrary traces of length 𝑘. We will show that, apart from possibly final refusals, we can restrict 
ourselves to traces containing fundamental refusals (of the specification) only.

We start by defining the optimised test suite.

Definition 5.8. Given specification 𝑆 and normal state cover 𝑉 for 𝑆 , we let 𝑅𝑒𝑞𝑇 𝑟o
𝑘
(𝑉 , 𝑆 ) and 𝑅𝑒𝑞𝑅𝑒𝑓o

𝑘
(𝑉 , 𝑆 ) be defined as 

follows.

𝑅𝑒𝑞𝑇 𝑟o
𝑘
(𝑉 ,𝑆 ) = {𝑣.𝜎.𝑋.𝑎 ∈ FRT(𝑆 ) ∩ RTA |𝑣 ∈ 𝑉 ∧ |𝜎| ≤ 𝑘}

𝑅𝑒𝑞𝑅𝑒𝑓o
𝑘
(𝑉 ,𝑆 ) = {𝑣.𝜎.𝑋 ∈ FRT(𝑆 ) ∩ RTR |𝑣 ∈ 𝑉 ∧ |𝜎| ≤ 𝑘}

Furthermore, we define:

𝑇 1o
𝑘
(𝑆 , 𝑉 ,𝑊 ) = 𝑉 ∪ 𝑉 .𝑊 ∪𝑅𝑒𝑞𝑇 𝑟o

𝑘
(𝑉 ,𝑆 ) ∪𝑅𝑒𝑞𝑅𝑒𝑓o

𝑘
(𝑉 ,𝑆 ) ∪𝑅𝑒𝑞𝑇 𝑟o

𝑘
(𝑉 ,𝑆 ).𝑊

Definition 5.9. Given specification 𝑆 and normal state cover 𝑉 for 𝑆 , we define:

𝐹𝑜𝑟𝑏𝑇 𝑟o
𝑘
(𝑆 , 𝑉 ) ={𝑣.𝜎.𝑋.𝑎 ∈ RTA |𝜎 ∈ FRT

𝑘(𝑆 ||𝑣) ∧ 𝑣.𝜎.𝑋 ∈𝑆

∧ 𝑣.𝜎.𝑋.𝑎 ∉ RT(𝑆 )}

𝐹𝑜𝑟𝑏𝑅𝑒𝑓o
𝑘
(𝑆 , 𝑉 ) = ∪ {𝑣.𝜎.𝑋 ∈ RTR |𝜎 ∈ FRT

𝑘(𝑆 ||𝑣)

∧ 𝑣.𝜎.𝑋 ∉ RT(𝑆 )}

𝑇 2o
𝑘
(𝑆 , 𝑉 ) =𝐹𝑜𝑟𝑏𝑇 𝑟o

𝑘
(𝑆 , 𝑉 ) ∪ 𝐹𝑜𝑟𝑏𝑅𝑒𝑓o

𝑘
(𝑆 , 𝑉 )

 o
𝑘
(𝑆 , 𝑉 ,𝑊 ) =𝑇 1o

𝑘
(𝑆 , 𝑉 ) ∪ 𝑇 2o

𝑘
(𝑆 , 𝑉 )

We shall need the following technical lemmas.

Lemma 5.4. For any two languages 1 and 2 we have:

FR(1) = FR(2) ⟺ RT
1(1) = RT

1(2)

Proof. We shall use the following simple observation

(∗) 𝑋 ∈ ⟺ ∃𝑋 ∈ FR() ∶𝑋 ≤RT 𝑋

The above can be shown immediately by considering 𝑋 = top(𝑋).
“⟹”: Suppose FR(1) = FR(2). Take any 𝜎 ∈ RT

1. There are two possible cases:
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• 𝜎 =𝑋: We have:
𝑋 ∈ RT

1(1) ⟺ [(*)]
∃𝑋 ∈ FR(1) ∶𝑋 ≤RT 𝑋 ⟺ [FR(1) = FR(2)]
∃𝑋 ∈ FR(2) ∶𝑋 ≤RT 𝑋 ⟺ [(*)]
𝑋 ∈ RT

1(2)

– 𝜎 =𝑋.𝑎: First, observe that:

(†) 𝑋 ∈ FR() ∧𝑋.𝑎 ∈ ⟺ 𝑋 ∈ FR() ∧ 𝑎 ∉𝑋

We have:
𝑋.𝑎 ∈ RT

1(1) ⟺ [(*)]
∃𝑋 ∈ FR(1) ∶𝑋 ≤RT 𝑋 ∧𝑋.𝑎 ∈1 ⟺ [(†)]
∃𝑋 ∈ FR(1) ∶𝑋 ≤RT 𝑋 ∧ 𝑎 ∉𝑋 ⟺ [FR(1) = FR(2)]
∃𝑋 ∈ FR(2) ∶𝑋 ≤RT 𝑋 ∧ 𝑎 ∉𝑋 ⟺ [(†)]
∃𝑋 ∈ FR(2) ∶𝑋 ≤RT 𝑋 ∧𝑋.𝑎 ∈2 ⟺ [(*)]
𝑋.𝑎 ∈ RT

1(2)

• “⟸”: Immediate, as the predicate defining “𝑋 ∈ FR()” contains only refusal traces from RT
1(). □

Lemma 5.5. For any two languages 1 and 2, and any 𝓁 ≥ 1 we have:

RT
𝓁(1) = RT

𝓁(2) ⟺ RT
𝓁−1(1) = RT

𝓁−1(2)

∧ ∀𝜎 ∈ FRT
𝓁−1(1) ∶ FR(1 ||𝜎) = FR(2 ||𝜎)

Proof. We only need to show the direction from right to left, as the other one is very straightforward.
Suppose that RT

𝓁−1(1) = RT
𝓁−1(2) and for all 𝜎 ∈ FRT

𝓁−1(1), we have FR(1 ||𝜎) = FR(2 ||𝜎). We shall prove that 
RT

𝓁(1) ⊆ RT
𝓁(2) (the proof of other inclusion is symmetric).

Observe first that we in fact have FR(1 ||𝜎) = FR(2 ||𝜎) for an arbitrary 𝜎 ∈ RT
𝓁−1(1). Indeed, from Corollary 3.6.1 it follows 

that FR(1 ||𝜎) = FR(1 || top(𝜎)) = FR(2 || top(𝜎)) = FR(2 ||𝜎).
Let 𝜎 ∈ RT

𝓁(1). If 𝜎 ∈ RT
𝓁−1(1), then immediately from the initial assumption we have 𝜎 ∈ RT

𝓁−1(2) ⊆ RT
𝓁(2). Hence we 

assume that |𝜎| = 𝓁 and 𝜎 = 𝜎0.𝜒 where |𝜎0| = 𝓁 − 1.
From the initial assumption we know that FR(1 ||𝜎0) = FR(2 ||𝜎0); furthermore, from Lemma 5.4, we obtain RT

1(1 ||𝜎0) =
RT

1(2 ||𝜎0). Since 𝜒 ∈ RT
1(1 ||𝜎0), we therefore have 𝜒 ∈ RT

1(2 ||𝜎0), from which 𝜎 = 𝜎0.𝜒 ∈ RT
𝓁(2 ||𝜎0) follows. □

Theorem 5.6. Let us suppose that 𝑆 and 𝐼 are languages, (𝑆 ) has 𝑛 states, and (𝐼 ) has no more than 𝑚 states for some 𝑚 ≥ 𝑛. 
Further, let us suppose that 𝑉 is a normal state cover and 𝑊 is a characterising set for (𝑆 ). Let 𝑘 = 𝑚 − 𝑛. If 𝑆 ≡ o

𝑘
(𝑆 ,𝑉 ,𝑊 ) 𝐼 , 

then 𝑆 =𝐼 .

Proof. The proof boils down to showing that 𝑆 ≡𝑘(𝑆 ,𝑉 ,𝑊 ) 𝐼 ; the statement will then follow immediately from Theorem 5.3.
We shall first prove the following statement:
(*) For any 𝑠 ∈(𝑆 ) and 𝑞 ∈(𝐼 ) such that 𝑠 ∼𝑉 𝑞, we have RT

𝑘+1(𝑠) = RT
𝑘+1(𝑞).

We prove (*) by showing that RT
𝓁(𝑠) = RT

𝓁(𝑞) for all 0 ≤ 𝓁 ≤ 𝑘 + 1 by induction on 𝓁. For 𝓁 = 0 the statement holds trivially. 
For 𝓁 = 1, we have already shown in the proof of Theorem 5.2 that FR(𝑠) = FR(𝑞), and from Lemma 5.4 we obtain RT

1(𝑠) = RT
1(𝑞). 

Hence the base case holds.
For the inductive step, we assume that RT

𝓁(𝑠) = RT
𝓁(𝑞) for some 1 ≤ 𝓁 ≤ 𝑘; we need to show that RT

𝓁+1(𝑠) = RT
𝓁+1(𝑞). Due to 

Lemma 5.5, it suffices to show that for all 𝜎 ∈ FRT
𝓁(𝑠), we have FR(𝑠 ||𝜎) = FR(𝑞 ||𝜎).

Let 𝑣 ∈ 𝑉 be such that 𝑠 = 𝑆 ||𝑣 and 𝑞 = 𝐼 ||𝑣. We start by unfolding the two statements in the bi-implication that we need to 
show, i.e. 𝑋 ∈ FR(𝑠 ||𝜎) ⟺ 𝑋 ∈ FR(𝑞 ||𝜎).

We have:
𝑋 ∈ FR(𝑠 ||𝜎) ⟺ [def. of FR]
𝑋 ∈ 𝑠 ||𝜎 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑋.𝑎 ∈ 𝑠 ||𝜎 ⟺ [def. of 𝑠 ||𝜎]
𝜎.𝑋 ∈ 𝑠 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝜎.𝑋.𝑎 ∈ 𝑠 ⟺ [𝑠 =𝑆 ||𝑣]
𝑣.𝜎.𝑋 ∈ 𝑆 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈ 𝑆

On the other hand:
𝑋 ∈ FR(𝑞 ||𝜎) ⟺ [def. of FR]
𝑋 ∈ 𝑞 ||𝜎 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑋.𝑎 ∈ 𝑞 ||𝜎 ⟺ [def. of 𝑞 ||𝜎]
𝜎.𝑋 ∈ 𝑞 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝜎.𝑋.𝑎 ∈ 𝑞 ⟺ [𝑞 =𝐼 ||𝑣]
𝑣.𝜎.𝑋 ∈ 𝐼 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈ 𝐼

Hence it suffices to show that:

(†) 𝑣.𝜎.𝑋 ∈𝑆 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈𝑆 ⟺

𝑣.𝜎.𝑋 ∈𝐼 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈ 𝐼
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• “⟹”: Suppose that

𝑣.𝜎.𝑋 ∈ 𝑆 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈𝑆

Observe that, since 𝑣.𝜎.𝑋 ∈ FRT(𝑆 ), and |𝜎| ≤ 𝓁 ≤ 𝑘, we have 𝑣.𝜎.𝑋 ∈ 𝑅𝑒𝑞𝑅𝑒𝑓o
𝑘
(𝑉 , 𝑆 ), hence from 𝑆 ≡𝑅𝑒𝑞𝑅𝑒𝑓o

𝑘
(𝑉 ,𝑆 )

𝐼 , 

we obtain

𝑣.𝜎.𝑋 ∈ 𝐼 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈ 𝑆

Moreover, for any 𝑎 ∈ Σ ⧵ 𝑋, from 𝑣.𝜎.𝑋.𝑎 ∈ FRT(𝑆 ) and |𝜎| ≤ 𝓁 ≤ 𝑘, we have 𝑣.𝜎.𝑋.𝑎 ∈ 𝑅𝑒𝑞𝑇 𝑟o
𝑘
(𝑉 , 𝑆 ). Hence from 

𝑆 ≡𝑅𝑒𝑞𝑇 𝑟o
𝑘
(𝑉 ,𝑆 )

𝐼 and 𝓁 + 1 ≤ 𝑘, we obtain

𝑣.𝜎.𝑋 ∈ 𝐼 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈ 𝐼

• “⟸”: Suppose that

𝑣.𝜎.𝑋 ∈ 𝐼 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈ 𝐼

Observe first that it must be the case that 𝑣.𝜎.𝑋 ∈𝑆 ; otherwise, as 𝑣.𝜎 ∈ FRT(𝑆 ), we would have 𝑣.𝜎.𝑋 ∈ 𝐹𝑜𝑟𝑏𝑅𝑒𝑓o
𝑘
(𝑉 , 𝑆 ), 

which, combined with 𝑣.𝜎.𝑋 ∈𝐼 , would contradict 𝑆 ≡𝐹𝑜𝑟𝑏𝑅𝑒𝑓o
𝑘
(𝑉 ,𝑆 )

𝐼 .

Let 𝑋 = top𝑆 ,𝑣.𝜎
(𝑋). We will show that 𝑋 = 𝑋. Suppose, towards contradiction, that 𝑋 ⧵ 𝑋 ≠ ∅, and let 𝑎 ∈ 𝑋 ⧵ 𝑋. From 

the definition of top𝑆 ,𝑣.𝜎
, we have 𝑣.𝜎.𝑋.𝑎 ∉ 𝑆 . Observe that 𝑣.𝜎.𝑋.𝑎 also meets other conditions from the definition of 

𝐹𝑜𝑟𝑏𝑇 𝑟o
𝑘
(𝑉 , 𝑆 ), hence 𝑣.𝜎.𝑋.𝑎 ∈ 𝐹𝑜𝑟𝑏𝑇 𝑟o

𝑘
(𝑉 , 𝑆 ). However, 𝑣.𝜎.𝑋.𝑎 ∉ 𝑆 and 𝑣.𝜎.𝑋.𝑎 ∈ 𝐼 contradicts 𝑆 ≡𝐹𝑜𝑟𝑏𝑇 𝑟o

𝑘
(𝑉 ,𝑆 )

𝐼 . 

We have thus shown that 𝑋 = top𝑆 ,𝑣.𝜎
(𝑋), hence 𝑋 ∈ FR(𝑆 ||𝑣.𝜎), and from the definition of FR we have ∀𝑎 ∈ Σ ⧵ 𝑋 ∶

𝑣.𝜎.𝑋.𝑎 ∈ 𝑆 . We have thus finally established that

𝑣.𝜎.𝑋 ∈ 𝑆 ∧ ∀𝑎 ∈ Σ ⧵𝑋 ∶ 𝑣.𝜎.𝑋.𝑎 ∈𝑆

concluding the proof of (†) and (∗).
We now proceed to prove that 𝑆 ≡𝑘(𝑆 ,𝑉 ,𝑊 ) 𝐼 .
Take any 𝜋 ∈ (𝑘(𝑆 , 𝑉 , 𝑊 )) ⧵ ( o

𝑘
(𝑆 , 𝑉 , 𝑊 )). Observe that 𝜋 must be of the form 𝜋 = 𝑣.𝜎.𝜒 where 𝑣 ∈ 𝑉 and |𝜎| ≤ 𝑘. Let 

𝑠 =𝑆 ||𝑣 and 𝑞 =𝐼 ||𝑣.
We have:
𝑣.𝜎.𝜒 ∈𝑆 ⟺

𝜎.𝜒 ∈ 𝑠 ⟺ [Corollary 3.6.1]
top𝑠(𝜎).𝜒 ∈ 𝑠 ⟺
𝑣.top𝑠(𝜎).𝜒 ∈𝑆 ⟺ [𝑆 ≡ o

𝑘
(𝑆 ,𝑉 ,𝑊 ) 𝐼 ]

𝑣.top𝑠(𝜎).𝜒 ∈𝐼 ⟺ [(*) implies FRT
𝑘+1(𝑠) = FRT

𝑘+1(𝑞)]
𝑣.top𝑞(𝜎).𝜒 ∈𝐼 ⟺

top𝑞(𝜎).𝜒 ∈ 𝑞 ⟺ [Corollary 3.6.1]
𝜎.𝜒 ∈ 𝑞 ⟺

𝑣.𝜎.𝜒 ∈𝐼 □

5.4. Coffee machine example

In this section, we consider an example of a simple coffee machine whose idea is based on the system from Fig. 1, i.e. a machine 
that offers both tea and coffee, or no beverage at all. We shall start by defining a somewhat improved specification; in particular, 
we wish to work with a system that operates perpetually rather than terminating after one beverage is produced. To this end, we 
consider the system given in Fig. 5. Its initial state (𝑠0) can be seen as a “sleeping” mode, from which it can be activated by pressing 
the on button. After that the system proceeds to one of two active states: 𝑠1 , in which the user is offered to choose between tea and 
coffee, or 𝑠2 that models an active state without authorisation to use the machine. After a beverage is provided, the system returns to 
the original sleeping state, which may also happen after a period of inactivity (𝑠𝑙𝑒𝑒𝑝 action). Note that the 𝑜𝑛 button can be pressed 
in active states (𝑠1 and 𝑠2 as well); in such case, the system remains in its current state.

We can provide the following state cover 𝑉 and characterising set 𝑊 :

𝑉 = {𝜖, {𝑐, 𝑡, 𝑠}.𝑜𝑛, {𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑐, 𝑡}.𝑜𝑛}

𝑊 = {{𝑠}, {𝑐, 𝑡}}

𝑊 is a characterising set since:

• {𝑠} separates 𝑞0 from 𝑞1 and 𝑞2
• {𝑐, 𝑡} separates 𝑞2 from 𝑞1
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𝑠0
{𝐜𝐨𝐟 , 𝐭𝐞𝐚, 𝐬𝐥𝐞𝐞𝐩}

𝑠1
∅

𝑠2
{𝐜𝐨𝐟 , 𝐭𝐞𝐚}

𝑜𝑛 𝑜𝑛

𝑐𝑜𝑓 , 𝑡𝑒𝑎,
𝑠𝑙𝑒𝑒𝑝

𝑜𝑛

𝑠𝑙𝑒𝑒𝑝

𝑜𝑛

𝑞0
{𝑠0}

𝑞1
{𝑠1, 𝑠2}

𝑞2
{𝑠2}

∙.𝑜𝑛,
{𝑐, 𝑡, 𝑠}.𝑜𝑛

∙.𝑐𝑜𝑓 , ∙.𝑡𝑒𝑎,
∙.𝑠𝑙𝑒𝑒𝑝, ∅.𝑐𝑜𝑓 ,
∅.𝑡𝑒𝑎, ∅.𝑠𝑙𝑒𝑒𝑝,
{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝

{𝑐, 𝑡}.𝑜𝑛

∙.𝑠𝑙𝑒𝑒𝑝,{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝

∙.𝑜𝑛,∅.𝑜𝑛
∙.𝑜𝑛,{𝑐, 𝑡}.𝑜𝑛

Fig. 5. Specification of a simple coffee machine (above) and its corresponding OTS (below).

We further obtain:

𝑉 .𝑊 = {{𝑠}, {𝑐, 𝑡},

{𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑠}, {𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑐, 𝑡},

{𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑐, 𝑡}.𝑜𝑛.{𝑠}, {𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑐, 𝑡}.𝑜𝑛.{𝑐, 𝑡}}

We shall assume that an implementation OTS may have at most two more states than the specification OTS (𝑛 = 3), hence 𝑚 = 5, 
and 𝑘 = 5 − 3 = 2. This means that our test suite needs to contain additional trace components resulting from exhaustive exploration 
of paths up to length 2. This, combined with the presence of multiple labels for paths between the same states, makes it undesirable 
to provide tests with such a level of detail as in Example 5.2.1. We shall therefore present only the general idea and some examples 
of tests, and subsequently demonstrate the way the faults are uncovered on two instances of erroneous implementations.

Compared with the simple test suite from Example 5.2.1, the additional feature in our test suite will be subtraces of length 2
(denoted in the test suite Definitions 5.8 and 5.9 by 𝜎) that can be added in between 𝑣 and the remainder of the trace. To give some 
idea of how this affects the size of the test suite (even on such a small example and value of 𝑘) while not enumerating all the possible 
𝜎-subtraces, we instead list all the possible sequences/paths of OTS states that can be traversed with OTS transitions:

𝑣 state in 
()

State paths contributing additional 
subtraces 𝜎

𝜖 𝑞0 𝑞0.𝑞1, 𝑞0.𝑞1.𝑞0, 𝑞0.𝑞1.𝑞1, 𝑞0.𝑞1.𝑞2

{𝑐, 𝑡, 𝑠}.𝑜𝑛 𝑞1 𝑞1.𝑞0, 𝑞1.𝑞1, 𝑞1.𝑞2, 𝑞1.𝑞0.𝑞1, 𝑞1.𝑞1.𝑞0,
𝑞1.𝑞1.𝑞1, 𝑞1.𝑞1.𝑞2, 𝑞1.𝑞2.𝑞0, 𝑞1.𝑞2.𝑞2

{𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑐, 𝑡}.𝑜𝑛 𝑞2 𝑞2.𝑞0, 𝑞2.𝑞2, 𝑞2.𝑞0.𝑞1, 𝑞2.𝑞2.𝑞0, 𝑞2.𝑞2.𝑞2
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𝑠′
0

{𝐜𝐨𝐟 , 𝐭𝐞𝐚, 𝐬𝐥𝐞𝐞𝐩}

𝑠′
1

∅
𝑠′
2

{𝐜𝐨𝐟 , 𝐭𝐞𝐚}
𝑠′
3

{𝐭𝐞𝐚}

𝑜𝑛
𝑜𝑛

𝑜𝑛

𝑐𝑜𝑓 , 𝑡𝑒𝑎,
𝑠𝑙𝑒𝑒𝑝

𝑜𝑛

𝑠𝑙𝑒𝑒𝑝

𝑐𝑜𝑓 ,
𝑠𝑙𝑒𝑒𝑝

𝑜𝑛 𝑜𝑛

𝑞′
0

{𝑠′
0
}

𝑞′
1

{𝑠′
1
, 𝑠′

2
, 𝑠′

3
}

𝑞′
2

{𝑠′
2
}

𝑞′
3

{𝑠′
2
, 𝑠′

3
}

∙.𝑜𝑛,
{𝑐, 𝑡, 𝑠}.𝑜𝑛

∙.𝑐𝑜𝑓 , ∙.𝑡𝑒𝑎, ∙.𝑠𝑙𝑒𝑒𝑝,
∅.𝑐𝑜𝑓 , ∅.𝑡𝑒𝑎, ∅.𝑠𝑙𝑒𝑒𝑝,
{𝑡}.𝑐𝑜𝑓 , {𝑡}.𝑠𝑙𝑒𝑒𝑝

{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝

{𝑐, 𝑡}.𝑜𝑛

{𝑡}.𝑜𝑛 {𝑐, 𝑡}.𝑜𝑛

∙.𝑠𝑙𝑒𝑒𝑝,{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝

∙.𝑠𝑙𝑒𝑒𝑝,
{𝑡}.𝑠𝑙𝑒𝑒𝑝,
{𝑡}.𝑐𝑜𝑓

∙.𝑜𝑛,
∅.𝑜𝑛

∙.𝑜𝑛,
{𝑐, 𝑡}.𝑜𝑛

∙.𝑜𝑛,{𝑡}.𝑜𝑛

Fig. 6. LTS illustrating an erroneous implementation of the coffee machine from Fig. 5 (above) and its corresponding OTS (below).

Each state path in the last column contributes potentially multiple subtraces 𝜎: for instance, for the path 𝑞1 .𝑞0.𝑞1, we have 14
corresponding 𝜎 traces, since there are 7 distinct transitions from 𝑞1 to 𝑞0 and 2 transitions in the opposite direction. Below, we 
provide examples of tests generated for 𝑣 = {𝑐, 𝑡, 𝑠}.𝑜𝑛 involving some of the aforementioned subtraces 𝜎 contributed by the path 
𝑞1.𝑞0.𝑞1:

• 𝑅𝑒𝑞𝑇 𝑟o
2
(𝑉 , 𝑆 ): {𝑐, 𝑡, 𝑠}.𝑜𝑛. ∙ .𝑐𝑜𝑓 . ∙ .𝑜𝑛.{𝑐, 𝑡}.𝑜𝑛,

{𝑐, 𝑡, 𝑠}.𝑜𝑛. ∙ .𝑡𝑒𝑎.{𝑐, 𝑡, 𝑠}.𝑜𝑛.∅.𝑜𝑛, {𝑐, 𝑡, 𝑠}.𝑜𝑛. ∙ .𝑠𝑙𝑒𝑒𝑝. ∙ .𝑜𝑛. ∙ .𝑜𝑛
• 𝑅𝑒𝑞𝑅𝑒𝑓o

2
(𝑉 , 𝑆 ): {𝑐, 𝑡, 𝑠}.𝑜𝑛.∅.𝑐𝑜𝑓 .{𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑐, 𝑡}

• 𝐹𝑜𝑟𝑏𝑇 𝑟o
2
(𝑆 , 𝑉 ): {𝑐, 𝑡, 𝑠}.𝑜𝑛.∅.𝑠𝑙𝑒𝑒𝑝.{𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑡}.𝑐𝑜𝑓 ,

{𝑐, 𝑡, 𝑠}.𝑜𝑛.{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝. ∙ .𝑜𝑛.{𝑐}.𝑡𝑒𝑎

Example 5.6.1. Fig. 6 depicts an incorrect candidate implementation 𝐼 of the specification  given in Fig. 5. Observe that in 
particular, for 𝑣 = {𝑐𝑜𝑓 , 𝑡𝑒𝑎, 𝑠𝑙𝑒𝑒𝑝}.𝑜𝑛, 𝜎 = 𝜖, we have
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𝑠′
0

{𝐜𝐨𝐟 , 𝐭𝐞𝐚, 𝐬𝐥𝐞𝐞𝐩}

𝑠′
1

∅

𝑠′
2

{𝐜𝐨𝐟 , 𝐭𝐞𝐚}

𝑠′
3

{𝐜𝐨𝐟 , 𝐭𝐞𝐚}

𝑜𝑛
𝑜𝑛

𝑐𝑜𝑓 , 𝑡𝑒𝑎,
𝑠𝑙𝑒𝑒𝑝

𝑜𝑛

𝑠𝑙𝑒𝑒𝑝

𝑠𝑙𝑒𝑒𝑝 𝑜𝑛

𝑜𝑛

𝑞′
0

{𝑠′
0
}

𝑞′
1

{𝑠′
1
, 𝑠′

2
}

𝑞′
2

{𝑠′
2
}

𝑞′
3

{𝑠′
0
, 𝑠′

3
}

𝑞′
4

{𝑠′
0
, 𝑠′

1
, 𝑠′

2
}

{𝑠𝑙𝑒𝑒𝑝}

∙.𝑜𝑛,
{𝑐, 𝑡, 𝑠}.𝑜𝑛

∙.𝑐𝑜𝑓 , ∙.𝑡𝑒𝑎,
∅.𝑐𝑜𝑓 , ∅.𝑡𝑒𝑎

{𝑐, 𝑡}.𝑜𝑛

∙.𝑠𝑙𝑒𝑒𝑝,{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝

{𝑐, 𝑡}.𝑜𝑛

∙.𝑜𝑛,{𝑐, 𝑡, 𝑠}.𝑜𝑛

{𝑐, 𝑡, 𝑠}.𝑜𝑛

∙.𝑠𝑙𝑒𝑒𝑝, ∅.𝑠𝑙𝑒𝑒𝑝

{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝

∙.𝑐𝑜𝑓 , ∙.𝑡𝑒𝑎

∅.𝑐𝑜𝑓 , ∅.𝑡𝑒𝑎

∙.𝑠𝑙𝑒𝑒𝑝,{𝑐, 𝑡}.𝑠𝑙𝑒𝑒𝑝

∙.𝑜𝑛,
{𝑐, 𝑡}.𝑜𝑛

Fig. 7. LTS illustrating an erroneous implementation of the coffee machine from Fig. 5 (above) and its corresponding OTS (below).

𝑣.𝜎.{𝑡𝑒𝑎}.𝑐𝑜𝑓 = {𝑐𝑜𝑓 , 𝑡𝑒𝑎, 𝑠𝑙𝑒𝑒𝑝}.𝑜𝑛.{𝑡𝑒𝑎}.𝑐𝑜𝑓 ∈ 𝐹𝑜𝑟𝑏𝑇 𝑟o
2
(𝑆 , 𝑉 ) ∩𝐼

proving 𝐼 ≠ . We note that in fact we have

{𝑐𝑜𝑓 , 𝑡𝑒𝑎, 𝑠𝑙𝑒𝑒𝑝}.𝑜𝑛.{𝑡𝑒𝑎}.𝑐𝑜𝑓 ∈ 𝐹𝑜𝑟𝑏𝑇 𝑟o
0
(𝑆 , 𝑉 ) ∩𝐼

hence the fault is revealed in this instance by the simplest test suite for , i.e. 𝑠𝑖𝑚𝑝𝑙𝑒(, 𝑉 , 𝑊 ) = 0(, 𝑉 , 𝑊 ).

Example 5.6.2. Fig. 7 depicts an incorrect candidate implementation ′
𝐼
of the specification  given in Fig. 5. Observe that in 

particular, for 𝑣 = {𝑐𝑜𝑓 , 𝑡𝑒𝑎, 𝑠𝑙𝑒𝑒𝑝}.𝑜𝑛, 𝜎 = ∙.𝑠𝑙𝑒𝑒𝑝. ∙ .𝑜𝑛 and refusal {𝑠𝑙𝑒𝑒𝑝}, forbidden after 𝑣.𝜎, we have

𝑣.𝜎.{𝑠𝑙𝑒𝑒𝑝} = {𝑐𝑜𝑓 , 𝑡𝑒𝑎, 𝑠𝑙𝑒𝑒𝑝}.𝑜𝑛. ∙ .𝑠𝑙𝑒𝑒𝑝. ∙ .𝑜𝑛.{𝑠𝑙𝑒𝑒𝑝} ∈ 𝐹𝑜𝑟𝑏𝑅𝑒𝑓o
2
(𝑆 , 𝑉 ) ∩𝐼

proving ′
𝐼
≠ .

We note that, in contrast to the previous example, the simplest test suite 𝑠𝑖𝑚𝑝𝑙𝑒(, 𝑉 , 𝑊 ) does not uncover the fault.
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6. Conclusions

In this work, we have developed a model-independent method of generating finite test suites for refusal trace semantics, based 
on languages of refusal traces alone. We set off by showing how to produce an observation transition system from a given language 
of refusal traces. Subsequently, we have provided a method of generating a finite complete test suite from a language LTS, provided 
that the LTS is finite. The method is inspired by the W method from the realm of finite state machines.

There are a number of potential lines for future research. Firstly, we can explore the possibility to further reduce the size of 
test suites through equivalence-based testing [14] that utilises alphabet equivalence. Another type of optimisation could be accom-
plished by employing methods from [6,7] to remove redundant traces. We also wish to extend the scope of our work so that it can 
accommodate inputs and outputs. Another interesting extension involves discrete time, where a special action tock is used [2].
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