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Abstract

Objective To test the predictive accuracy and generalisability of a personalised advantage index (PAI) model designed to
support treatment selection for Post-Traumatic Stress Disorder (PTSD).
Method A PAI model developed by Deisenhofer et al. (2018) was used to predict treatment outcomes in a statistically
independent dataset including archival records for N = 152 patients with PSTD who accessed either trauma-focussed
cognitive behavioural therapy or eye movement desensitisation and reprocessing in routine care. Outcomes were
compared between patients who received their PAI-indicated optimal treatment versus those who received their
suboptimal treatment.
Results The model did not yield treatment specific predictions and patients who had received their PAI-indicated optimal
treatment did not have better treatment outcomes in this external validation sample.
Conclusion This PAI model did not generalise to an external validation sample.

Keywords: psychotherapy; posttraumatic stress disorder; mental health services; machine learning; clinical models; external
validity

Clinical ormethodological significance of this article:Due to individual differences, some patients with post-traumatic
stress disorder may be more likely to benefit from one evidence based psychological therapy than another. Using machine
learning methods, it may be possible to identify these patients prior to the start of treatment and make an informed
treatment recommendation. However, this study highlights the importance of external validation of machine learning
models as an essential prerequisite to the clinical testing of such models in psychotherapy practice.

Introduction

Post-Traumatic Stress Disorder (PTSD) affects
around one in twenty-five adults (∼4%) in England
at any one time (Fear et al., 2016). The National

Institute for Health and Care Excellence (NICE)
guidelines recommend trauma-focussed cognitive
behavioural therapy (Tf-CBT) or eye movement
desensitisation and reprocessing (EMDR) as
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psychological therapies for PTSD (NICE, 2018).
The National Health Service (NHS) in England
began offering evidence-based, NICE recommended
psychological therapies in primary care settings in
2008 via the NHS Talking Therapies programme
(Clark et al., 2009), formerly known as Improving
Access to Psychological Therapies (IAPT; Clark &
Whittington, 2023). Patients accessing NHS
Talking Therapies for PTSD are signposted to high
intensity interventions (i.e., Tf-CBT or EMDR) at
screening (National Collaborating Centre for
Mental Health, 2018), but despite these signposting
and allocation efforts, many patients still do not
respond to treatment and dropout rates are high.
Robinson et al. (2020) found that only 32% of
patients accessing CBT for PTSD in 16 NHS
Talking Therapies services attained a reliable and
clinically significant improvement in symptoms.
This is well below the average treatment response
rate across all NHS Talking Therapies patients,
which is around 50% (NHS Digital, 2022).
Due to individual differences, some patients may

be more likely to respond to one evidence based
psychological therapy than another. To address
this, DeRubeis et al. (2014) developed a method
called the Personalised Advantage Index (PAI). The
PAImethod uses a statistical model to make a predic-
tion about which of two alternative treatments may
be most effective for each patient. The treatment
with the best predicted outcome is labelled that
patient’s optimal treatment, and the other treatment
is labelled their suboptimal treatment. Treatment out-
comes are then retrospectively compared between
patients who received their model-indicated
optimal treatment, and patients who received their
suboptimal treatment. Additionally, by subtracting
the predicted outcome of one treatment from that
of the other treatment, multiple patient character-
istics can be reduced to a single continuous indicator
of differential treatment response (i.e., the PAI
score).
Several studies have subsequently sought to

develop PAI for PTSD treatments delivered in the
context of clinical trials and routine practice
(Hoeboer et al., 2021; Keefe et al., 2018). Deisenho-
fer et al. (2018) used the PAI method to predict
whether each patient was more likely to respond to
Tf-CBT or EMDR in routine clinical practice.
Using a genetic algorithm, Deisenhofer et al.
(2018) developed two linear regression models to
predict response to Tf-CBT and EMDR using par-
ticipants’ pre-treatment clinical and demographic
characteristics. A genetic algorithm is a machine-
learning optimisation algorithm that mimics Darwi-
nian evolutionary processes (natural selection,
cross-over, mutation) to build the best model from

the available predictors (Mitchell, 1998). Deisenho-
fer et al. (2018) found a significantly higher rate of
reliable improvement among patients who received
their model-indicated optimal treatment (62.9% of
patients who received optimal treatment attained
reliable improvement, compared to 33.6% of
patients who received suboptimal treatment). This
suggests that by using the PAI method it may be
possible to predict the optimal treatment for individ-
ual patients with PTSD at the point of initial assess-
ment, and that applying personalised treatment
recommendations based on those predictions could
significantly improve treatment outcomes for
PTSD in routine practice.
Before a prediction model of this kind can be used

in clinical practice, it first requires external validation
to demonstrate that the model’s predictive capabili-
ties reliably generalise beyond the data that was
used to develop, or train, the model. Prediction
models are likely to make more accurate predictions
in the data used to train the model, than in data pre-
viously unseen by the model (Siontis et al., 2015). In
the worst-case scenario, the model is overfit to the
training data, and describes idiosyncratic relation-
ships between variables that do not generalise to
different samples drawn from the same population
(Steyerberg, 2019).
Accordingly, the PAI studies cited above each

applied some form of internal cross-validation when
evaluating prediction accuracy. Deisenhofer et al.
(2018) used leave-one-out (LOO) cross-validation,
whereby each individual patient’s outcome is pre-
dicted by fitting the regression model to the rest of
the sample (N – 1), temporarily excluding that
patient’s data from the training sample. This
adjusts for optimism in the estimation of prediction
model performance, but it is possible that the
model predictor selection was biased towards the
specific characteristics of the training sample, and
for this reason the model predictions may not gener-
alise to new data (Kessler et al., 2017; Steyerberg,
2019). External validation tests this by applying the
same model to make predictions in new and separate
outcome data and evaluating the accuracy of those
predictions.
Despite the credibility brought by external vali-

dation applications of the method are still relatively
rare. Researchers can develop new prediction
models, but without external validation the models
gain little clinical traction and create research
waste. Two recent systematic reviews of clinical pre-
diction models in psychiatry found evidence of lack
of external validation. Meehan et al. (2022) found
that only 20.1% of 308 models were externally vali-
dated in an independent sample, whilst Salazar de
Pablo et al. (2021) found that just 4.6% of 584
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psychiatry clinical prediction models were externally
validated.
At the same time, it’s important to question what

can be realistically expected from an external vali-
dation. In recent validation studies using either the
same dataset (e.g., Schwartz et al., 2021) or different
datasets (e.g., Moggia et al., 2023) the observed
effect was discernible exclusively among patients
with the most robust recommendations. Employing
external datasets is necessary for a thorough evalu-
ation, but it’s important to strike an optimal
balance between similarity (to facilitate generalis-
ation) and dissimilarity (to assess generalisability to
new data).

Objective

The aim of the current study was to externally vali-
date the PAI model developed by Deisenhofer et al.
(2018) in a statistically independent sample of
patients treated for PTSD in routine practice.
Additionally, the dataset used to develop the model
did not contain a measure of PTSD symptoms, and
a depression measure was used as a proxy indicator
of PTSD severity. The secondary aim of the
present study, therefore, was to test whether the
model developed by Deisenhofer et al. (2018) gener-
alised to a measure of PTSD symptoms. The
research questions were, (1) does the model general-
ise to independent data with the same outcome
measure and (2) does the model generalise to a
measure of PTSD symptoms?

Method

Pre-Registration

The background, aims, and methodology for this
study were pre-registered with As Predicted and the
pre-registration can be accessed here: https://
aspredicted.org/ca9u5.pdf.

Participants, Setting and Interventions

The data used in this study included anonymised
clinical records of patients with PTSD accessing
NHS Talking Therapies services across seven sites
in England between January 2013 and December
2018. Patients either self-referred to these services,
or were referred by their general practitioner, and
screened as positive for PTSD at initial assessment.
Patients were not routinely excluded due to current
drug or alcohol misuse, multiple or complex
trauma, or concurrent mental health problems that
require secondary mental healthcare (e.g., psychosis,

bipolar disorder, personality disorders, or eating dis-
orders); patients were assessed on an individual basis
and may have been referred to more intensive, multi-
professional care where necessary. Consistent with
national clinical guidelines (NICE, 2018), patients
were allocated to one of two evidence-based psy-
chotherapies for PTSD: Tf-CBT (Ehlers et al.,
2005) or EMDR (Shapiro, 2001). Treatment allo-
cation was based on patient preference and shared
decision-making with assessing clinicians at the
time of initial assessments. Treatments were deliv-
ered by High Intensity Therapists with the relevant,
accredited postgraduate training, practicing under
regular clinical supervision. Some patients also
accessed brief, low intensity interventions such as
CBT-based self-help prior to commencing high
intensity treatment. See the NHS Talking Therapies
Manual for more details (National Collaborating
Centre for Mental Health, 2018).
To be included in the study sample, patients were

required to have a provisional ICD-10 diagnosis of
PTSD (WHO, 2019), and have received≥ 2 sessions
of either Tf-CBT or EMDR (to provide pre- and
post-treatment outcome measures). Patients who
received more than one high intensity psychological
therapy within a treatment episode were excluded
to allow for evaluation of the models’ treatment-
specific outcome predictions. Where the same
patient had multiple eligible treatment episodes
within the dataset, the first episode was included in
the sample and subsequent treatment episodes were
excluded, given our interest in the adequacy of
timely and accurate treatment selection. Total eli-
gible study sample N= 1,193, comprising n= 1,155
patients who received Tf-CBT and n= 38 patients
who received EMDR. The sample selection process
is detailed in the STROBE diagram in Supplemen-
tary Figure 1.

Ethical Approval

This study is a secondary analysis of routine care
data. Ethical approval was granted by the North
West – Greater Manchester West Research Ethics
Committee (Ref: 18/NW/0372) for this data to
used for research. All patients in this dataset provided
verbal consent for their anonymised data to be used
for research and this was documented in their clinical
records.

Measures

Psychometricmeasures.Due to the absence of a
measure of PTSD symptoms in the model develop-
ment dataset Deisenhofer et al. (2018) used the
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Patient Health Questionnaire 9 (PHQ-9; Kroenke et al.,
2001) as the primary outcome measure, and this was
replicated in the current study. The PHQ-9 is a vali-
dated, nine-item, self-report measure of depression
severity. Total PHQ-9 scores range from 0 to 27,
with higher scores indicating greater number and fre-
quency of depression symptoms. Kroenke et al.
(2001) reported good reliability (Cronbach’s a=
0.89) in a primary care sample. A change of ≥6
points on the PHQ-9 has been recommended as an
index of reliable improvement or deterioration in
symptoms (Richards & Borglin, 2011).
The current dataset contained a self-report

measure of PTSD symptoms, the Impact of Events

Scale-Revised (IES-R;Weiss, 2007), but the high pro-
portion of missing values (85.8% pre-treatment, 87%
post-treatment) precluded investigation of the
second research question. However, there was a sig-
nificant, medium-sized, positive correlation between
pre-treatment PHQ-9 and IES-R score (r (176)
= .44, p < .001), and a significant, large, positive cor-
relation between post-treatment PHQ-9 and IES-R
score (r (160) = .75, p< .001).
The PHQ-9 was administered before every

appointment, along with the Generalised Anxiety Dis-

order 7 (GAD-7; Spitzer et al., 2006) and the Work

and Social Adjustment Scale (WSAS; Mundt et al.,
2002). The GAD-7 is a validated seven-item self-
report measure of anxiety symptoms, scores range
from 0 to 21 with higher scores indicating more
severe symptoms. The WSAS is a validated five-
item self-report measure of the extent to which a
person’s mental health problems impair their daily
functioning. WSAS scores range from 0 to 40 with
higher scores indicating greater functional impair-
ment. Pre-treatment scores were extracted from
each case’s first high intensity treatment session,
and post-treatment scores extracted from their last
high intensity treatment session.

Demographic and health variables. Age,
gender, ethnicity, disability, long-term condition
(LTC), employment, and antidepressant medication
data were extracted from patient records. For some
patients with multiple referrals in the dataset, age
data was only available for the most recent referral,
and age was calculated for earlier referrals by subtract-
ing the number of years between referral dates from
the patient’s age at the most recent referral. Ethnicity
was based on the Office for National Statistics ethnic
categories (Office for National Statistics, n.d.) and
was self-reported. Disability was a binary indicator
of whether a patient had a diagnosed disability or con-
sidered them self to be disabled. LTC was a binary
indicator of whether a patient had a long-term

physical health condition such as diabetes, arthritis,
or a chronic respiratory condition. Employment and
medication status were recorded at every appoint-
ment; pre-treatment values were extracted from each
case’s first high intensity treatment session.

Pre-processing of Data

Missing data and multiple imputation. See
Supplementary Table 1 for the proportion of
missing values on each variable. Six variables had
>5% missing values. These were LTC (Tf-CBT=
38.8%, EMDR= 34.2%), post-treatment PHQ-9
(Tf-CBT= 6.1%, EMDR= 7.9%), post-treatment
GAD-7 (Tf-CBT= 6.1%, EMDR= 7.9%), pre-
treatment WSAS (Tf-CBT= 13.3%, EMDR=
23.7%), post-treatment WSAS (Tf-CBT= 20.1%,
EMDR= 23.7%), and medication (Tf-CBT=
19.4%, EMDR= 10.5%). Multiple imputation of
missing values was performed using the missForest

package in R (Stekhoven & Bühlmann, 2012). Out-
of-bag error estimates for the Tf-CBT group were
NRMSE= .33 and PFC= .32, and for the EMDR
group NRMSE= .33 and PFC= .23. See Sup-
plementary Materials for details of missing value
analysis and multiple imputation.

Propensity score matching. As this study was
based on routinely collected data, patients were not
randomly allocated to treatment. As such, it is possible
that there are systematic differences in the character-
istics of the two treatment groups, which could con-
found the relationship between treatment and
outcome. This is known as confounding by indication
(Kyriacou & Lewis, 2016). Propensity score matching
(PSM; Rosenbaum & Rubin, 1983) is a commonly
used method to control for confounding by indication
and is recommended for treatment selection studies
using routine clinical data (Kessler et al., 2019).
PSM selects patients from the comparator group for
inclusion in the study by the similarity of their com-
bined covariates to that of patients in the treatment
group, thus producing a balance of observed pre-treat-
ment covariates like that produced by randomisation.
Patients who received Tf-CBT were matched to the n
= 38 patients who received EMDR at a ratio of 3:1,
producing a Tf-CBT group of n= 114. The ratio of
3:1 reflects the relative infrequency of routine service
delivery of EMDR, due to the small workforce of qua-
lified EMDR practitioners. The resulting study
sample size of N= 152 is smaller than the pre-regis-
tered sample size of N= 180. Given the size of the
initial dataset (N= 234,214 referrals) it was expected
that there would be more cases who accessed protocol
driven EMDR for PTSD, but EMDR was most often
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delivered as part of an integrated treatment with Tf-
CBT (see Supplementary Figure 1). PSM was per-
formed using the MatchIt package in R (Stuart et al.,
2011), applying the optimal matching method. The
standardised mean difference (SMD) method was
used to assess the difference between groups on each
variable, whereby an SMD< .25 is considered an ade-
quate match between groups. Following PSM all vari-
ables had an SMD< .25. See Supplementary
Materials for details of PSM.

Sample characteristics after multiple

imputation and propensity score matching.

Sample characteristics are presented in Table I.
After matching, the validation sample was signifi-
cantly different to the model development sample
(Deisenhofer et al., 2018) on two variables: Pre-
treatment WSAS was significantly lower in the vali-
dation sample (N= 152, mean = 17.07, SD= 9.72)

than the development sample (N= 225, mean =
21.13, SD= 10.28; t (335.81) = 3.89, p< .001);
and there was a significantly lower rate of disability
in the validation sample (19.74%) than the develop-
ment sample (48%; X2 (1) = 30.02, p< .001).

Data Analysis Strategy

Comparing Tf-CBT and EMDR treatment

outcomes. Treatment outcomes were compared
between the Tf-CBT and EMDR groups by compar-
ing the 95% confidence intervals of the pre-treatment
to post-treatment effect size (d) on the PHQ-9,
GAD-7, and WSAS. If the confidence intervals
overlap, this indicates that there was no statistically
significant difference between the two groups in
pre- to post-treatment change. Effect sizes and confi-
dence intervals were calculated using the method
described by Minami et al. (2008), adjusted for

Table I. Sample characteristics (after multiple imputation).

Tf-CBT
(N= 1155)

Mean (SD) or %

Tf-CBT after PSM
(N= 114)

Mean (SD) or %

EMDR
(N= 38)

Mean (SD) or %

PHQ-9 pre 16.05 (6.18) 14.93 (6.62) 14.82 (6.43)
PHQ-9 post 11.43 (7.58) 10.37 (7.82) 9.05 (7.17)
GAD-7 pre 14.93 (4.81) 14.37 (5.27) 14.16 (5.00)
GAD-7 post 10.62 (6.52) 9.99 (7.09) 8.68 (6.40)
WSAS pre 21.11 (9.67) 17.13 (10.01) 16.87 (8.95)
WSAS post 15.74 (11.01) 13.63 (11.05) 11.16 (8.89)
Gender (female) 62.17% 59.65% 63.16%
Age 38.94 (12.79) 43.02 (14.87) 40.63 (12.50)
LTC 29.09% 30.70% 26.32%
Disability 8.83% 21.05% 15.79%
Employment pre
Employed 49.44% 47.37% 47.37%
Student 4.24% 0.00% 0.00%
Unemployed 3.55% 3.51% 5.26%
Long-term sick 17.40% 9.65% 7.89%
Othera 25.37% 39.47% 39.47%
Medicationb pre
Prescribed 55.06% 50.00% 50.00%
Prescribed not taking 3.55% 4.39% 5.26%
Not prescribed 41.39% 45.61% 44.74%
Ethnicityc

White 74.46% 77.19% 89.47%
Mixed/Multiple 3.64% 2.63% 5.26%
Asian/Asian British 7.62% 7.02% 2.63%
Black/Black British 10.22% 9.65% 2.63%
Other 4.07% 3.51% 0.00%
IAPT appointments attended 8.61 (5.15) 9.07 (5.26) 7.00 (4.51)
High intensity treatment sessions 7.50 (4.93) 7.88 (5.16) 5.68 (4.53)
Accessed low intensity interventions 65.63% 65.79% 44.74%

Note. EMDR=Eye-movement desensitisation and reprocessing; GAD-7 =Generalised Anxiety Disorder 7; LTC=Long-term medical
condition; PHQ-9 = Patient Health Questionnaire 9; PSM=Propensity score matching; Tf-CBT=Trauma-focussed cognitive behavioural
therapy; WSAS =Work and Social Adjustment Scale.
aEmployment Other=Voluntary work, homemaker, carer, or retired.
bMedication = Antidepressant medication.
cEthnicity =Office for National Statistics ethnic group.
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non-normal distributions (see Supplementary Figure
1 for Q-Q plots) using Spearman’s rank correlation
(see Supplementary Tables 2 and 3 for correlation
matrices).

Predicting treatment outcomes.The two linear
regression models developed by Deisenhofer et al.
(2018) were applied to predict outcomes across
both treatment groups (N= 152) from patients’
pre-treatment scores on the predictor variables
selected by the genetic algorithm during model
development. Using the stats package in R, each
regression model was fitted to the respective training
data via the lm() function, giving the same coeffi-
cients reported by Deisenhofer et al. (2018), and
was then used to predict post-treatment PHQ-9
score in the external validation sample via the
predict() function. The linear regression equation
for the EMDR model was:

Y ′ = 8.78 + 0.44× PHQ9 score
( )

+ 4.40×Medication status( )

And the linear regression equation for the Tf-CBT
model was:

Y ′ = 9.83 + 0.24×WSAS score( )

− 4.99× Employment status
( )

− 0.10× Age
( )

− 2.09×Gender( )

Deisenhofer et al. (2018) centred continuous base-
line variables around the group mean. Therefore,
baseline PHQ-9 score was centred around the
EMDR group mean (15.22), and baseline WSAS
was centred around the Tf-CBT group mean
(21.11). As such, pre-treatment PHQ-9 and WSAS
were centred around these respective values in the
whole validation sample. Employment status was
reduced to a binary variable, with “employed” and
“student” coded as 0.5, and “unemployed,” “long-
term sick,” and all other categories coded as −0.5.
Medication status was reduced to a binary variable,
with “prescribed and taking” and “prescribed but
not taking” coded as 0.5, and “not prescribed”
coded as −0.5.

Evaluating model performance. To evaluate
prediction accuracy, R2 was calculated by squaring
the correlation (Pearson’s r) between the observed
post-treatment PHQ-9 scores and the scores pre-
dicted by each model. R2 can be interpreted as the
proportion of variance in treatment outcome
explained by the model, with a maximum value of
1 indicating perfect prediction accuracy, and values

close to 0 indicating poor prediction accuracy. R2

was examined for each prediction model in each of
the treatment groups, if the two models make treat-
ment-specific predictions, then it would be expected
that the Tf-CBTmodel makes more accurate predic-
tions in the Tf-CBT group than in the EMDR group,
and the EMDR model makes more accurate predic-
tions in the EMDR group than in the Tf-CBT group.
To evaluate model prediction error, Root Mean
Squared Error (RMSE) was calculated by taking
the square root of the mean squared differences
between the predicted and observed scores. Lower
RMSE values indicate less prediction error, and
higher values indicate more prediction error. R

2

and RMSE estimates in the external validation
sample were compared to R

2 and RMSE estimates
in the model development sample, without the
LOO cross-validation that was applied to internally
cross-validate the model during development.
Additionally, for comparison with the model devel-
opment sample, true error was calculated as the
mean absolute difference between the observed
post-treatment PHQ-9 scores and the factual
predictions.

Comparing model-indicated optimal and

suboptimal treatment outcomes. The model-
indicated optimal treatment was identified for each
case by comparing the Tf-CBT and EMDR model
prediction for each patient; the treatment with the
lowest predicted post-treatment PHQ-9 score was
labelled their optimal treatment, and the treatment
with the highest predicted post-treatment PHQ-9
score was labelled their suboptimal treatment.
Patients were then grouped by whether they had
received their optimal or suboptimal treatment, and
average treatment outcomes were compared
between the two groups. Patients were labelled as
having reliable change in symptoms if their PHQ-9
score at their last treatment session was 6 or more
points lower than their PHQ-9 score at their first
treatment session (Richards & Borglin, 2011). The
rate of reliable improvement was compared
between the optimal and suboptimal treatment
groups with a chi-square test. For further comparison
with Deisenhofer et al. (2018), Number Needed to
Treat (NNT) was estimated using the effect size cal-
culator provided by Lenhard and Lenhard (2016).

Personalised advantage index. The PAI was
calculated by subtracting the predicted outcome of
each case’s optimal treatment from the predicted
outcome of their suboptimal treatment. In this way,
the PAI represents the predicted difference in
outcome between optimal and suboptimal treatment

6 J. Tait et al.



for each case; the greater the PAI value, the more
likely the patient is to benefit from receiving their
optimal treatment rather than their suboptimal
treatment.
Patients with a PAI≥ 1 standard deviation are

those most likely to benefit from personalised treat-
ment selection. The standard deviation of PAI
scores in the development sample was 1.92. As a
test of the clinical utility of the PAI among such
cases, a regression analysis was performed predicting
post-treatment PHQ-9 score from a binary indicator
of whether a patient received their optimal or subop-
timal treatment, among patients with a PAI≥ 1 stan-
dard deviation. Pre-treatment PHQ-9 score was
included as a covariate to control for baseline
symptom severity, and propensity score was included
as a covariate as a secondary control (after PSM) for
confounding by indication (D’Agostino, 1998).

Results

Comparison of Average Treatment Effect

The median number of EMDR sessions was 4 (inter-
quartile range = 2–8.25) and the mode was 2 (range =
2–20). Themedian number of Tf-CBT sessions was 6
(inter-quartile range = 4–10) and the mode was 6
(range = 2–29). Pre-treatment to post-treatment
effect sizes are presented in Table II. Comparison of
the 95% confidence intervals suggest no significant
difference in treatment effect size between groups.
Of the current sample (which excluded cases who
only received one session of therapy), 40.13% (n=
61 / 152) reported a reliable improvement in
depression symptoms. This included 50% of the

EMDR group (n= 19 / 38) and 36.84% of the Tf-
CBT group (n= 42 / 114). The difference in these
rates of reliable improvement was not statistically sig-
nificant (X2 (1) = 1.54, p= .214).

Model Evaluation

R
2 and RMSE for the model development sample

and external validation sample are presented in
Table III. The R

2 values indicate that although
each prediction model demonstrates better predic-
tive accuracy in its respective treatment group in
the development sample, this was not the case in
the validation sample. The pattern of results in the
development sample is what would be expected if
the two models make treatment specific predictions.
However, this pattern did not replicate in the external
validation sample, suggesting that these two models
make general prognostic predictions that are not
treatment specific.
True error for the whole sample was 5.44, com-

pared to 5.07 in the development sample with LOO
cross-validation, and 4.83 without. For the Tf-CBT
group, true error was 5.76, compared to 5.37 in the
development sample with LOO cross-validation, and
4.74 without. For the EMDR group, true error was
4.49, compared to 4.92 in the development sample
with LOO cross-validation, and 5.03 without.
The calibration plot presented in Figure 1 plots the

observed final session PHQ-9 scores against the
factual predictions made by each of the regression
models. The closer the points are to the diagonal

Table II. Treatment outcome in the total sample andmatched Tf-
CBT and EMDR groups.

Measure Sample d

95% Confidence interval

Lower limit Upper limit

PHQ-9 Total (N= 152) 0.74 0.58 0.90
Tf-CBT (n= 114) 0.88 0.56 1.20
EMDR (n= 38) 0.68 0.50 0.87

GAD-7 Total (N= 152) 0.89 0.71 1.07
Tf-CBT (n= 114) 1.07 0.69 1.45
EMDR (n= 38) 0.83 0.62 1.03

WSAS Total (N= 152) 0.41 0.27 0.56
Tf-CBT (n= 114) 0.62 0.32 0.93
EMDR (n= 38) 0.35 0.18 0.52

Note. EMDR=Eye-movement desensitisation and reprocessing;
GAD-7 =Generalised Anxiety Disorder 7; PHQ-9 = Patient
Health Questionnaire 9; Tf-CBT=Trauma-focussed cognitive
behavioural therapy; WSAS =Work and Social Adjustment Scale.
Effect sizes and confidence intervals calculated using the method
described by Minami et al. (2008).

Table III. Model prediction accuracy (R2) and error (RMSE) of
the Tf-CBT and EMDR prediction models in the development
and validation samples.

Sample

Tf-CBT
Model

EMDR
Model

R
2 RMSE R

2 RMSE

Development sample (N= 225) .28 6.45 .20 6.84
Development Tf-CBT (n= 150) .38 5.97 .14 7.21
Development EMDR (n= 75) .11 7.32 .35 6.05
Validation sample (N= 152) .30 6.62 .45 5.85
Validation Tf-CBT (n= 114) .28 6.92 .47 6.00
Validation EMDR (n= 38) .38 5.64 .42 5.40

Note. EMDR=Eye-movement desensitisation and reprocessing;
PHQ-9 = Patient Health Questionnaire 9; RMSE=Root Mean
Squared Error; Tf-CBT=Trauma-focussed cognitive behavioural
therapy.
R

2 was calculated by squaring the correlation (Pearson’s r)
between the predicted and observed post-treatment PHQ-9 scores
and can be interpreted as the proportion of variance explained by
the model.
RMSE was calculated by taking the square root of the mean of the
squared differences between the predicted and observed post-
treatment PHQ-9 scores.
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line, the more accurate the prediction. The cali-
bration plot suggests that the models make more
accurate predictions for low scores, with more error
in predictions for higher scores, and neither model
predicts any scores at the higher end of the scale.

Predicting Optimal Treatment

Of the whole sample, 57.23% (n= 87) received their
model-indicated optimal treatment, including
47.37% (n = 18) of the EMDR group, and 60.53%
(n= 69) of the Tf-CBT group. There was no signifi-
cant difference between the Tf-CBT and EMDR
group in the number of cases who received their
model-indicated optimal treatment (X2 (1) = 1.51,
p= .219). The mean observed post-treatment
PHQ-9 score for the optimal treatment group was
11.09 (SD= 7.37), and for suboptimal treatment
group the mean was 8.63 (SD= 7.89). This is a
mean difference of 2.46, corresponding to a
Cohen’s d of .32 (95% CI = 0.00, 0.65). However,
a similar average group difference in PHQ-9 score
was observed pre-treatment: The mean observed
pre-treatment PHQ-9 score for the optimal group
was 15.92 (SD= 5.72), and for the suboptimal
group was 13.54 (SD= 7.34), mean difference =
2.38, Cohen’s d= .37 (95% CI = 0.04, 0.69).
Hence, it is necessary to control for differences in
baseline symptom severity when comparing average
treatment effect, as follows in the regression analysis.
Rates of reliable improvement are presented in

Table IV. There was no significant difference in the
rates of reliable improvement between patients who
received their optimal treatment (39.08%) versus

those who received their suboptimal treatment
(41.54%; X2 (1) = 0.02, p = 0.890).
In instances where there is a lower rate of the

desired outcome in the treatment group than in the
comparator group, NNT becomes the Number
Needed to Harm (NNH). There was a 2.46% lower
rate of reliable improvement in the optimal treatment
group, which corresponds to an NNH=40.68. This
suggests that for every 40–41 patients who received
their model-indicated optimal treatment, an
additional case would not experience reliable
improvement, compared to patients who received
their model-indicated suboptimal treatment.

The Personalised Advantage Index

The mean PAI score was 2.85 (SD= 1.96), the
minimum was 0.03 and maximum was 9.39. In the
validation sample, 7.89% (n= 12 / 152) had a PAI
of 0.5 or less, compared to 14.22% of the develop-
ment sample. In the validation sample, 61.18% (n
= 93 / 152) had a PAI≥ 1.92 (the SD in the develop-
ment sample). Among those with a PAI≥ 1.92 there
was no significant difference in the rate of reliable
change between patients who received optimal
versus those who received suboptimal treatment
(X2 (1) = 0.0004, p= .984). The regression analysis
(Table V) revealed that, among the n= 93 patients
with a PAI≥ 1.92, receiving model-indicated
optimal treatment had no significant effect on post-
treatment PHQ-9 score (β = 0.12, p= .168), adjusted
for pre-treatment PHQ-9 score (β = 0.61, p< .001)
and propensity score (β =−0.03, p= .691). See Sup-
plementaryMaterials for further details of regression.

Discussion

This study was the first external validation of a PAI
for the treatment of PTSD. Two linear regression
models developed using a genetic algorithm were
applied to predict outcomes of Tf-CBT and
EMDR in a statistically independent sample. In the

Figure 1. Calibration plot comparing predicted and observed post-
treatment PHQ-9 scores.

Table IV. Comparing the rate of reliable improvement in PHQ-9
score between cases who received their model-indicated optimal
treatment (N= 87) and those who received their model-indicated
suboptimal treatment (N= 65).

Treatment received

Reliable improvement

Yes n (%) No n (%)

Optimal 34 (39.08%) 53 (60.92%)
Suboptimal 27 (41.54%) 38 (58.46%)

Note. X2 (1) = 0.02, p= 0.890.
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model development sample (Deisenhofer et al.,
2018), the Tf-CBT model predicted outcomes for
the Tf-CBT group with greater accuracy than the
EMDRmodel; and the EMDRmodel predicted out-
comes for the EMDR group with greater accuracy
than the Tf-CBT model. This suggests that each
model makes treatment-specific outcome predic-
tions. However, in the current external validation
sample, this pattern of results was not replicated.
This suggests that these models are simply prognostic
models that predict PTSD treatment outcome inde-
pendent of treatment type, and any differential
outcome predicted in the model development
sample is due to overfitting of the model to the treat-
ment group.
Unlike themodel development sample, in the exter-

nal validation sample there was no significant differ-
ence in rates of reliable improvement between
patients who received their model-indicated optimal
treatment versus those who received their suboptimal
treatment. When the clinical utility of the PAI was
tested among patients with a robust treatment rec-
ommendation (i.e., PAI≥ 1SD), receiving optimal
treatment was not significantly associated with treat-
ment outcomes. The NNH suggested that for every
41 patients treated with their model-indicated
optimal treatment, one additional patient would not
attain reliable improvement. However, as highlighted
by Kraemer and Kupfer (2006), NNT/NNH is
unstable when the difference in the rate of outcome
between the treatment and comparator group is
close to 0, and as the difference is not statistically sig-
nificant, NNT/NNH could fluctuate between large
positive and large negative values in different samples.
These findings suggest that the PAI model devel-

oped by Deisenhofer et al. (2018) does not predict
differential treatment outcomes for PTSD in inde-
pendent data collected from a similar setting. This
could be attributed to methodological issues in
both the training and testing phases, which will be
discussed further below. Nevertheless, the results
are in line with previous findings on the transferabil-
ity of some prediction models for treatment selection

to external holdout data from the same (Schwartz
et al., 2021) and other comparable studies (Van
Bronswijk et al., 2021).

Limitations of the Model Development

Method

In a simulation study, Luedtke et al. (2019) found that
a minimum n= 300 patients per treatment group was
required to reliably detect predictors of differential
treatment response. The sample used by Deisenhofer
et al. (2018) to develop the model was considerably
smaller than this, with n= 150 patients in the Tf-
CBT group and n= 75 in the EMDR group. Concur-
rently, genetic regression may not be the best method
of developing a model for this task. In genetic
regression, a genetic algorithm performs predictor
selection, but the model parameters are estimated by
ordinary linear regression. It is likely that this
method, combined with the small sample size led to
overfitting of the model. Deisenhofer et al. (2018)
applied LOO cross-validation, but this only adjusts
optimism when evaluating prediction accuracy, and
does not control overfitting that occurs during predic-
tor selection and parameter estimation (Kessler et al.,
2017).
Alternatively, penalised regression methods such as

elastic net control for overfitting during model devel-
opment by shrinking small coefficients towards zero
(Zou & Hastie, 2005). Held et al. (2022) applied
six different machine learning algorithms to predict
PTSD treatment response and in a randomly parti-
tioned hold-out sample found that elastic net was
the most accurate (along with gradient boosted

models). Herzog et al. (2021) used elastic net to
predict PTSD outcomes and found that the model
generalised to a hold-out validation sample (training
R
2= .17, validation R

2= .16). Delgadillo and Gon-
zalez Salas Duhne (2020) used elastic net to
develop a PAI for two psychological therapies for
depression and found a significantly higher rate of
reliable improvement for patients who received

Table V. Predicting post-treatment PHQ-9 score (square root transformed) from having received model-indicated optimal treatment,
adjusted for pre-treatment PHQ-9 score and propensity score estimate (log transformed), among patients with a PAI > 1.92 (N= 93).

Effect B SE β t

95% CI

pLower Upper

Intercept 0.45 0.51 0.87 −0.57 1.46 .386
Optimal treatment 0.33 0.24 0.12 1.39 −0.14 0.81 .168
PHQ-9 pre 0.13 0.02 0.61 7.23 0.09 0.17 <.001
Propensity score (log) −0.14 0.35 −0.03 −0.40 −0.84 0.56 .691

Note. F (3, 89) = 22.77, p< .001, R2 = .43.
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their model-indicated optimal treatment in a hold-
out validation sample. In addition, Delgadillo and
Gonzalez Salas Duhne (2020) used a much larger
sample (N= 1,435), and applied bootstrapping
when estimating model parameters, which has been
shown to improve external validity (Steyerberg
et al., 2003). Bootstrapping may also be a more
robust method of internal validation than LOO and
similar cross-validation procedures (Steyerberg
et al., 2001), particularly as the N - 1 “training
sets” (or folds) in LOO are unlikely to be substantially
different from one another (Hastie et al., 2009).
Development of the PTSD PAI model was likely

further limited by the available variables. The
model development dataset did not contain any
measures of PTSD symptoms or trauma-related
variables and contained only total scores on the
three clinical measures (PHQ-9, GAD-7, and
WSAS). Recent studies have found that clinical,
PTSD and trauma related variables are better pre-
dictors of PTSD treatment outcome than demo-
graphic variables (Held et al., 2022; Herzog et al.,
2021; Hoeboer et al., 2021; Keefe et al., 2018;
Stuke et al., 2021). In the absence of a PTSD
measure, the PHQ-9 was used as a proxy outcome
measure. Whilst the PHQ-9 correlates with PTSD
severity, it is not clear whether the models predict
change in PTSD symptoms, or only change in
depressive symptoms. The large proportion of
missing values on the IES-R in the validation
sample precluded investigation of this. Variables
were centred but not standardised, limiting the
extent to which these models could be applied in
settings with different measures.
Additionally, pre-treatment PHQ-9 score was

selected as a predictor in the EMDR model, but not
the Tf-CBT model. Hence, the Tf-CBT model pre-
dicts post-treatment PHQ-9 without adjusting for
pre-treatment PHQ-9 score, and it is questionable
whether this is a valid measure of treatment outcome.

Limitations of the Current Study

In a resampling study, Collins et al. (2016) found
that a minimum n= 100 was required to obtain
reliable estimates of prediction model performance
in external validation, and in the current study
there were only n= 38 patients in the EMDR
group. This was because most patients who received
EMDR also received at least one session of CBT,
precluding their inclusion in the sample. Recent sys-
tematic reviews have found that sample size remains
a common limitation of clinical psychology predic-
tion modelling research (Meehan et al., 2022;
Vieira et al., 2022).

There was also considerable missing data, up to
38.8% on LTC. LTC was not a predictor in either
of the models, but pre-treatment WSAS (predictor
in the Tf-CBT model) was missing 13% in the
unmatched Tf-CBT group and 23% in the EMDR
group, and medication (predictor in the EMDR
model) was missing 19% in the unmatched Tf-CBT
group and 10% in the EMDR group. This could
have introduced additional biases and given the
small number of predictors in each of the models
any bias in these variables is problematic. Missing
data is a common issue in clinical research, and the
proportion missing in this study was comparable
with that of Van Bronswijk et al. (2021).
Although there is evidence that missForest outper-

forms multiple imputation with chained equations, it
is not without its limitations, and there are other
random forest-based imputation methods that may
have some advantages over missForest (Hong &
Lynn, 2020). The effect of different imputation
methods and hyperparameter settings on the accu-
racy and generalisability of prediction models is yet
to be empirically tested. The proportion of missing
data on the IES-R measure of PTSD symptoms pre-
cluded multiple imputation of this variable and the
investigation of the second research question. As
the PAI did not generalise to PHQ-9 scores in the
external validation sample it appears unlikely that it
would have generalised to IES-R scores.
Patients in the model development sample had a

significantly higher rate of disability and functional
impairment than the validation sample. Differences
in samples, including heterogeneity in clinical pre-
sentations, treatment delivery, and available predic-
tors can result in poorer model performance in
external validation (Hehlmann et al., 2023; Van
Bronswijk et al., 2021). This may have reduced the
likelihood that the models would generalise to the
external validation sample, particularly as pre-treat-
ment WSAS score was a predictor in the Tf-CBT
model. However, it could be argued that personal-
ised treatment prediction models need to be robust
to varying distributions of covariates if they are to
be implemented in clinical practice. There is evi-
dence that prediction models developed using
machine learning methods with a sufficient sample
size can generalise to samples recruited from differ-
ent geographic locations (Bone et al., 2021) and at
different times (Delgadillo et al., 2020).
Most patients did not receive the NICE (2018) rec-

ommended 8–12 sessions of Tf-CBT or EMDR. Also,
as this study used naturalistic data from routine clini-
cal practice, the treatment sessions were not recorded,
and there was no associated treatment integrity check.
Therefore, the extent to which therapists adhered to
the treatment protocol during each treatment is
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uncertain. Some therapists may be reluctant to
employ trauma-focussed therapeutic techniques due
to their concerns that trauma-focussed therapy may
be unsuitable or potentially harmful for some patients
with PTSD (Murray et al., 2022).
Due to the naturalistic setting, patients were not

randomised to treatment. PSM was implemented to
control for confounding by indication. But, unlike ran-
domisation, PSM only balances observed covariates.
Therefore, it’s possible that the two treatment groups
systematically differed on unobserved covariates.

Theoretical Considerations

There is debate as to whether Tf-CBT and EMDR
act through distinct mechanisms (Landin-Romero
et al., 2018). If EMDR and Tf-CBT share the
same mechanisms of change this could mean that
there is no interaction between patient characteristics
and the choice between these two treatments, and the
finding of Deisenhofer et al. (2018) could be an arte-
fact of overfitting. This is congruent with the common

factorsmodel, which argues that the factors shared by
all effective forms of psychological therapy are
necessary and sufficient to facilitate therapeutic
change, and the factors that distinguish different
forms of psychological therapy are relatively insignif-
icant (Wampold, 2019). However, findings such as
those of Delgadillo and Gonzalez Salas Duhne
(2020) contradict this perspective. A recent meta-
analysis by Nye et al. (2023) found a small but sig-
nificant superiority of personalised treatment over
treatment as usual. When scaled up to the magnitude
of a national level delivery programme such as NHS
Talking Therapies, such small differences become
significant (Barkham, 2023).

Future Directions

Future studies should use a larger sample with a
PTSD symptom measure as outcome, test different
modelling methods, apply bootstrapping during
model development and internal validation, and
then externally cross-validate in a hold-out test
sample, data from another location, or data collected
at a later time. After the models have been externally
validated in larger samples, then an even more rigor-
ous test is the prospective application and validation
of such models by assigning incoming patients to the
treatment recommended by the model and compar-
ing this data-informed allocation to a random or
clinically intuitive decision (Delgadillo et al., 2022;
Lutz et al., 2022).
In the current dataset, n= 38 patients accessed

EMDR as their only high intensity treatment for

PTSD, whereas n= 273 patients accessed EMDR
as part of an integrated treatment with CBT for
PTSD. This suggests that EMDR is most often deliv-
ered as part of an integrated cognitive behavioural
treatment for PTSD. In which case it would be per-
tinent to investigate differential treatment response
to Tf-CBT versus Tf-CBT with integrated EMDR,
similar to the way that Hoeboer et al. (2021) investi-
gated differential response to prolonged exposure
alone versus prolonged exposure plus skills training.

Conclusions

The PAI model developed by Deisenhofer et al.
(2018) does not generalise beyond themodel develop-
ment sample. Since the external validation presented
in this paper is limited by a small sample size, the find-
ings must be interpreted with caution. Nevertheless,
this study highlights the importance of external vali-
dation in prediction modelling. Additionally, it
emphasises important factors to consider during
model development, such as sample size, predictor
selection method, and internal validation method.
This study underlines the need for clinicians to routi-
nely administer PTSD specific outcome measures
when delivering trauma treatments in routine practice,
so that sufficient data for prediction modelling
research is made available. Finally, this study high-
lights the need for researchers to develop and then
externally validate clinical prediction models for
those trauma treatments which are most typically
delivered in routine services, in order for the models
to have maximum applied utility for those delivering
and receiving these treatments.
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