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Abstract

Automatic speech recognition (ASR) research has achieved im-

pressive performance in recent years and has significant po-

tential for enabling access for people with dysarthria (PwD)

in augmentative and alternative communication (AAC) and

home environment systems. However, progress in dysarthric

ASR (DASR) has been limited by high variability in dysarthric

speech and limited public availability of dysarthric training

data. This paper demonstrates that data augmentation using

text-to-dysarthic-speech (TTDS) synthesis for finetuning large

ASR models is effective for DASR. Specifically, diffusion-

based text-to-speech (TTS) models can produce speech sam-

ples similar to dysarthric speech that can be used as additional

training data for fine-tuning ASR foundation models, in this

case Whisper. Results show improved synthesis metrics and

ASR performance for the proposed multi-speaker diffusion-

based TTDS data augmentation for ASR fine-tuning compared

to current DASR baselines.

Index Terms: Dysarthric speech recognition, diffusion, text-to-

speech synthesis, data augmentation

1. Introduction

Dysarthria is a type of motor speech disorder (MSD) that re-

flects abnormalities in motor movements required for speech

production [1]. The psychosocial impact [2] and restrictions

on functioning and participation [3] for PwD are well docu-

mented [4, 5]. DASR has important implications for AAC de-

vices and home environmental control systems [6, 7]. Although

the accuracy of ASR systems for typical speech has improved

significantly [8, 9], there are challenges inherent with DASR.

Due to high inter- and intra-speaker variability in dysarthric

speech and limited public availability of dysarthric data, generic

ASR models usually do not generalise well to dysarthric speak-

ers [10, 11]. Baseline ASR models [12], typically trained on

larger amounts of typical speech data, can be adapted to do-

mains with limited data availability, such as dysarthric speech

recordings [13]. Model adaptation approaches show improved

performance [14, 15] and deep learning in combination with

data augmentation techniques to address data sparsity [16] have

achieved state-of-the-art (SotA) performance for DASR.

Transformer-based models have not been adequately ex-

plored for dysarthric speech as such architectures require a

significant amount of training data that is not publicly avail-

able. [16] implements a spatial convolutional neural network

(CNN) with multi-head Transformers (pre-trained on control
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speaker data) to recognise visual representations of whole-word

dysarthric speech, and [17] use dysarthric and typical speech

corpora with data augmentation techniques to implement two-

step parameter adjustments to train a dysarthric Transformer

model. A recurrent neural network (RNN)-Transducer model

has been trained on the Euphonia dataset [18], which con-

tains over 1400 hours of audio data, however, the dataset is

not publicly available. Representations from foundation ASR

models have been used as input features for DASR systems

(e.g. Wav2Vec2.0 [19] and WavLM [20]), but foundation mod-

els have not yet been adapted for DASR.

Data augmentation techniques have been widely studied

for typical speech tasks [21], but data augmentation for DASR

requires further research [22]. Spectro-temporal differences

between typical and dysarthric speech (e.g. speaking rate)

have influenced approaches, such as vocal tract length per-

turbation (VTLP) [23], tempo-stretching [24] and speed per-

turbation [25]. Although slower speaking rates and modi-

fications to the spectral envelope can be modelled, percep-

tual dysarthric speech characteristics (e.g. articulatory impre-

cision or voice quality [26]) are not captured. Subsequently,

generative adverserial networks (GANs) have been applied to

speed-perturbed typical speech for speech synthesis [22] and

voice conversion (VC) [27]. Also, Transformer-based systems

have been implemented for TTDS synthesis [28, 29]. Recently,

diffusion probabilistic modelling (DPM) has been applied to

a VC task for dysarthric data augmentation [30]. The results

demonstrate improved word error rate (WER) performance of

DASR systems using augmented data, and subjective evalua-

tions by human expert listeners show that severity characteris-

tics of dysarthric speech are captured in the synthesis. This pa-

per proposes (i) to create DASR training data by DPM, training

Grad-TTS [31] from scratch on dysarthric data to (ii) analyse

the use of additional augmented data only to finetune large ASR

models (here Whisper), i.e. without matched control speaker

data. The remainder of the paper is structured as follows: Sec-

tion 2 describes the TTDS system and the ASR model adapta-

tion. Experiments are described in Section 3 and their results

are presented in Section 4. Section 5 concludes the paper.

2. Methodology

2.1. Dysarthric Speech Synthesis

To synthesise dysarthric mel-spectrogram data X for DASR

augmentation, we train the Grad-TTS [31] model.1

X = Grad-TTS(y, sE) (1)

1Grad-TTS code adapted from https://github.com/

huawei-noah/Speech-Backbones. Implementation available
at https://github.com/WingZLeung/TTDS.
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from scratch on dysarthric data to augment the limited avail-

able dysarthric speech data for a speaker identity sE. Grad-TTS

[31] produces mel-spectrograms matrices X of size F × L,

with F = 80 in this work, and L being the variable number

of frames. This starts by forming initial distributions centred

on the Grad-TTS text-encoder output Eθ(y) [31] with trainable

parameters θ for a given text-sequence vector y, and applying

a diffusion process (cf. (4)) to denoise the initial distribution

of the noisy mel-spectrogram matrix XT ∼ N (Eθ(y), I) into

an estimate of a training-distribution sample matrix X0, with I

being the identity matrix, and T = 1.0. The text encoder Eθ

has the same transformer architecture and training objective as

Glow-TTS [32]. The sampling process from XT to X0 (cf. 4)

is defined as the reverse of a forward diffusion process from X0

to XT with change in X denoted as

dX =
1

2
(Eθ(y)−X)β(t)dt+

√

β(t)dWt (2)

where W is a random process. The forward process in (2) is a

continuous mean-reverting variance-preserving stochastic dif-

ferential equation (SDE). The linear noise schedule

β(t) = β0 + (βT − β0)t (3)

starts at β0 and ends at βT to control the perturbation gradi-

ent [31]. Intuitively, β(t) increases the amount of noise pertur-

bation of X as t increases. The amount of noise added to X at

each time step dt increases proportionally with t. The encoder

term Eθ(y) ensures that the distribution of X is centered on the

text-encoder prediction for any t. Default values for Grad-TTS

are β0 = 0.05 and βT = 20 [31], the choice is inspired by dif-

fusion image synthesis [33] where XT ∼ N (0, I). This work

explores reduced βT to reflect that the TTS diffusion process

starts from structured data XT ∼ N (Eθ(y), I) rather than an

unassuming Gaussian; the effect of these hyperparameters has

not yet been explored for dysarthric TTS to the authors’ knowl-

edge. The reverse diffusion process

dX =
1

2
((Eθ(y)−X)−∇ log pt(X))β(t)dt (4)

is defined by a probability-flow ordinary differential equa-

tion (ODE) [33, 31]. Computing the log-density gradient

∇ log pt(X) in (4), a.k.a. the score, is intractable, hence a train-

able estimator Sθ(X, t,Eθ(y), sE) is necessary. Sθ is a U-Net

model [34] that must be trained on labelled speech data with a

score-matching objective [33, 31]. When training on a dataset

with multiple speakers, a speaker identity parameter sE is given

to control generation such that the output is faithful to the tar-

get speaker. The probability-flow ODE (4) is solved backwards

in time from XT to X0 using the first-order Euler scheme.

The HiFi-GAN vocoder [35] is then used to transform the mel-

spectrograms X into audio waveforms. This pipeline produces

speaker-specific augmentation data for the subsequent ASR

model to capture the nuances of dysarthric speakers. Although

augmentation methods exist, which finetune a pretrained Grad-

TTS model for VC [30], i.e. for a speech-to-speech task, we

explore training Grad-TTS from scratch, i.e. for the more flex-

ible TTS task and without reliance on matched control speech

data nor typical TTS pre-training, providing augmentation that

only requires labelled dysarthric data.

2.2. Model Adaptation for Dysarthric ASR

The data synthesised in Section 2.1 will be used to finetune

the Whisper [12] ASR multilingual models.2 Whisper is based

on an encoder-decoder Transformer architecture with 12 en-

coder and 12 decoder layers and is a weakly supervised model

trained using up to 680k hours of labelled typical speech data.

To date, Transformer models have not been adequately ex-

plored in dysarthric ASR due to data sparsity issues, and adap-

tation of large-scale pre-trained ASR foundation models have

not been previously explored. The Whisper model is fine-

tuned using labelled data. Parameters in the feature encoder

(2 x conv), model encoder and decoder layers were not frozen.

The Whisper-medium (WM) model has 763.9M parameters

(762.3M trainable parameters), and the Whisper-large (WL)

model has 1543.3M parameters (1541.4M trainable parame-

ters). Finally, SpecAugment [36] has been shown to improve

the performance of dysarthric ASR with synthesised data aug-

mentation [30], and therefore the Whisper models were also

trained with and without SpecAugment in this work. SpecAug-

ment is directly applied to the feature inputs of the ASR model,

time warping the features, and masking blocks of frequency

channels & blocks of time steps. Models with SpecAugment

were optimised on the probability of frequency and time mask-

ing.

3. Experimental Setup

The TORGO database [37] containing dysarthric speech is in-

troduced in Section 3.1, and the respective data splits & training

methods for dysarthric speech synthesis and ASR models are

described in Sections 3.2 and 3.3, respectively.

3.1. TORGO Dysarthic Speech Dataset

The TORGO database3 contains approx. 21 hours of aligned

acoustic and 3D articulatory feature data [37], i.e. much less

than usually used for ASR training. The data was gathered

from 8 American English dysarthric speakers (with a diagnosis

of amyotrophic lateral sclerosis (ALS), or cerebral palsy (CP)),

denoted as TORGO dysarthric, and seven control speakers that

are age-gender-matched to the dysarthric speakers, denoted as

TORGO control. Utterances with no transcription or that were

too short to contain speech were discarded [13]. All speakers

had the same prompts, and therefore there is a large overlap

in word and sentence prompts [38]. Since the TORGO dataset

does not provide pre-defined data splits, a leave-one-speaker-

out (LOSO) approach is commonly implemented for ASR [38].

The dysarthric speakers in TORGO were assessed by a speech

and language therapist (SLT) using the Frenchay Dysarthria As-

sessment (FDA) [39]. The dysarthria severity ratings of the

TORGO dysarthric speakers are displayed in Table 1. ‘F’ and

‘M’ denote gender, and the numeral denotes the participant

number in the dataset.

Table 1: Dysarthria severity for the TORGO database.

Severe Mod.-Sev. Moderate Mild

Participant
F01, M01,
M02, M04

M05 F03 F04, M03

2Whisper finetune code adapted from https://github.com/

vasistalodagala/whisper-finetune.
3TORGO database: http://www.cs.toronto.edu/

˜complingweb/data/TORGO/torgo.html
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3.2. Text-to-Speech Synthesis

For dysarthric speech synthesis, we train the Grad-TTS models

(cf. Section 2.1) using TORGO dysarthric from scratch. Pre-

vious implementations of DPM TTDS pre-train the synthesis

model on age-gender-matched typical speech and finetune on

dysarthric speech data [30, 40]. The Grad-TTS models require

training and validation data for a given speaker to train a speaker

embedding sE in (1). TORGO does not have pre-defined data

splits. Therefore, data splits were created for TTS training by

pairing array and head microphones (of the same utterance) and

then randomly splitting utterances into train, validation and test

data splits in an 80%, 10%, 10% ratio per speaker. A sys-

tematic approach was considered, e.g. considering the distribu-

tion of single/multi-word utterances, and distribution of utter-

ances across splits. However, analysis in [38] shows there are

951-969 unique utterances (across 16, 158 recordings), and not

all dysarthric speakers completed recordings of all utterances.

Once the TORGO dysarthric TTDS models are trained, the tran-

scripts for all splits are input to the trained models to synthesise

additional training data for LOSO [38] ASR model adaptation.

As Grad-TTS has not yet been adequately explored with

dysarthric speech, we investigate βT hyperparameter values in

(3). Additionally, in the interest of using as little dysarthric data

as possible, we investigate three conditions:

(a) An all-speaker (ASp) model is trained using the data of

all dysarthric speakers (i.e. the TORGO dysarthric data).

The ASp model is trained using the training and validation

splits of the entire dataset, and used to synthesise training

data for all speakers.

(b) Single-speaker (SSp) models are trained using a single

dysarthric speaker’s data (i.e. a model is trained using one

speaker’s training and validation data, and this model is

used to synthesise data for the same speaker).

(c) Dysarthria-severity-group speaker (DSpG) models: the

TORGO dysarthric speakers are partitioned into two

groups by dysarthria severity rating on the FDA (cf. Ta-

ble 1). Severe and mod-severe speakers (i.e. F01, M01,

M02, M04, M05) form Group 1 (G1), and mild and moder-

ate speakers (i.e. F03, F04, M03) Group 2 (G2). The DSpG

G1 model is trained on G1 speakers’ training and valida-

tion data, and used to synthesise data for these speakers.

Although control speaker data is not used to train models

for dysarthric speech synthesis, ASp and SSp TORGO control

TTS models were trained in the same manner to compare eval-

uation metrics. Finally, Grad-TTS models are optimised on hy-

perparameters of learning rate, epochs and batch size.

3.3. Dysarthric ASR

The Whisper ASR model is finetuned on a composition of real

(TORGO) data and synthetic data (created by TTDS in Sec-

tion 2.1). A cumulative ratio of additional synthetic train-

ing data for data augmentation (from 0-100% in 10% incre-

ments) is implemented. The TORGO dysarthric ASR models

are trained using the LOSO methodology [38] to create speaker

independent (SI) models: for a given target speaker, the data

of the remaining speakers are used to train the model, which is

tested on the given target speaker’s data (and therefore the tar-

get speaker’s data is not seen by the ASR model). Values for

learning rate, warm-up, epochs, and batch size hyperparameters

are optimised during training.

3.4. Evaluation metrics

To evaluate the quality of the synthesised dysarthric speech, the

mean cepstral distortion (MCD) is used as an objective metric,

and subjective evaluation by a human expert listener was con-

ducted. The performance of dysarthric ASR systems are mea-

sured by WER.

3.4.1. Mean Cepstral Distortion (MCD)

The MCD is defined as the Euclidian distance between the syn-

thesised and reference mel spectra, and is computed by align-

ment with dynamic time warping (DTW) [41]. The MCD has

been shown to have correlation to subjective test results in

speech synthesis analysis [42], although this has not been ad-

equately investigated with dysarthric speech.

3.4.2. Subjective Evaluation

Subjective evaluation by expert listeners (SLTs) has been used

to measure the presence and severity of dysarthric speech char-

acteristics in synthesised speech [30]. For this study, an SLT

with > 10 years of experience assessing and diagnosing speech

disorders perceptually evaluated the synthesised data. For ev-

ery dysarthric speaker, 20 audio samples from the TORGO

database and 20 synthetic audio samples were randomly se-

lected. The selected audio samples were presented to the SLT

individually in random order. Every audio sample was rated

on overall dysarthria severity on a 5-point scale (between 0 for

none and 4 for severe) [1]. The mean scores were calculated for

TORGO and synthetic audio per speaker, to allow comparison

of the presence and severity of dysarthric speech characteristics.

3.4.3. Word Error Rate (WER)

Inference was performed with the pretrained baseline Whisper

model, and adapted dysarthric Whisper models on a given target

speaker (adapted models were trained on the remaining speak-

ers in a LOSO methodology). Transcripts were processed with

Whisper’s English text normalizer,4 and WER calculated be-

tween the processed reference and hypothesis transcripts. Aver-

age (Avg.) WER is calculated as the average of single-speaker

WER scores, and severity group averages calculated as the aver-

age scores of speakers in the group (to allow direct comparison

to similar studies [38]). The overall (Ovl.) WER score, com-

monly used to assess ASR for typical speech was also calculated

by computing the WER score for transcripts across all speakers.

4. Results

4.1. Text to Speech Synthesis

MCD results for the TORGO control (C) and TORGO

dysarthric (D) TTS models are shown in Table 2.

Table 2: MCD for GradTTS synthesis trained on TORGO data.

C ASp C SSp D ASp D DSpG D SSp

βT = 10 6.61 6.62 6.61 6.71 6.81

βT = 20 6.75 7.92 6.98 7.49 7.80

Comparing MCD values for TTDS models with βT = 10
and βT = 20 in (3), the βT = 10 models show lower MCD for

4Whisper normalizer: https://github.com/openai/

whisper/blob/main/whisper/normalizers

2496



control (C) and dysarthric (D) groups for all conditions ASp,

SSp & DSpG (as defined in Section 3.2). Results indicate a

slight tendency that more data leads to better (lower) MCD,

however, for this the MCD difference is minor.

An SLT conducted a subjective evaluation (cf. Section 3.4.2) of

TORGO data and data synthesised from the best model (i.e. D

ASp), and the averaged ratings for dysarthria severity, their

difference as well as the MCD metrics are displayed in Ta-

ble 3. The ratings show that dysarthric speech characteristics

are present in the synthesised samples, but there are differ-

ences in the level of severity. The Kendall’s Tau coefficient

between average dysarthria severity scores and severity group

MCD scores is −0.67, indicating a strong negative association

between the two ranked variables.

Table 3: Subjective evaluation of dysarthic data.

Severe Mod.-Sev. Moderate Mild

D severity ref. 3.28 2.45 1.70 0.275
D severity syn. 2.63 2.55 1.35 1.05

Difference 0.65 -0.10 0.35 -0.78

MCD 5.72 7.09 5.88 6.44

4.2. ASR model adaptation

4.2.1. Whisper baseline performance

The pretrained Whisper models (without any finetuning) are

used for inference on the TORGO control (C) and TORGO

dysarthric (D) data to establish baseline performance in the fol-

lowing. As a LOSO approach is used for TORGO ASR model

adaptation, inference is performed on the whole dataset. Table 4

shows the performance in WER for the Whisper-medium (WM)

and Whisper-large (WL) baseline models.

Table 4: WER in % for the Whisper medium (WM) and large

(WL) baseline models. C denotes control and D dysarthric.

Sev. M.-S. Mod. Mild Avg. Ovl.

C WM - - - - 17.93 13.69

C WL - - - - 12.31 11.92

D WM 123.37 168.83 45.96 10.79 91.23 84.90

D WL 126.20 187.72 32.42 10.38 93.21 82.49

The WM and WL models for the TORGO control (non-

dysarthric) data achieve overall WERs of 13.69 and 11.92%, re-

spectively, and results for dysarthic speech shows much higher

WER. The WL model has a relatively lower overall WER

score on dysarthric speakers but a higher WER in average over

speakers due to to relatively poorer performance for severe and

moderate-severe dysarthric speakers.

4.2.2. Whisper model adaptation

The Whisper medium (WM) and large (WL) models are fine-

tuned on a composition of real data (TORGO) and an increas-

ing percentage of synthetic data synthesised by the best TTDS

model, i.e. D ASp with βT = 10. Table 5 shows the results

of the WM adaptation, since WM is the smaller model and

showed better performance than WL for more severe dysarthric

data. Adaptation using only real dysarthric data (i.e. no syn-

thetic data) achieves an overall WER score of 56.14%, i.e. per-

Table 5: WER in % for TORGO WM model adaptation. Best

performance in bold-face. ∗ only 1 speaker.

Aug. % Sev. M.-Sev.∗ Mod.∗ Mild Avg. Ovl.

0 70.25 145.76 28.54 3.44 57.77 56.14
10 38.33 24.83 21.3 3.5 25.80 24.3
20 60.30 23.23 24.38 3.33 36.93 35.05
30 33.38 24.13 22.66 3.13 23.32 22.27
40 31.87 18.98 23.13 3.23 22.00 20.08
50 31.69 24.9 26.57 3.07 23.05 22.41
60 31.83 20.03 24.38 3.86 22.43 21.77
70 33.65 20.93 23.49 3.96 23.37 22.31
80 30.45 21.28 25.89 3.55 22.01 21.71
90 30.45 21.28 25.89 3.55 22.01 21.71
100 28.49 17.87 26.14 3.82 20.70 20.45

formes significantly better than the baseline in Table 4. Syn-

thetic data further improves performance, with the best per-

formance achieved using 100% additional synthesised training

data, i.e. the training speakers in LOSO adaptation, reducing

overall and average WER to 20.45% and 20.70%, respectively.

Performance gains can be observed in particular for severe and

moderate-severe dysarthric speech. The WL model also per-

formed best with 100% additional synthesised data (not explic-

itly shown here), and the trend is maintained when the Whis-

per models are additionally trained with SpecAugment. Table 6

compares the WER performance of the WM and WL with 100%

additional synthetic data (with and without SpecAugment) to

recent SotA benchmarks on the TORGO ASR task. The pro-

posed Grad-TTS augmented Whisper model adaptation outper-

forms all baseline models on the same task. The WL with

SpecAugment shows best performance overall.

Table 6: TORGO WER performance in comparison to bench-

marks. +denotes SpecAugment.

Sev. M.-Sev. Mod Mild Avg. Ovl.

LF-MMI [13] - - - - 42.90 -
FS2 & D-HMM [43] 55.88 49.60 36.80 12.60 39.20 -
FMLLR-DNN [44] 43.29 44.05 35.93 11.65 34.55 -
SD-CTL [45] 68.24 33.15 22.84 10.35 30.76 -

GTTS & WM 28.49 17.87 26.14 3.82 20.70 20.45
GTTS & WM+ 25.82 14.95 5.26 4.28 19.16 18.35

GTTS & WL 46.39 18.29 24.27 3.03 25.84 25.28
GTTS & WL+ 23.30 13.98 3.27 2.57 16.93 16.68

5. Conclusion

This work showed that it is possible to train Grad-TTS from

scratch without matched control data to synthesise samples with

dysarthric speech characteristics. A βT = 10 schedule im-

proves sample quality for the typical and dysarthric speech data

used. The results show that Whisper can be finetuned for SotA

DASR on TORGO, and that data augmentation is beneficial.

The amount of synthesised data required is dependent on the

severity of the dysarthric speaker.
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