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Abstract
The concept of electronic orbitals has enabled the understanding of a wide
range of physical and chemical properties of solids through the definition of,
for example, chemical bonding between atoms. In the transmission electron
microscope, which is one of the most used and powerful analytical tools for
high-spatial-resolution analysis of solids, the accessible quantity is the local
distribution of electronic states. However, the interpretation of electronic state
maps at atomic resolution in terms of electronic orbitals is far from obvious,
not always possible, and often remains a major hurdle preventing a better
understanding of the properties of the system of interest. In this review, the
current state of the art of the experimental aspects for electronic state mapping
and its interpretation as electronic orbitals is presented, considering approaches
that rely on elastic and inelastic scattering, in real and reciprocal spaces.
This work goes beyond resolving spectral variations between adjacent atomic
columns, as it aims at providing deeper information about, for example, the
spatial or momentum distributions of the states involved. The advantages and
disadvantages of existing experimental approaches are discussed, while the
challenges to overcome and future perspectives are explored in an effort to
establish the current state of knowledge in this field. The aims of this review
are also to foster the interest of the scientific community and to trigger a global
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effort to further enhance the current analytical capabilities of transmission
electron microscopy for chemical bonding and electronic structure analysis.

KEYWORDS
chemical bonding, convergent beam electron diffraction, core-level spectroscopy, electron
energy-loss spectroscopy, electronic orbital, fine structures, solid state, transmission electron
microscopy

1 INTRODUCTION

Electronic states underpin most chemical and physical
properties of solids, defining their electronic structure and
reactivity, as well as their optical, magnetic, and transport
characteristics of interest for a wide range of applica-
tions. Specifically, among all electronic states of atoms
constitutive of amaterial, those forming electronic orbitals
responsible for chemical bonding are of fundamental inter-
est to understand the intrinsic properties of interfaces and
defects. For instance, chemical bond formation between
atoms during chemical reactions is driven by energy con-
siderations, and takes place preferentially at nucleation
sites like crystal discontinuities (e.g., surface steps, kinks,
etc.) for, for example, heterogeneous catalysis1 or thin film
growth.2 Electronic, optical, and transport properties of
crystals are affected – and sometimes fully driven – by
the presence of point defects such as vacancies, intersti-
tial or substitutional atoms.3–5 The response of materials
to a mechanical stress is different for a single crystal and
a polycrystal, as it is determined by the presence of crystal
discontinuities like grain boundaries and interfaces, and
can manifest itself by the creation of extended defects like
dislocations.6 Therefore, mapping electronic states specif-
ically at crystal discontinuities would be of importance
and is thus far essentially lacking. It is also noteworthy
that the direct observation of electronic states, irrespec-
tive of their interpretation as electronic orbitals, remains
extremely elusive even in the bulk of materials.
Total electron densities have been retrieved for decades

from X-ray, neutron and electron elastic scattering experi-
ments. However, this is usually obtained without momen-
tum selectivity, which is necessary to distinguish between
orbitals and therefore to properly describe chemical bond-
ing. Nevertheless, non-resonant X-ray inelastic scattering
was employed to successfully plot the contour of the Ni2+

3d x2-y2∕3z2-r2 orbital in single crystal NiO,7 while the
difference of two-dimensional (2D) electron momentum
densities between LiFePO4 and FePO4 probed by X-ray
Compton scattering is theoretically expected to provide the
wave function of the redox orbital.8 In the transmission
electron microscope, total electron densities have been

mapped at the atomic scale, by convergent beam elec-
tron diffraction (CBED),9,10 high-resolution transmission
electron microscopy (HRTEM),11 and more recently four-
dimensional scanning transmission electron microscopy
(4D-STEM).12–15 These methods, whether performed in
real or reciprocal space, rely almost exclusively on elastic
signals, which only give direct access to the total atomic
charge density, irrespective of individual electronic states
of interest for chemical bonding. This elastic approach
alone cannot show the required chemical specificity or
sensitivity to directly interpret the properties linked to par-
ticular valence electrons associated with chemical bond-
ing. Orbital information can be extracted indirectly when
these techniques are combined with the appropriate addi-
tional input. Specifically, this is the case of the work of
Zuo et al.9 on Cu2O, in which the difference between
the static crystal charge density obtained from conver-
gent beam electron diffraction (CBED) and the calculated
charge density of spherical O2− and Cu+ ions lead to a
d2𝑧 shape around the Cu atom, which was interpreted as
a clear indication of a covalent bonding component.
Several other experimental techniques have been

employed to ‘measure’ electronic orbitals directly and
retrieve orbital maps.16 Originally, they were developed
for imaging orbital densities in molecules, in the quest
towards monitoring orbital changes during chemical
reactions. This is the case of high harmonic generation17,18
electron momentum spectroscopy,19 angle resolved X-ray
photoemission spectroscopy20 and scanning tunnelling
microscopy (STM).21–23
Given the spatial distribution of electronic states,

techniques allowing sub-Å resolution like scanning probe
microscopies and transmission electron microscopy
appear best-suited for direct visualisation of orbitals.
STM appears as a powerful surface microscopy technique
for mapping complex molecular orbital configurations,
particularly at cryogenic temperatures on inert substrates.
STM enabled the pioneering visualisation of the lowest
unoccupied and highest occupied molecular orbitals
in large molecules adsorbed at solid surfaces, such as
pentacene21,22 and naphtalocyanine.23 However, this
technique is intrinsically limited by its surface sensitivity
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BUGNET et al. 3

F IGURE 1 Schematic representation of several techniques accessible in modern TEM instruments for mapping the atomic charge
density or individual electronic states: with a focused electron probe (left) (convergent beam electron diffraction, CBED; four-dimensional
scanning transmission electron microscopy, 4D-STEM; STEM-electron energy-loss spectroscopy, STEM-EELS; energy-filtered 4D-STEM,
EF-4D-STEM), and parallel electron beam (right) (high-resolution TEM, HRTEM; selected area diffraction, SAD; energy-filtered TEM,
EFTEM; energy-filtered SAD, EFSAD). The signals in EF(4D-)STEM and EFSAD are smeared to represent the convolution with a Lorentzian
(see Section 3.2 for details).

and is thus oblivious to electronic states in the bulk
of materials.
Following the development of aberration correctors for

electromagnetic lenses, high brightness electron guns,
and high stability electron-optics in STEM since the
early 2000s, electron energy-loss spectroscopy (EELS) has
become routinely available for atomic resolution analysis
of a wide range of crystals. EELS is an absorption spec-
troscopy probing site- and momentum-projected empty
states in the conduction band,24,25 which can be asso-
ciated to anti-bonding orbitals, and has led to elemen-
tal mapping26–28 and detecting variations of the spectral
fine structure29–37 – or energy-loss near edge structure
(ELNES) – at the scale of a single atomic column or
plane.
Therefore, combining the inelastic signal at EELS

absorption edges and the elastic signal from imaging or
diffraction with a sub-Å highly focused probe in STEM
has the potential to produce real-space visualisation of
(antibonding) electronic orbitals at the atomic scale.38
Following this approach, STEM-EELS was employed to
map orbitals in real space in bulk TiO2

39 and in epitaxial
graphene multilayers.40
In this review, the current state-of-the-art of electronic

orbital visualisation in solids in the transmission electron
microscope is presented with a critical point of view. The
distinction between elastic and inelastic scattering is con-
sidered, with approaches in real and reciprocal spaces in
both STEMandTEM (see Figure 1), and their ability to pro-
vide electronic charge density maps or orbital maps at the
atomic-scale is discussed. Current challenges to address

and perspectives for orbital mapping in the transmission
electron microscope are discussed in the final section.

2 ELASTIC SCATTERING

2.1 Real space

Visualising electronic charge density fluctuations, like
charge transfer, at the level of a single atom, for instance on
a single point defect is extremely challenging from diffrac-
tion experiments. Using elastic scattering as in HRTEM
imaging provides an alternative way to map the electronic
configuration of such defects.
Meyer et al.11 have demonstrated that insights into

the charge distribution at the single atom level could
be obtained from accurate and well-controlled HRTEM
experiments. The charge transfer at single N-substitution
point defects in graphene was confirmed from the experi-
mental contrast obtained at well-controlled defocus value
and its agreement with image simulations based on den-
sity functional theory (DFT) (see Figure 2A and B). The
contrast of theN-substitution defect is shown to be primar-
ily due to a change in the electronic configuration on the
neighbouring carbon atoms. In a second two-dimensional
material, namely, single-layer and double-layer h-BN, the
experimental intensity of B- and N- atoms in the HRTEM
image is nearly identical, and onlywell reproduced byDFT
contrary to an independent atom model (see Figure 2C
and D). This loss of elemental contrast, well reproduced
by DFT, is due to the electronic charge redistribution. The
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4 BUGNET et al.

F IGURE 2 (A), (B) Nitrogen substitution defect in graphene. (A) Comparison between experiment and simulations based on the
independent atom model (IAM) and DFT potentials. MTF: modulation transfer function. Inset: The image and profile, and the
Fourier-filtered image (graphene lattice removed). (B) Effect of bonding on the projected electron density (blue (red) = lower (higher)
electron density in the DFT result as compared with the independent atom model. The atomic structure is overlayed. (C), (D) h-BN. (C)
HRTEM of single- and bi-layer h-BN (scale bar: 5 Å). The unit cells chosen for analysis are indicated by the red dots. (D) Intensity profiles
from the single- and double-layer average with standard deviation as error bars. The contrast of the double layer was reduced by a factor of 2
and the intensity minimum on the left sublattice was shifted to the same value as for the single layer (pink line), enabling the comparison
between the intensity minima on the right sublattice (blue lines). The contrast difference between single and double layer h-BN determined
from IAM and DFT model is indicated on the right. Reprinted with permission from Meyer et al.,11 Nature Publishing Group.

experimental contrast and its agreement with DFT con-
firms the ionic character of single-layer h-BN. This work
also emphasised that the independent atom model was
not sufficient to explain the charge redistribution-induced
contrast variations in HRTEM images, and that simula-
tions including electronic structure component such as
DFT, were required for proper interpretation.

2.2 Reciprocal space

Experimental approaches based on electron diffraction,
like CBED in static or scanning (4D-STEM) configura-
tions, have led tomapping total electron densities of atomic
species at the atomic scale. Such approaches were per-

formed in a wide range of materials,15 including metals,10
semiconductors,14 and ceramics like metal oxides.9,12,13
While total electron densities do not directly reflect orbital
configurations in a crystal, Zuo et al.9 have demon-
strated that orbital information could be retrieved inCu2O
(cuprite) through a quantitative approach involving the
precise determination of CBED intensity and atomistic cal-
culations. Specifically, this approach consists in mapping
the difference between the static crystal charge density
and the superimposed charge density of sphericalO2− and
Cu+ ions. The former was obtained from the multipole
fitting to the experimental intensity profiles across CBED
disks, as shown in Figure 3A, while the latter was calcu-
lated by the multi-configuration Dirac-Fock method. The
resulting contrast in the electron density difference maps
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BUGNET et al. 5

F IGURE 3 (A) top: experimentally recorded and processed CBED pattern for Cu2O; bottom: best fit for electron diffraction structure
factor measurement of Cu2O (200) and (400) for points along lines indicated in top, displayed sequentially along the x-axis and with the
recorded intensity on the y-axis in counts. (B) A three-dimensional rendering of the experimental difference map from the multipole model
fitting with anharmonic temperature factors. The map was made using a colour scheme of blue (Δ𝜌 < 0), white (Δ𝜌 = 0) and red (Δ𝜌 > 0). A
translucency factor was used to remove the mostly white background. (C) Contour map of the difference charge density in a (110) plane with a
contour increment of 0.2 electrons per Å2 and coloured using the same colour scheme as in (B). The dashed line is for contours with Δ𝜌 ≤ 0.
(D) The difference charge density map obtained from the FLAPW (LDA) calculations, plotted in the same way as (C). Reprinted with
permission from Zuo et al.,9 Nature Publishing Group.

shows a non-spherical charge density around Cu atoms
and a clear d2𝑧 orbital shape (Figure 3B–D). This charge
distribution was unexpected for a purely ionic bond-
ing, thereby demonstrating unambiguously a covalent
bonding contribution.
This example shows that quantitative CBED offers

a path to determine the degree of covalence in iono-
covalent systems by reconstructing orbital density. While
this approach provided an experimental solution to a

scientific mystery for Cu2O, it also has drawbacks. In the
static configuration, that is, when a single CBED pattern
is taken with the electron beam fixed on the sample,
this method suffers from the lack of intrinsic spatial
resolution, and is limited to the bulk part of materials.
Coupled to 4D-STEM, that is, the recording of multiple
CBED patterns by the scanning electron beam with sub-Å
displacement, this quantitative approach would allow
defects and interfaces to be probed distinctively from the
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6 BUGNET et al.

bulk. In Cu2O, quantitative CBED provides an indirect
path to retrieve individual Cu d orbital density distribution
in real space, and its reliability depends strongly on the
quality of the fit to CBED intensity variations and on the
subtraction of a theoretical cationic charge density map
obtained from atomistic calculations. The reliability of the
atomistic calculations, that is, the degree of reproduction
of the true electronic structure of the material, is thus an
essential parameter to extract orbital contrast.

3 INELASTIC SCATTERING

3.1 Real space

EELS in the transmission electron microscope is a pow-
erful technique to spectrally distinguish electronic states
with different symmetries from core-level excitation at
atomic resolution. Therefore EELS appears well-suited
to fulfil the objective of visualising directly, that is, in
real space, specific electronic transitions to unoccupied
states, that is, antibonding orbitals. Contrary to the well-
established STEM-EELS approach in which the beam
is used as a raster on the specimen while a real-space
image and spectral information are recorded, keeping the
atomic scale information in reciprocal space while using
EELS poses various experimental challenges. This point is
discussed in Section 4.
STEM-EELS was applied to rutile TiO2 [001], providing

the first direct view of individual electronic orbital con-
trast in energy-filtered STEM-EELS maps.39 As shown in
Figure 4, the experimental energy-filtered map for the e𝑔
final states of the Ti − L23 edges shows a clear elonga-
tion of the contrast centred on each Ti atomic column,
along the direction of the nearest O columns. The con-
trast is also rotated 90◦ from one Ti atomic column to the
next. This elongation confirms the prediction from calcu-
lated maps, obtained using the mixed dynamic form factor
approach and considering a DFT-established electronic
structure of TiO2 for the inelastic event, and the multi-
slice algorithm for the electron propagation through the
specimen thickness. Considering an independent atomic
model, this elongation is lost, thus confirming the exper-
imental visualisation of atomic orbitals with e𝑔 charac-
ter. This study is a proof of principle that electronic
orbitals can be mapped directly, that is, in real space,
using STEM-EELS in currently availablemicroscopes, pro-
vided that the spherical aberrations of the condenser
lenses are corrected and the stability of the instrument
is optimised.
A similar approach was employed more recently in the

case of epitaxial graphene multilayers.40 The 𝜋* orbitals
are delocalised out of the graphene planes, as highlighted

in Figure 5A where the orbital lobes clearly stick out-of-
plane. This geometrical specificity suggests that𝜋* orbitals
could be visualised when graphene is observed in side
view, that is, for an incident electron beam located within
the graphene sheet. The experimental contrast in 𝜋∗, 𝜎∗,
and 𝜋∗∕𝜎∗ maps (see Figure 5B), however, shows that
their interpretation is much more complex. Simulations
including both inelastic scattering and channelling effects
were necessary to interpret the experimental maps, as
shown in Figure 5D. The accurate reproduction of the
atomic-scale 𝜋∗∕𝜎∗ signal variations (Figure 5F) by such
calculations demonstrates that the contrast in the experi-
mental maps actually comes from the 𝜋∗ and 𝜎∗ orbitals of
interest, modulated by channelling and geometrical effects
of the probe.
A theoretical study on point defects like N-substitution

and vacancy in graphene suggests that atomic orbitals
could be mapped using a convergent beam as in STEM-
EELS, but also with a parallel-beam illumination in
so-called energy-filtered TEM (EFTEM) experiments.41
EFTEM on the atomic scale has been attempted over
the past decade; however, thus far only elemental map-
ping at atomic resolution has been demonstrated.42–44
In practice, EFTEM showed insufficient signal and spa-
tial resolution to extract maps of individual electronic
transition probabilities, that is, fine structure EFTEM
maps at the atomic scale. The signal and noise levels
remain particularly challenging to overcome in EFTEM,
which also requires chromatic aberration correction of
the objective lens to ensure elemental mapping in
the EELS spectrum while maintaining atomic scale
resolution.45

3.2 Reciprocal space

In addition to mapping the real-space distribution of
electronic transitions, one can also map their momentum
distribution. Actually, using EELS in reciprocal space to
map momentum information of transitions to individual
orbitals predates the real-space mappings, which is likely
due to the less stringent requirements on spatial resolution
and stability when using a parallel beam.
As is typical in classical diffraction, a parallel beam is

used to ensure as little blurring as possible due to a large
range of incident angles contributing to the final pattern.
Like in the real-space case, the selection of a narrow energy
range in the core-loss region is typically required to ensure
only transitions to a single or a select few final states con-
tribute to the data. Finally, one or more energy-filtered
diffraction patterns are recorded and analysed. To enable,
for example, background subtraction, multiple datasets
(or, ideally, a whole data cube) need to be recorded. This
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BUGNET et al. 7

F IGURE 4 (A) Ti − L2,3 edge extracted from a single pixel (dots), and averaged over all 14,000 pixels (line) of the data set. The energy
window used for the energy-filtered e𝑔 maps is highlighted in yellow. Gaussian least squares fits representing the individual shapes of the e𝑔
and t2𝑔 contributions are depicted in blue and green. (B) Unit cell along the [0 0 1] direction used in the experiment with the summed
three-dimensional charge density of the e𝑔 Wannier functions. Also shown are the projected positions of Ti (blue) and O (orange) atoms as
well as yellow ellipses indicating the nearest O neighbours of each Ti (due to the projection, only two of the four nearest neighbours are
visible). (C) Charge density for the unoccupied e𝑔 orbitals projected along the [0 0 1] crystallographic axis as calculated by WIEN2k. (D)
Experimental energy-filtered map for the Ti L ionisation edge for final states with e𝑔 character after unit-cell averaging. (E) Same as (D), but
after Gaussian smoothing. (F) Simulated energy-filtered map using the multislice algorithm and the MDFF approach after Gaussian blurring.
(G) Same as (F) with added noise to better mimic the experimental conditions. (H) Same as (G) after Gaussian smoothing. (I)–(K) Same as
(F)–(H) assuming independent atoms without bonding. All maps are replicated in a 3 × 3 raster for better visibility. Overlays show the
projected positions of Ti (blue) and O (orange) atoms as well as yellow ellipses indicating the nearest O neighbours of each Ti (due to the
projection, only two of the four nearest neighbours are visible). All scale bars indicate 5 Å. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.) Reproduced with permission from Löffler et al.,39 Elsevier.

is typically achieved either by putting the spectrometer
in EFTEM mode and acquiring energy-filtered diffraction
patterns at multiple energy losses, or by putting the spec-
trometer in a mode adapted to band-structure mapping,
so-called 𝜔-q-mode, and acquiring multiple stripes across
the diffraction pattern.
Due to the long-range Coulomb interaction, a large

range of momentum transfers is possible in inelastic (core-
loss) scattering. In many cases, this is approximated by a
Lorentzian distribution, which works well for small angle
scattering (𝜃 ≪ 𝜃𝐵 with 𝜃𝐵 being the Bragg angle) but fails
for medium to large scattering angles, as this assumed
Lorentzian shape arises from a (truncated) small-angle
Taylor expansion of the scattering kernel.46 This limitation
is immediately obvious when one considers the fact that
the integral over a Lorentzian distribution in a 2D plane

(i.e., over all scattered intensity in the diffraction plane)
diverges. From an impact parameter perspective, electrons
passing close to the atom, that is, at small impact param-
eter, are scattered to large angles, while those passing far
from the atom, that is, at large impact parameter, get scat-
tered to small angles. Therefore, orbitals will mostly affect
the former, that is electrons passing in close proximity,
and not so much the latter, that is electrons passing far
away. As a result, deviations from the ‘usual’ Lorentzian,
which we attribute to the influence of the orbitals, occur
at larger scattering angles. More details about the descrip-
tion of Lorentzian inelastic scattering distribution can be
found in the work of Löffler et al.46 who linked the devia-
tions from the Lorentzian distribution directly to the radial
wavefunctions of the contributing orbitals (see Figure 6A
and B).
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8 BUGNET et al.

F IGURE 5 (A) Structural model of graphene and superimposed schematic representation of 𝜋∗ (orange) and 𝜎∗ (blue) electron densities
obtained from density functional theory. The inelastic channelling calculations were performed with the graphite layers oriented in the [101̄0]
zone axis, as shown at the bottom. (B) Experimental 𝜋∗∕𝜎∗ maps and (C) HAADF image. (D) Theoretical 𝜋∗∕𝜎∗ maps with shot noise and (E)
HAADF image. The position of atomic planes from the HAADF signal is indicated with green circles. (F) 𝜋∗∕𝜎∗ profiles from (B, D), and
HAADF intensity integrated in the range indicated by the vertical orange, blue, and red bars in (B), (C), and (D). All scale bars indicate 1 nm.
Reproduced with permission from Bugnet et al.,40 American Physical Society.

In addition to the information about the radial dis-
tribution of the contributing orbitals, the momentum
distribution of the inelastically scattered electrons also
contains directional information about the contributing
orbitals. This can easily be understood by considering
the fact that each orbital has a specific momentum
distribution associated with it. Hence, some momentum
transfers between the beam and the sample aremore likely
than others, depending on the orientation of the orbitals.
This effect has been exploited inmaterials with high bond-
ing anisotropy, for example, graphite49–52 where the inelas-
tic scattering distribution of transitions to 𝜋∗ and 𝜎∗ states
are distinguishably different from one another,47 as shown
in Figure 6C–F. More recently, Fossard et al.48 mapped the
𝜋∗ and 𝜎∗momentum distributions in h-BNwith high res-
olution in momentum space, as illustrated in Figure 6G–J.
One could argue that reciprocal-space mapping – at

least when employing a parallel incident beam – is not
‘real’ mapping of transitions between individual orbitals as
such measurements inherently average over a large area.
However, when a single crystalline sample with homoge-
nous thickness is used, all unit cells are arguably identical.
In that sense, there is no difference between averaging
over many unit cells by illuminating a large area in the
reciprocal-space approach and averaging over many unit
cells in postprocessing as is currently necessary in the real-
space approach to reach an acceptable signal-to-noise ratio
(SNR). Of course, using a large, parallel beam necessitates

an excellent sample, while averaging in real space requires
excellent beam and sample stability.
Whether real-space or reciprocal-space mapping is

easier to achieve, and whether real-space or reciprocal-
space information is more suitable for answering a given
research question, needs to be determined on a case-
by-case basis. Currently, real-space mapping seems more
promising for answering application-relevant questions
often revolving around electronic states at defects and
interfaces, while reciprocal-space mapping might be more
suitable for fundamental research and understanding gen-
eral material properties. However, there may also be merit
in employing 4D-STEM to get the best of both worlds as
discussed below.

4 DISCUSSION

Mapping orbital information is currently right at the edge
of what is possible with the latest generation of electron
microscopes.However, there aremany challenges and con-
founding factors that need to be understood, analysed
carefully and hopefully overcome on a case-by-case basis
in order to produce meaningful, reproducible results.
The first and maybe most fundamental and controver-

sial aspect is the question of what properties are actually
measurable.While ‘mapping orbitals’ is a nice catch phrase
that is used throughout the literature relatively loosely,
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BUGNET et al. 9

F IGURE 6 (A) 𝑄2
√
𝐼(𝑄, 𝐸)∕𝐼(𝑞𝐸, 𝐸) as calculated by Slater-type orbitals using one beam (no elastic scattering) and three beams (with

elastic scattering) for Si. The curves are superimposed on experimental data. The dashed line shows the dipole approximation. (B) WIEN2k
simulations of the relative deviations from the Lorentzian, superimposed on the experimental data for Si. These calculations include a proper
treatment of the energy dependence, but no elastic scattering. Reproduced with permission from Löffler et al.,46 Elsevier. (C) EELS C-K edges
of graphite showing the expected anisotropy of the near-edge structure as demonstrated in two angular collection conditions. (D)
Representation of the orientation of the 𝜋* (top) and 𝜎* orbitals (bottom) in the crystals. There are three equivalent 𝜎* orbitals joining C
atoms in the graphene sheet. The vector �⃗� represents the direction of maximum amplitude of the orbital. 𝛿 represents the angle between the
scattering vector 𝑞 and the vector �⃗�. (E), (F) Details of the energy filtered patterns obtained with the sample oriented with the c-axis at 45◦

with the electron beam, for windows at 284 eV and 296 eV, respectively, after subtraction of the 270 eV scattered intensity. The patterns show
the location of the forward scattering direction of the incident beam (the small circle) and the axis of rotation of the sample (arrow) by the
angle 𝛾. The c-axis projection lies perpendicular to the rotation axis. Reproduced with permission from Botton,47 Elsevier. (G) Hexagonal
Brillouin zone and (H) diffraction pattern of h-BN in a plane containing the hexagonal axis (direction Γ A) and the Γ K direction. (I), (J)
Energy-filtered scattering patterns recorded at 192 eV and at 200 eV, respectively. Reproduced with permission from Fossard et al.,48 American
Physical Society.

quantum mechanics dictates that it is impossible to mea-
sure a single quantum state in isolation. Every measure-
ment always perturbs themeasured object, so one is always
measuring transitions between different states. Neverthe-
less, the disturbance may be very small, as assumed in the
case of elastic scattering on a ‘rigid’ charge density, or one
may have prior knowledge about one of the contributing
states (e.g., the tightly bound ground state, which is mostly

unaffected by the surroundings of the atom and, therefore,
well described by theory).
In the case of elastic scattering (Section 2), the domi-

nant process is scattering on the Coulomb potential. No
internal degrees of freedom are considered other than,
potentially, phonon excitations, and the result is infor-
mation about the total charge density. While this does
not give information about individual electronic states
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10 BUGNET et al.

but rather about the (incoherent) sum over all electronic
states superimposed on the effect of the nuclear potential,
it can provide valuable insights, particular into devia-
tions from the perfect crystal, for example, in the vicinity
of defects.
In the case of inelastic scattering (core-loss EELS, Sec-

tion 3), the dominant process is the excitation of a sample
electron from a tightly bound initial state to a final con-
duction state. In this case, transition probabilities can be
determined based on the prepared initial beam state and
the measured final beam state(s). Nevertheless, with prior
knowledge about the sample’s initial state, much informa-
tion can be gained about the final state(s). As a simple
example, consider a K-edge excitation. It is known that the
sample’s initial state has s symmetry, that is, it is spher-
ically symmetric. Therefore, any deviation from circular
symmetry in the inelastic image (or diffraction pattern) has
to stem from the sample’s final state (or the probe’s states
– such artefacts need to be avoided by careful planning of
the experiment). Thus, with careful planning and execu-
tion of the experiments to avoid artefacts, and with prior
knowledge about the sample’s initial state, one can indeed
gain information about the selected final states of a given
transition, such as its spatial or momentum distribution.
However, it is important to emphasise that all information
is always ‘filtered’ through the sample’s initial state and the
contributing probe beam’s states. If a transition to a certain
final state is forbidden for a given choice of probe beam
and initial sample state, for example, because it would vio-
late some conservation law, no information about that final
state can be obtained. Usually, in those cases, selecting
a different initial sample state (i.e., a different excitation
edge) or a different probe beam (e.g., moving it, tilting it or
using beam shaping techniques) can overcome such issues.
Regarding experiments, the first and perhaps most obvi-

ous challenge is the low SNR. This is inherent to the
method, as narrow energy windows much smaller than
those typically used for regular chemical mapping are
required to pick out transitions to the specific final states
one wants to measure. As of yet, there is no universal way
to overcome this issue, other than to optimise all avail-
able experimental parameters for the situation at hand.
The maximum energy range is, of course, determined by
the material and excitation edge of interest. Generally,
a larger chemical splitting is beneficial as it allows for
larger energy windows being usable. Increasing the inci-
dent beam’s current can help, but inmost cases, this would
lead to a loss in spatial resolution and even damaging the
sample. A larger sample thickness would also result in a
larger core-loss EELS signal, albeit with more background
as well, but thicknesses over a few nanometres are prob-
lematic in their own right and should generally be avoided
as discussed below.

With the experimental conditions set, another aspect
that can lead to improved SNR is better detectors. Here,
the advent of direct detection could prove beneficial, as it
circumvents read-out-noise completely, leaving an entirely
shot-noise-limited signal. How large the improvement due
to direct detection will be for orbital mapping remains to
be seen, however. Due to the long-ranged Coulomb inter-
action and the fact that the probe beam is divergent past
the focal point in STEM experiments, one practically never
observes the pure signal of the transition to a single orbital,
but rather always amixture of the dominant signal coming
from the position the beam is placed, with other signals
stemming from neighbouring columns. As a result, one is
rather looking at small changes between the relative signal
intensities of various orbitals. In order to make out small
changes on top of a large signal, one automatically needs
high intensities even in the shot-noise-limited case (i.e.,
where noise is dominated by the large signal, not the small
changes). By comparison, read-out noise is usually at least
one order of magnitude smaller.
One additional possibility to overcome the SNR chal-

lenge is to use averaging, either by a large illuminated area
as in reciprocal-space mapping, or by numerical postpro-
cessing. This is the typical method used thus far. While
it naturally poses problems when one wants to investi-
gate point defects, it still is a viable method for line, area
or volume defects as well as single crystals. In order to
obtain meaningful results, it is important, however, to
ensure that one is averaging identical areas, lest one mixes
different signals.
The second experimental challenge is spatial resolution

and stability. The typical length scales of the features under
investigation – that is, the transition between tightly bound
initial states and conduction states – are generally smaller
than the interatomic distances of a few Å. In order to get
at least a couple of different data points, one consequently
needs a subresolution, preferably in the low tens of pm
range.1 While this is routinely achievable in state-of-the-art
Cs-corrected microscopes in the elastic regime, with pixel
dwell times on the order of μs, EELSmaps typically require
much longer exposure times per pixel on the order of ms
or tens ofms. This is further exacerbated by the low SNR,
which can lead to even longer exposure times. Naturally,
both the sample and the beam should drift significantly
less than one unit-cell over the time it takes to measure
that unit cell. With 20 × 20pixels2 per unit cell, a lattice
parameter of 5 Å, and a dwell time of 100ms, this results
in a drift ≪ 0.1 Ås−1 to be sustained over minutes (to
acquire multiple unit cells). Unfortunately, there currently
is no easy solution for the stability problem, other than

1Measuring just 10 points over 5 Å without (significant) overlap requires
a spatial resolution of 50 pm
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BUGNET et al. 11

ensuring excellent vibrational, thermal and electro-
magnetic stability throughout the measurement and
possibly optimising detection efficiency to reduce overall
measurement time.
The third challenge is channelling of the electron beam

in the sample. This is caused by the elastic scattering in
the sample atoms’ Coulomb potential. It is present even in
monolayer samples11 and, therefore, has to be taken into
account in data analysis and simulations. However, it gets
muchmore pronouncedwith increasing sample thickness,
to the point that channelling can be the dominant factor
in determining which transitions are excited and which
are not.53–55 Thus, one has to resist the urge to use thicker
samples, and therefore more scattering atoms in the beam
path, to improve the overall signal strength as well as the
SNR, in order to achieve interpretable results. Another
reason to avoid thick samples is the required spatial res-
olution. In thick samples, not all planes can be in focus,
particularly with the large convergence (and collection)
angles required to reach the required spatial resolution
and the resulting small depth of field. Since out-of-focus
contributions do not contribute to the usable signal for
the most part, the gain in raw counts due to increas-
ing thickness is likely useless, thus actually reducing the
SNR. The exact usable thickness range depends on several
factors, including the sample atoms’ scattering strengths,
the incident dose, the orbitals under investigation, the
accelerating voltage and the required level of accuracy,
but a recent study found upper bounds in the range
of 5 nm to 30 nm.56
The fourth challenge – or rather choice – is the choice

of energies, that is, the ionisation edge and the high ten-
sion. Lower ionisation edge energies typically give stronger
signals, which comes at the cost of lower spatial resolu-
tion due to the stronger delocalisation.57 In the context of
inelastic delocalisation, it must be noted that the scatter-
ing distribution is strongly peaked, with broad tails, as is
common for the long-ranged Coulomb interaction.58 The
spatial resolution (on the scale of orbitals) is defined solely
by the central peak of the scattering distribution, while
the broad tails make up a substantial, but fairly homoge-
neous background. Therefore, common estimates for the
delocalisation that are based on intensity alone (e.g., the
area containing 50% of the total scattering signal from an
atom) are dominated by the broad tails and, therefore, will
drastically overestimate the delocalisation of the central
peak. Still, the currently usable range of energy losses falls
roughly into the range between 300 eV (below which delo-
calisation becomes prohibitive) and around 1000 eV (above
which the signal is too weak).
Similarly, one has to pick the ‘best’ high tension. In

terms of spatial resolution, higher acceleration voltages
are typically better due to the optical properties of the

(scanning) transmission electron microscope. However, at
the necessary small probes together with high required
doses and long exposure times, extreme care must be
taken not to damage the sample during the acquisition.
So, generally, one can expect the best results at the high-
est acceleration voltage below the knock-on threshold of
the investigated material.
Regarding data analysis, simulations are crucial to

understand and correctly model the complex interplay
between the probe beam and the sample.59 While a directly
interpretable image is generally the goal, of course, great
care must be taken that under the chosen experimental
conditions, the resulting maps indeed show what they
seem to show, usually by corroborating with calculations.
Luckily, the fundamental theory has already been devel-
oped to the point where it can describe the data very well
within experimental accuracy. Improvements are always
possible, such as going from an effective single-particle
density functional theory model to a full many-body
description, for example, based on the Bethe-Salpether
equation, and including quasi-elastic effects (e.g., due to
phonon scattering). Including many-particle effects such
as the electron-hole interaction in the calculation would
lead to improvements of the simulated near edge fine
structure such as the correct ratio between the L3 and L2
intensities60,61 and otherwise missing peaks due to exci-
tonic effects.62,63 However, it is not expected to affect the
directional dependence, which is typically determined by
the local environment (e.g., the direction to the nearest
neighbouring atoms) and not by many-body effects. In
addition, due to screening, the improvements are gen-
erally expected to be small64–66 and the impact on the
resulting maps of electronic transitions even smaller. For
most experiments performed so far, the experimental dif-
ficulties effectively prevented visualising the fine details
that might benefit most from more accurate models. For
example, in order to directly compare experimental results
and simulations, it is necessary to accurately reproduce
shot noise as well as blurring due to partial coherence
of the electron source67 in the simulated maps. Effec-
tively, thus far, the experimental challenges outweigh the
theoretical ones.
This section lists many of the parameters that influ-

ence the mapping of orbital information. As stated at the
beginning, this technique is right at the edge of what is
currently possible even with the latest generation of trans-
mission electron microscopes. This obviously implies that
all the parameters need to be optimised for each individual
experiment, and tough choices need to be made, typically
between improving the spatial resolution and improving
the SNR. Thus, no general, simple ‘recipes’ are currently
available for mapping orbital information. However, pre-
vious studies showed that such mappings are possible.
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12 BUGNET et al.

Future improvements to both hardware and methodol-
ogy will likely not only make mapping orbital information
easier, but also broaden the range of materials it can be
performed on.

5 SUMMARY AND FUTURE
PROSPECTS

Detecting andmapping electronic states at the atomic scale
has been possible for a couple of decades with the advent
of aberration correctors, and is now accessible to a large
microscopy community with the widespread availabil-
ity of stable aberration-corrected instruments and high-
brightness electron guns. Chemical bonding of atomic
species is reflected in the ELNES of core-level excitations.
For instance, the chemical bonding anisotropy of oxygen
atoms in the perovskite SrTiO3, localised in octahedral
sites with two Ti and four Sr nearest neighbour atoms, is
reflected in the O-K near-edge structures. The anisotropic
distribution of O 2p states was evidenced at the atomic
scale after elastic and thermal diffuse scattering removal
from the hyperspectral dataset,70 while contrast variations
in fine structure maps was studied more recently.71
The works highlighted in this review support the fact

that one of the main challenges in mapping electronic
orbitals is to relate the experimental contrast to the dis-
tribution of electronic orbitals. Considering the extremely
weak signal that is sought after inmapping electronic tran-
sitions at atomic resolution, the experimental acquisition
parameters must be thoroughly optimised.56 Furthermore,
robust data processing routines for noise minimisation
and signal enhancement such as the removal of elastic and
thermal diffuse scattering are of interest and provide an
ingenious approach to recover a map of the inelastic scat-
tering potential alone.70,72,73 Additionally, full simulations
of the fine structuremaps appear necessary to interpret the
experimental contrast. Simulated maps would combine
the propagation of the electron beam using, for example, a
multislice algorithm,74 and the inelastic event from atom-
istic approaches using, for example, the mixed dynamic
form factor.38 The advent of direct electron detectors,75–81
with much higher detective quantum efficiency compared
to the conventional charge coupled device (CCD) and
complementary metal-oxide semiconductor (CMOS),
will surely help acquiring better quality data and
exploring new systems, while optimising experimental
parameters.
Additionally, the methodology itself could be improved.

Possibilities range from the use of energy-filtered 4D
STEM,82–85 for example, to map specific electronic
transitions using centre of mass reconstructions,85 or
ptychography84,86–91 to obtain more information from

a given experiment than just summing over the entire
spectrometer entrance aperture to the use of beam shap-
ing (e.g., a 𝜋-shaped beam92,93 for probing transitions to
p-states). All these methods come with their own sets of
unique challenges, however. For example, using a non-
circularly symmetric beam, one introduces yet another
possible cause for directional dependence, and great
care must be taken not to confuse this with a directional
dependence caused by the sample. Nevertheless they
are worth exploring and could potentially bring the next
breakthrough for mapping orbital information.
Recent developments to detect other inelastic signals

have emerged recently like secondary electron e-beam-
induced current to image electronic densities or ionisation
cross-sections of the electronic orbitals in encapsulated
two-dimensionalWSe2.94 Previously, probing core orbitals
directly has been envisioned using energy dispersive X-ray
spectroscopy, and has enabled evaluating the delocalisa-
tion of the core-state excitation.95
Finally, it should be emphasised that among accessi-

ble material systems, the strongest interest in electronic
state distribution or orbital visualisation in the trans-
mission electron microscope would be at interfaces and
defects, which would help define and tune a wide range
of material properties through so-called defect engineer-
ing. Recent studies have highlighted the potential and
limitations of the STEM-EELS approach for such endeav-
our, for example, on crystals with reduced-dimension such
as graphene.40,41,68 In addition to the case of multilayer
graphene that has been discussed above in Section 3.1,
the prospect of mapping electronic states at point defect
like substitutional N atoms or vacancies has been eval-
uated theoretically,41 as illustrated in Figure 7A. The
experimental detection of single-atom fine structure varia-
tions in graphene around, for example, vacancies,96 N,97
or Si dopants,98,99 has now improved sufficiently from
detector technology and acquisition strategies to enable
electronic state mapping. As one of the most recent exam-
ple, clear contrast variations in fine structure maps have
been obtained in the recent work of Xu et al.,68 which
contributes to underline the potential of STEM-EELS for
electronic state mapping at high spatial resolution (see
Figure 7B–E). In the case of h-BN, the calculation of
unoccupied 𝜋* orbital maps at closed bilayer edges indi-
cates strong intensity redistribution as compared to the
pristine h-BN layer away from the edge,69 as shown in
Figure 7F and G. Although the calculations proved neces-
sary to interpret EELS fine structure variations, it is likely
that experimental orbital maps would enable a more accu-
rate understanding of the electronic state redistribution
at such three-dimensional defects. The range of systems
of interest for which electronic state maps would pro-
vide relevant information goes well beyond 2D materials,
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BUGNET et al. 13

F IGURE 7 (A) Simulated TEM image of nitrogen-doped graphene. The three coloured areas indicate the energy ranges (A: 0–2 eV, B:
4–6 eV, and C: 8–10 eV) in the calculated local projected density of states (PDOS) (see fig. 1 in Pardini et al.41 for details). 80 keV incident beam
energy and lenses as in a probe-corrected instruments (upper panels) and a noncorrected microscope (bottom panels) were assumed.
Reproduced with permission from Pardini et al.,41 American Physical Society. (B–E) ELNES maps of the A and B peaks in the Si − C4
configuration. (B) Representation of the simultaneously acquired STEM-ADF during EELS mapping, overlaid with the Si − C4 atomic model.
(C) A typical ELNES spectrum extracted from the 1st C atoms of the Si − C4 defect configuration. Two orange regions label the energy
windows of A and B peaks for the maps in (D) and (E), respectively. (D) The ELNES map of the A peak, overlaid with the Si − C4 atomic
model. (E) The ELNES map of the B peak, overlaid with the Si − C4 atomic model. Scale bars: 0.2 nm. Reproduced with permission from Xu
et al.,68 American Physical Society. (F, G) Calculated orbital map at a closed bilayer edge in h-BN. (F) Depiction of the cross-sectional slice in
bi-layer h-BN at which unoccupied orbitals have been plotted, and (G) EELS unoccupied orbital map, illustrating the unoccupied orbitals
which have energy windows lying within the 𝜋* region for the bulk-like position 2. Colours towards the red end of the spectrum indicate
greater orbital intensity. Reproduced with permission from Alem et al.,69 American Physical Society.

and includes crystalline hetero-interfaces where various
quantum phenomena occur like charge concentration
(e.g., two-dimensional electron gas at the LaAlO3-TiO2

interface100), and for which lattice strain could play a
role. Other multidimensional systems where photon emis-
sion takes place, like quantum dots, could also benefit
from electronic statemapping at atomic resolution. Should
a defect luminesce, cathodoluminescence could provide
substantial information on the optical properties of this
defect. Recent advances in temporal coincidence measure-
ments between EELS and cathodoluminescence, driven
by the development of time-resolved direct electron detec-
tors, in STEM instruments equipped with a standard field
emission electron gun could also help determining the
excitation channel and the decay pathway at the origin of
a specific photon emission,80 whereas polarised electron
beams could unveil symmetry-constrained phenomena.92
In spite of a spatial resolution limited to a few nm101,102

and the relative lack of aberration-corrected STEM instru-
ments equipped with a cathodoluminescence mirror,
cathodoluminescence appears as a complementary tool to
the broadband absorption EEL spectroscopy.
This reviewwasmotivated by the recentmethodological

and technological developments in transmission electron
microscopy that enabled atomic-resolution analysis of the
electronic structure of solids, towards so-called electronic

orbital mapping. Although proof-of-principle experiments
have been reported, much work remains to be achieved to
enable electronic state mapping in a robust, reproducible
and interpretable fashion at specific and relevant areas of
solids, like crystal discontinuities. The current state of the
art in this field shows that inelastic scattering in real space
bears a strong potential using, for example, STEM-EELS,
but inelastic scattering in reciprocal space is also of huge
interest via, for example, energy-filtered diffraction signals
coupled to the high sampling and spatial-resolution capa-
bilities of 4D-STEM. The advantages and disadvantages of
these approaches, in addition to the inherent challenges
of electronic state mapping at atomic resolution and its
interpretation in terms of site- and momentum-projected
orbitals, are discussed in this work. Beyond the infor-
mation carried by incident electrons and their energy
lost during inelastic scattering, novel approaches that
rely on seldom used signals, like secondary electron
ebeam-induced current, appear promising. The proposed
approaches to map electronic states at high spatial resolu-
tion could be complemented with the plethora of signals
now accessible within the aberration-corrected trans-
mission electron microscope, such as phonons through
vibrational EELS103,104 and photons emitted from point
defects through cathodoluminescence,105 to refine even
further the nature of atomic bonding and the properties
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14 BUGNET et al.

of individual defects. Spatially resolved vibrational exci-
tations using EELS, which have been evidenced down to
atomic resolution,106,107 at defects and interfaces108–113 and
single atoms,114,115 could enable access to electron-phonon
interactions116 and to the directionality of phonon modes.
Specifically, the vibrational anisotropy of oxygen atoms in
SrTiO3, recently measured by momentum-selective dark-
field vibrational EELS,117 suggests that the directionality of
phonon modes mapped at atomic resolution may contain
information about the directionality of bonding between
atoms, which relates to electronic orbitals. Therefore,
vibrational EELS may provide additional information
about the projected symmetry and spatial extent of elec-
tronic states in favourable cases. Fundamental quantum
limits of signal detection and precision of measurements
are currently being investigated, such as the recent theo-
retical evaluation of the quantum limits for the position of
single atoms from elastic scattering as a function of elec-
tron dose.118 In the context of mapping electronic state and
orbitals, concepts of an inherently quantum nature, the
quantum limit for inelastic scattered signals at, for exam-
ple, crystal discontinuities would be important to explore
in the future. The authors hope that this review will stim-
ulate the interest of a wide range of scientists and inspire
new contributors to further advancing the analytical
capabilities of the transmission electron microscope.
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