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ABSTRACT

Self-supervised learning (SSL) has shown promising results
in various speech and natural language processing applica-
tions. However, its efficacy in music information retrieval
(MIR) still remains largely unexplored. While previous
SSL models pre-trained on music recordings may have
been mostly closed-sourced, recent speech models such as
wav2vec2.0 have shown promise in music modelling. Nev-
ertheless, research exploring the effectiveness of applying
speech SSL models to music recordings has been limited.
We explore the music adaption of SSL with two distinctive
speech-related models, data2vec1.0 and Hubert, and refer
to them as music2vec and musicHuBERT, respectively. We
train 12 SSL models with 95M parameters under various
pre-training configurations and systematically evaluate the
MIR task performances with 13 different MIR tasks. Our
findings suggest that training with music data can generally
improve performance on MIR tasks, even when models
are trained using paradigms designed for speech. However,
we identify the limitations of such existing speech-oriented
designs, especially in modelling polyphonic information.
Based on the experimental results, empirical suggestions
are also given for designing future musical SSL strategies
and paradigms.

1. INTRODUCTION

Deep learning (DL) techniques have shown promising re-
sults in a wide range of auditory tasks, including speech and
music information retrieval (MIR). However, the quantity
and quality of labelled data is a bottleneck for developing
algorithms with better generalisation in complex real-world
settings for machine listening. To address this issue, self-
supervised learning (SSL) such as BERT [1] has emerged
as a solution to leverage diverse and representative unla-
belled data to train a deep feature extractor with better

© Y. Ma, R. Yuan, Y. Li, G. Zhang et al.. Licensed under
a Creative Commons Attribution 4.0 International License (CC BY 4.0).
Attribution: Y. Ma, R. Yuan, Y. Li, G. Zhang et al., “On the Effectiveness
of Speech Self-Supervised Learning for Music”, in Proc. of the 24th Int.

Society for Music Information Retrieval Conf., Milan, Italy, 2023.

generalisation. By combining this pre-trained SSL encoder
with a naive classifier, typically a multi-layer perceptron
(MLP) or long short-term memory (LSTM) with limited
hidden layers, the model can achieve strong or state-of-
the-art (SOTA) performance in various downstream tasks
including NLP [1–3], computer vision [4], and audio [5, 6],
where well-labelled datasets are limited. For music, larger
datasets can be more expensive due to copyright and anno-
tation costs, making SSL essential for developing effective
MIR systems. Investigating versatile SSL approaches in
MIR can further improve the performance on many MIR
tasks, benefitting the music industry, music education, and
heritage preservation. Although SSL has significantly im-
proved the performance of models in tasks such as speech
recognition, sentiment analysis, and language modelling, its
effectiveness in music information retrieval (MIR) remains
largely unexplored.

There has been much work on SSL for audio represen-
tation learning, including speech, sound events or music.
But most results are difficult to evaluate or fine-tune due
to limited access to training data, pre-trained parameters or
training codes. PANN [7] is trained on noisy/weak-label
classification and does not provide promising results in
music tasks such as pitch classification and instrument clas-
sification [8]. Besides, it can hardly be re-trained on music
datasets given that the MIR community does not have a
weekly labelled large music dataset. MusiCoder [9], Music
PASE [10], and MAP-Music2Vec [11] use strategies mainly
based on masked prediction, where training models predict
the audio waveform manually-designed feature or learnable
deep feature of input removed randomly from the ground
truth. Such models trained on music are not open-sourced
except MAP-Music2Vec, which provides pre-trained param-
eters on hugging-face 1 . Jukebox [12] uses similar strate-
gies for pop-song recording generation and demonstrates
good potential for multiple MIR tasks [6]. But the training
code for it is unavailable and is hard to fine-tune given its
6 billion parameters. MAP-MERT v0 [13] mimicks Hu-
BERT [14], which regards the clustering results of audio as
a pseudo label or pseudo spectrum to be reconstructed rather
than a cluster assignment. But it does not provide training

1 https://huggingface.co/m-a-p/music2vec-v1
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codes for further model evaluation. Furthermore, there are
some music SSL models based on instance discrimination.
In this family of approaches, each instance is considered its
class, and models are trained to distinguish among different
instances. CLMR [15] is trained with a limited number
of parameters and shows limited capacity [6]. PEMR [16]
does not show promising results besides tagging and is not
open-source for further evaluation.

Although not designed for MIR tasks, some speech
SSL models provide promising results on music tasks,
and their training codes are available for fine-tuning or re-
training on musical audio. Mockingjay [17], and PASE [18]
use masked waveform / audio-feature prediction for pre-
training. COLR [19] uses EfficientNet with a limited num-
ber of parameters and is designed for general audio, though
it has a promising result on instrument classification. SF-
NFNet-F0 [20] also uses an architecture based on convolu-
tion neural networks, a SlowFast Normalizer-Free ResNet,
for audio pre-training. Furthermore, apart from provid-
ing good results on automatic speech recognition (ASR),
Wav2Vec2.0 [5], HUBERT and data2vec [21] also provide
much better results on pitch estimation and instrumental
classification than PANN, though they are still far from
perfect [8]. All of the speech SSL models are helpful for
music SSL model development.

Previous work on re-training speech SSL systems with
music recordings is limited to the size of training datasets or
model structure. Ragano et al. [22] re-trained wav2vec2.0
on music audio and improved performance on pitch esti-
mation and instrument classification significantly. But the
training set is less than 100 hours which may be less rep-
resentative, and the downstream tasks are limited and not
universal. MusiCoder and Music PASE can be regarded as
re-training speech SSL models on music recordings, but the
model performance is not promising. Besides, these models
are evaluated with a limited number of downstream tasks,
making the learned embedding less persuasive. SF-NFNet-
F0 is trained on music recordings and provides better results
on multiple music tagging tasks [23]. But its model archi-
tecture is based on CNN, without much room for further
scale-up and longer sequence modelling.

The missing science in the previous studies is as follows.
All of the existing models trained on music are either with
a limited number of parameters and capacity for MIR tasks
other than tagging or not open-source for further evalua-
tion. Some of the systems developed on speech or general
audio recordings demonstrate promising but not satisfying
results on MIR tasks. Besides, previous investigations on
the efficacy of applying speech-related SSL models to mu-
sic recordings are limited by the size of the training set, not
enough universality on the downstream tasks, or paying less
attention to powerful transformer structures.

Our key contributions are four-fold: (1) exploring two
speech-related SSL models based on transformer structures,
data2vec and HuBERT, and comparing the results with
those models pre-trained in speech recordings; (2) carrying
out ablation studies for pre-training, thus providing more
intuition for further music SSL system design; and (3) sys-

tematically comparing the performance on 13 downstream
tasks, which facilitates comprehensive model evaluation on
a wide range of MIR tasks.

2. METHOD

In order to keep the pre-training and representation evalua-
tion protocols comparable, we focus on adapting from the
speech self-supervised learning frameworks that support
direct audio input and end-to-end pre-training. Given our
intent of exploring the influence of the pre-training design
itself, we choose two SSL frameworks mainly distinguished
by their self-supervised learning targets while sharing very
similar training settings, including model architecture, train-
ing datasets, and evaluation protocols. In this section, we
briefly describe the two selected SSL models – data2vec-
1.0 [21] and HuBERT [14] – in the unified auto-encoding
framework (cf. Fig. 1) and discuss the similarities and
differences under music audio pre-training.

2.1 Music2Vec: Continuous Target Prediction

We adapt the pre-training paradigm from the speech version
of the multi-modal framework data2vec-1.0 [21], where
the prediction targets during pre-training are continuous
representations. We refer to this continuous prediction
model adapted with music recordings as Music2Vec.

Modified from the design of bootstrap your own latent
(BYOL) [24], Music2Vec aims to predict continuous latent
representations from the teacher model for the masked input
audios, which is illustrated in Fig. 1a. The teacher model
and student model share the same architecture, and the
parameters of the teacher model are updated according to
the exponential moving average of the student [21]. The
student model takes the partially masked input and is asked
to predict the average pooling of top-K layer outputs from
the Transformer [25] in the teacher model. In contrast,
the teacher model takes the unmasked input and provides
contextual prediction targets in the pre-training.

Following the data2vec [5] setting, we train the Mu-
sic2Vec of 95M parameters with a comparable 1k hours
of music recordings. Since pre-trained speech models can
barely benefit music representation learning [22], we in-
stead train the base model from scratch to verify its effec-
tiveness in modelling music audio recordings.

2.2 MusicHuBERT: Discrete Target Prediction

Another efficient speech SSL model, HuBERT [14], is cho-
sen as the representative of discrete target prediction design.
We referred to the music adaption version as MusicHu-
BERT.

The MusicHuBERT model takes masked music audios
as input (Similar to Music2Vec) and predicts pre-processed
discrete labels corresponding to the masked area, as shown
in Fig. 1b. The discrete targets are pseudo labels provided
by K-means that are trained on the MFCC features of the
training audios. The number of clusters K of the K-means
model is a hyperparameter, and all the centroids are as-
signed with randomly initialised embeddings and learned
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Figure 1: Pre-training Paradigms of Selected Models. Both of the models are fed with masked audio inputs and predict
given targets without supervised information.

during the MusicHuBERT pre-training. MusicHuBERT can
also be trained for an extra n iterations, where K-means
clustering is learned from model outputs’ previous itera-
tion. We follow the original HuBERT [14] setting to train a
model with 95M parameters of the same size as Music2Vec.

2.3 similarities & Differences of SSL frameworks

This subsection will examine the similarities and differences
between the SSL frameworks mentioned above.

Both Music2Vec and MusicHuBERT are annotation-free
and utilise SSL techniques; their most common character-
istic is the training task of “reconstructing” information
from masked inputs, making them auto-encoding models.
During the denoising process, these models learn the se-
mantics contained in the audio. Furthermore, they share
similar model architecture designs, which are inherited from
wav2vec-2.0 [5], wherein the audio is initially encoded by a
multi-layer 1-D CNN feature extractor that maps a 16 kHz
waveform to 50 Hz representations. The encoded tokens
are then fed into a 12-layer transformer block with a hidden
dimension of H = 768.

Regarding the differences in the designs, the most no-
table one is that Music2Vec is required to predict continuous
latent variables, whereas MusicHuBERT predicts discrete
pseudo-labels. The time cost of SSL target preparation bot-
tleneck varies according to their mechanism. In Music2Vec,
the pre-training consumes twice the model forward time
since the target representations from the teacher model are
inferred on-the-fly. In contrast, MusicHuBERT trains the
K-means model and infers all the pseudo-labels before train-
ing, which requires high parallel processing ability when
the dataset is scaled-up.

3. DATASET & EVALUATION

3.1 Training

We use a private dataset with 1000 hours of music audio
recordings for pre-training; each sample is a 30s-long ex-

cerpt from pop-song or instrumental music. The size of the
pre-training dataset is roughly the same as the pre-training
for HuBERT-base and data2vec-audio-base models.

3.2 Evaluation

We evaluate the models on 13 downstream tasks, including
timbre classification tasks such as genre and instrumen-
tal classification, singing, playing technique classification,
singer classification, and music tagging; emotion-related
tasks like music mood classification and regression; and
note-related tasks such as pitch estimation, key detection;
and sequential tasks like beat tracking.

Music Tagging is a multi-label classification task. We
used MagnaTagATune (MTT) [26] and MTG-Jamendo [27]
for this task, tag categories of which include genre, in-
strumentation, mood, and tempo (e.g. fast) etc. For both
datasets, we limit the tag vocabulary to the 50 most com-
mon tags. We use all clips in MTT and MTG-Jamendo
for evaluation. Since many of the audio recordings among
5.5k MTG-Jamendo excerpts are longer than the 30s, we
averaged the multiple embeddings computed with a 30s
sliding window as the overall embedding. The metrics are
the macro-average of ROC-AUCs and the average precision
(AP) / PR-AUC among all top-50 tags.

Key detection. We use a commonly-used subset of
Giantsteps-MTG-keys [28] as the training and validation
set following the data splitting [6], and Giantsteps (GS) [29]
as the test set. The metric is a refined accuracy that gives
partial credit to reasonable errors [30].

Genre classification. We report the multi-class classi-
fication accuracy of the GTZAN [31] dataset, along with
ROC and AP on MTG-Genre for multi-label. We used the
standard "fail-filtered" split [32] for GTZAN.

Emotion score regression. The Emomusic dataset [33]
contains 744 music clips of 45 seconds, each reported on a
two-dimensional valence-arousal plane after listening. We
use the same dataset split as [6]. The official evaluation met-
ric is the determination coefficient (r2) between the model



regression results and human annotations of arousal (EmoA)
and valence (EmoV) [33]. We split the 45-second clip into
a 5-second sliding window for inference and averaged the
prediction.

Instrument classification. We use the Nsynth [34] and
MTG-instrument datasets. The former is a multi-class task
on 306k audio samples in 11 instruments with accuracy
as an indicator. The latter is a subset of MTG-Jamendo,
containing 25k audio tracks and 41 instrument tags; each
track can contain multiple instruments and is evaluated on
ROC and AP.

Pitch classification. Given these audios are short mono-
phonic audio, this task is multi-class to determine which
of the 128 pitch categories, and the accuracy is used as an
evaluation metric.

Vocal technique detection. We use the VocalSet dataset
[35], which is the only publicly available dataset for the
study of singing techniques. The dataset contains the vocals
of 17 different singing techniques in various contexts for
a total of 10.1 hours. As the audio clips are divided into 3
seconds, the task only requires a judgment on the type of
technique and not on the start and end of the technique. We
used the same 10 different singing techniques as in [36] as
a subset and used the same 15 singers as the training and
validation sets and 5 singers as the test set. Since there is
no accepted division between training and validation sets,
we selected 9 singers as the training set and 6 singers as the
validation set. All the 3-second segments originate from the
same recording are allocated to the same part of the split
(e.g. all in the testing set).

Singer identification is to identify the vocal performer
from a given recording. We randomly divided the VocalSet
dataset, which contains 20 different professional singers
(9 female and 11 male), into a training set, validation set
and testing set based on a ratio of 12:8:5, all containing the
same 20 singers.

Beat tracking. We use an offline approach to the binary
classification, i.e. the model can use the following infor-
mation from each frame to help with inference. The model
needs to output frame-by-frame predictions at a certain fre-
quency and post-process them using a dynamic Bayesian
network (DBN) [37], the same methods with supervised
SOTA. The DBN is implemented using madmom [38]. The
dataset we use is GTZAN Rhythm [39]. We also label the
two adjacent frames of each label as beat, a common way
of smoothing in beat tracking. The model is evaluated using
the f_measure implemented in mir_eval [30], and the
prediction is considered correct if the difference between
the predicted event and the ground truth does not exceed
20ms. In this task, some models were trained on other
datasets, and the full GTZAN set was used as the test set.
For all cases, however, we use GTZAN-train as the training
set and GTZAN-test as the test set.

Emotion Tagging. We use MTG-MoodTheme, another
subset of MTG-Jamendo [27] that contains 18.5k audio
tracks and 59 tags. Unlike Emomusic, this is a multi-label
task, with ROC and AP as metrics.

4. EXPERIMENTAL RESULTS

We use the fairseq framework 2 from Meta to train Mu-
sicHuBERT and Music2Vec models. All the MusicHu-
BERT and Music2Vec models are trained for 400k steps
with 8 × NVIDIA A100-40GB GPUs. Training with 8
GPUs takes around 2 − 3 days. The experimental results
are chiefly as follows.

Our findings suggest these SSL models pre-trained on
speech can be helpful for MIR tasks, but pre-trained on
music is generally more helpful, besides some exceptions.
In section 4.2, we identify the strengths along with weak-
nesses of training strategies, revealing areas for further
improvement. In section 4.3, we discuss the effect of hyper-
parameters in pretext tasks.

4.1 Pre-trained on Speech and Music

Table 1 demonstrates the performance of HuBERT 3 and
data2vec 4 SSL models that were pre-trained on speech
recordings and music recordings separately. Here, we only
consider the SOTA performance trained with the same
dataset train/valid/test split. All of the models are used
as parameter-frozen feature extractors. The weighted sum
of one output of the CNN tokeniser as well as the 12 outputs
of all the transformer layers, are combined with an MLP as
the back end. The MLP has only one single 512-dimension
hidden layer. The learning rate of the probing is set to 1e-3.

For the HuBERT model, the results pre-trained on speech
recordings are comparable with SOTA on tasks like music
tagging, beat tracking, pitch estimation and singing tech-
nique classification etc., and are surpassed by the results
pre-trained on music audio on most of the downstream tasks
besides pitch estimation on Nsynth and key detection on
GS. For pitch detection, the data samples in Nsynth are a
single note played by one single monophonic instrument,
which is similar to speech data. So it is reasonable that Hu-
BERT pre-trained on speech data is capable of modelling
a single pitch. Although HuBERT surpasses the vanilla
MusicHuBERT on GS and Nsynth-pitch, it is surpassed
by the results of MusicHuBERT with an ablation study on
pre-training hyperparameters (shown in Table 2).

For data2vec, the data2vec-audio results are also com-
parable with SOTA on many tasks and have a large gap on
others, and overall surpassed by Music2Vec or its ablation
study shown in Table 3 on most of the tasks as well. But the
data2vec results of beat tracking on GTZAN-Rhythm and
singer identification on Vocalset surpassed all Music2Vec.
Vocalset includes singing of different phonemes with dif-
ferent singing techniques by different singers. The speech
SSL system is capable of modelling diverse phonemes in
ASR and various timbres of speakers but has less focus
on timbre in speaking techniques you may find in opera.
On the contrary, the music SSL models may focus more
on phonemes (lyrics) and singing timbre (techniques) but
include less focus on the singer itself. For beat tracking, we
observe that the performance is reduced significantly when

2 https://github.com/facebookresearch/fairseq
3 https://huggingface.co/facebook/HuBERT-base-ls960
4 https://huggingface.co/facebook/data2vec-audio-base



Table 1: Experimental performance of the SSL baseline systems on all downstream tasks

Downstream MTT
GS key

GTZAN EMO Nsynth Nsynth VocalSet VocalSet GTzAN MTG MTG MTG MTG
dataset Genre Instr pitch tech singer Rhythm Instrument MoodTheme Genre Top50
Metrics ROC AP Refined Acc Acc EmoV EmoA Acc Acc Acc Acc F1 (beat) ROC AP ROC AP ROC AP ROC AP

HuBERT
89.8 36.4 15.0 64.8 31.0 57.5 68.2 79.4 61.0 58.8 83.5 73.2 17.0 74.0 11.6 85.0 16.3 81.8 26.5

base
MusicHuBERT

90.2 37.7 14.7 70.0 42.1 66.5 69.3 77.4 65.9 75.3 88.6 75.5 17.8 76.0 13.9 86.5 18.0 82.4 28.1
base

data2vec
88.4 33.6 15.5 60.7 23.0 49.6 69.3 77.7 64.9 74.6 36.4 73.1 16.9 73.3 11.0 83.5 14.5 80.6 24.8

audio base
Music2vec

89.1 35.1 19.0 59.7 38.5 61.9 69.4 88.9 68.3 69.5 33.5 73.1 16.3 74.3 12.2 85.2 16.5 81.4 26.2
vanilla

SOTA 92.0 [40] 41.4 [6] 74.3 [28] 82.1 [41] 61.7 72.1 [6] 78.2 [20] 89.2 [23] 65.6 [36] 80.3 [42] 80.6 [43] 78.8 20.2 [44] 78.6 16.1 [23] 87.7 20.3 [44] 84.3 32.1 [23]

the number of transformer layers increases from 0 to 12.
This shows that the data2vec structure may not be useful
for learning temporal information.

4.2 Pre-trained with Different Paradigms

From Table 1, we can tell that MusicHuBERT is more
promising than Music2vec given that it provides better re-
sults in most of the downstream tasks, especially genre
classification on GTZAN, emotion regression on EMO and
beat tracking on GTZAN. But it is worse on single-pitch
estimation on Nsynth, along with key detection on GS.

These phenomena suggest pre-training with the HuBERT
paradigm is strongly correlated with the MFCC feature in-
formation used for k-means. Therefore, the quantisation
results lack multi-pitch information, including harmony or
chord modelling, that is essential to key detection. The
following research can use the chroma feature to replace
MFCCs 5 . On the contrary, the mask prediction for the deep
feature in the data2vec pre-training paradigm is clearly bet-
ter but still has much room for improvement compared to
the SOTA. Although the deep feature still lacks sufficient
harmonic information for key detection, it already contains
enough information for single-pitch estimation, and the
MFCCs may focus more on the timbre of instruments in-
stead of the fundamental frequency. Apparently, Music2Vec
can learn pitch information more freely. Besides, data2vec
is generally a bit worse for tagging than Music2vec, and
both are significantly worse on beat tracking compared to
HuBERT and MusicHuBERT.

4.3 Ablation Studies on Pretraining Hyperparameters

Here, we carry out an ablation study of hyperparameter
search under both pre-training paradigms. Given the time
limitation, we did not extract features on MTG datasets and
only calculated the results in another 9 downstream tasks.

4.3.1 Ablation Study on MusicHuBERT

We use the number of clusters k =500 and k=2000. For the
case k=500, we increase the dimension of MFCC features
from 13, which is commonly used in the speech community,
to 20, which is widely used in sound event detection. Thus,
the dimension of MFCCs combined with their delta features

5 For more information on this, please refer to our following paper
MERT: Acoustic Music Understanding Model with Large-Scale Self-
supervised Training at https://arxiv.org/abs/2306.00107

and delta-delta features have 39 and 60 dimensions respec-
tively. For the case of k=2000, we use the 768-dimension
deep feature learned from the first iteration experiment to
carry out the second iteration k-means.

From Table 2, we can see that MusicHuBERT with
k=2000 is better than the k=500 case for most of the tasks.
Given HuBERT is good for speech when k=100 or k=500,
which is roughly the number of human phonemes, this im-
plies music tokens or notes are much richer than speech and
therefore need a larger number for quantisation.

The results on k-means for deep features are better than
the vanilla MusicHuBERT besides genre classification on
GTZAN, singer identification on vocalset, and singing tech-
niques classification on vocalset. This implies the MFCCs
features are good for modelling the human voice, regardless
of speech or singing. The results of GTZAN may be due to
the randomness as the dataset is very small.

Besides, increasing the dimension of MFCCs provides
no significant difference among most of the tasks other
than tasks on Nsynth and GS. Increased dimensionality for
MFCC features can provide more detailed information on
impulse response for a sound event. Thus, monophonic in-
strumental notes can be better modelled with 60-dimension
MFCC features. Furthermore, the emotion regression also
provides different results, but the average of the two metrics
is nearly the same, providing no significant improvement.

4.3.2 Ablation Study on Music2Vec

We use audio files with 30s length, mask span length 10,
mask probability 65%, target top-8 transformer layer the
teacher model as a deep feature, and training step 400K as
the vanilla setting. We conduct parameter searching and
correlation analysis for Music2Vec pretraining, including
masking strategy, training steps, the learning target layers,
and recording length; the results are shown in Table 3.

We revise the masking strategy by changing the mask

span length and mask token probability in the data2vec-
audio-base setting. Mask token probability is the probability
for each token to be chosen as the start of the span to be
masked, the length of which can also be adapted for differ-
ent data modalities. The results in Table 3 show that the
other span value and other mask token probability provide
a bit worse results on nearly all the tasks. This suggests that
the data2vec hyperparameters for speech pre-training are
generally helpful for music pre-training.

Given the fact that early transformer layer representa-
tions generally perform well on key detection and beat



Table 2: Ablation study on MusicHuBERT hyperparameters (k is the number of MFCC clusters)

Downstream MTT
GS key

GTZAN EMO Nsynth Nsynth VocalSet VocalSet GTZAN Average
dataset Genre Instr pitch tech singer Rhythm Score
Metrics ROC AP Refined Acc Acc EmoV EmoA Acc Acc Acc Acc F1 (beat) score

HuBERT 89.8 36.4 15.0 64.8 31.0 57.5 68.2 79.4 61.0 58.8 83.5 59.8
k=2000 MFCC dim=39 90.2 37.7 14.7 70.0 42.1 66.5 69.3 77.4 65.9 75.3 88.6 64.4
k=2000 iter2 90.4 37.5 13.8 68.3 43.3 67.4 70.0 80.3 63.6 70.4 88.8 63.8
k=500 MFCC dim=39 89.6 36.1 15.7 64.5 41.0 67.7 66.7 76.8 60.5 72.3 87.5 62.4
k=500 MFCC dim=60 90.3 38.0 17.6 69.7 40.8 67.5 70.3 79.0 66.2 75.5 88.6 65.0

Table 3: Ablation study on Music2Vec hyperparameters (span is mask span, prob is mask probability, step is training steps,
target=12 uses all 12 transformer layers, and crop5s uses 5s music excerpts)

Downstream MTT
GS key

GTZAN EMO Nsynth Nsynth VocalSet VocalSet GTZAN Average
dataset Genre Instr pitch tech singer Rhythm Score
Metrics ROC AP Refined Acc Acc EmoV EmoA Acc Acc Acc Acc F1 (beat) score

data2vec 88.4 33.6 15.5 60.7 23.0 49.6 69.3 77.7 64.9 74.6 36.4 55.2
vanilla 89.1 35.1 19.0 59.7 38.5 61.9 69.4 88.9 68.3 69.5 33.5 57.8
span=5 87.3 32.0 15.7 47.6 22.7 41.2 64.2 84.8 56.7 53.8 33.2 49.7
span=15 88.7 34.3 16.4 56.6 39.0 58.8 67.1 88.1 63.1 61.9 33.1 55.2
prob=50 88.5 34.0 23.7 59.3 40.6 55.0 66.8 87.7 64.9 61.7 33.9 56.3
prob=80 88.2 33.9 18.4 50.3 36.7 55.7 67.9 88.9 64.2 65.2 33.7 55.1
step=800k 87.7 32.7 20.3 54.5 34.9 47.3 66.9 87.5 65.6 65.1 33.4 55.0
target=12 89.7 35.2 26.5 64.5 41.7 64.2 71.1 89.2 71.0 73.2 34.1 60.6
crop5s 90.0 36.6 18.5 76.6 53.4 71.6 68.3 88.9 71.3 72.4 33.9 61.8

tracking, we modify the prediction target provided by the
teacher model. We change the prediction target in Mu-
sic2Vec from the original one, that is, the average of the
top-8 layer representations, to all the 12 layers. The results
in Table 3 show that Music2Vec actually benefits, not only
from the potentially preserved key information shown by a
significant increase on GS but all the other tasks as well.

Furthermore, we use audio length cropping to shorten
music excerpts since longer sequences are more difficult to
model. Note that the combined audio length in a batch on
a single GPU is not altered, and the hardware environment
remains the same, making a single training batch contain
a larger number of music samples when clips are cropped.
Due to the position embedding in the SSL systems, the
model can get information more than 5 seconds after pre-
training on only 5-second music recordings. But the key
detection provides worse results which may lead to the fact
that a local key within a 5-second song may not be identical
to the global key in the whole music sentence.

5. CONCLUSION & DISCUSSION

In this paper, we explore the music variants of two dis-
tinctive speech-related transformer-based SSL models,
data2vec and HuBERT. Our findings suggest that pre-
training with music recordings rather than speech can gen-
erally improve performance on a wide range of MIR tasks,
even when the models and training are designed for speech.
There are exceptions for data2vec, however, such as singer
identification, the dataset of which is similar to the speech
dataset used to pre-train. Thus, when resources are lim-
ited, our suggestion is to use speech pre-training models,
given that they can provide helpful information about music
already. Speech data can be beneficial if lacking a suffi-

cient vocal dataset with different singers, but one should
use mainly music data if possible.

Furthermore, we can use the same speech training hy-
perparameters for masked span and masked probability in
music pre-training. But some other hyperparameters, such
as the number for pseudo label clustering, might be the
shortage of pretext strategies. We identified some limita-
tions of existing speech SSL systems, especially in the case
of harmonic information and diversity of music notes. One
suggestion is to emphasise key or harmonic in the pretext
task for music SSL models by using more than just MFCC
features. Also, the number of categories for quantisation in
k-means should be much larger if necessary, given the num-
ber of pitch, chord, and timbre categories is much larger
than the number of human speech phones. This diversity in
music might be a bottleneck for both speech SSL systems to
learn good music features. For one thing, the larger number
of clusters for k-means in HuBERT is expensive to calculate,
making it harder to scale up, preventing transformer-based
models from reaching their potential for better performance
and longer sequence modelling. In addition, it may not
be easy for data2vec to jointly learn deeper features. We
may need curriculum learning skills or manually-designed
features to increase training stability.

Another general suggestion for pre-training recognises
that batch size should be as diverse as possible. Given that
the memory of one single machine is limited, it is a good
idea to shorten the length of audio to be modelled at first,
allowing for an increase in batch size, and then train another
language model for long sequence modelling.

We believe the findings in this paper to be of value in
understanding the potential for SSL speech models applied
to music, and we have offered some general insights about
music modelling that resulted from this study.
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